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The visible cloud optical depth (COD) for overcast stratocumuluswas estimated at Arica (18.47°S, 70.31°W, 20m
above sea level (asl)) and Poconchile (18.45°S, 70.07°W, 560 m asl), northernmost Chilean sites distant about
30 km in the Atacama Desert, during morning hours for days in which cloudiness dissipates giving cloudless af-
ternoons, from 10min averagedmeasurements of total shortwave solar irradiance (ToSI) and ultraviolet solar ir-
radiance (UVSI) during the period 2002–2005.One-dimensional radiative transfermodel calculationsweremade
to establish a theoretical relationship between the visible COD, the cloud effective transmittance in both ToSI
(CETTo) and UVSI (CETUV), and the solar zenith angle (SZA). It is used to estimate COD from the previously mea-
sured CET by Luccini et al. (2011). Measurements in both ToSI and UVSI broadband ranges showed to be reliable
to determine the visible COD within this frame. Overcast COD at the coastal site of Arica (typical COD ~15) is
slightly larger than at the inland site of Poconchile (typical COD ~11). Maximum sensitivity of the retrieved
CODs was found to variations in the cloud droplet effective radius, surface albedo and aerosol optical depth in
both ranges, and in the total ozone column additionally in UVSI. The obtained CODs are linearly related but are
higher compared with those from two other parametric methods using the same data. A simple rational
expression of CET as a function of COD enables to estimate a mean (spectral and regional) surface albedo in
each range that is in turn applicable to fit appropriately the ratio CETTo/CETUV. Instantaneous overpass MODIS-
Terra satellite COD at 660 nm show a good agreement with simultaneous (within ±5 min) ground-derived
COD at both sites.

© 2016 Elsevier B.V. All rights reserved.
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1. Introduction

Radiative effects of clouds are determinant to the Earth's climate. In-
situ information obtained within the clouds from instruments onboard
aircrafts allow direct measurements of cloud microphysical and optical
properties, useful to validate locally those parameters retrieved remote-
ly both by satellite or ground instruments (King et al., 1990; Dong et al.,
1998; Min et al., 2003). On the other hand, remote information of cloud
optical properties by means of passive receptors is obtained basically in
two ways, the first from above the clouds by measuring the solar
radiation reflected upwards by the clouds, including measurements
from instruments onboard satellites (e.g., Rossow and Schiffer, 1991;
Barker and Liu, 1995; Loeb and Coakley, 1998; Platnick et al., 2003;
ncia en Productos y Procesos de
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Harshvardhan et al., 2004) and onboard aircrafts (e.g., Kuo et al., 1990;
Rawlins and Foot, 1990; Barker et al., 2002; King et al., 2004). The sec-
ond approach is from below the clouds bymeasuring the solar radiation
transmitted by the clouds, considering also the multiple reflections of
radiation between the Earth's surface and the clouds. It includes radi-
ometry experiments on aircraft flights below the cloud's base
(e.g., Rawlins and Foot, 1990) but, more commonly, it is carried out
with solar radiance and/or irradiance, spectral and/or broadband, mea-
surements from ground-based instruments to infer cloud optical prop-
erties not only over the continent, but also over the oceans through
ship-mounted instruments (e.g., Fitzpatrick and Warren, 2005). Mea-
surements from the surface are also useful as local references to validate
satellite retrievals of cloud optical properties (e.g., Min and Harrison,
1996; Li et al., 1999).

The cloud optical depth (COD) is the line integral of the cloud extinc-
tion coefficient along the vertical extension of the clouds. It is a key
input parameter for any analysis of the atmospheric dynamical-
chemical-radiative equilibrium and evolution. Several algorithms were
developed to determine the COD from measurements of surface solar
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global (direct + diffuse) and diffuse irradiances, using narrowband or
broadband radiometers (Leontyeva and Stamnes, 1994; Min and
Harrison, 1996, 1998; Boers, 1997; Dong et al., 1997, 1998, 1999;
Anikine et al., 1998; Barker et al., 1998; Marshak et al., 2000; Daniel
et al., 2002; Dong and Mace, 2003; Barnard and Long, 2004; Min et al.,
2004; Rozwadowska, 2004a; Fitzpatrick and Warren, 2005; Qiu, 2006;
Matamoros et al., 2011; Yin et al., 2011; Serrano et al., 2013, 2014),
needing even complementary measurements of ancillary parameters
such as the liquid water path (LWP). Irradiance measurements by
total shortwave thermopile sensors require a correction for thermal in-
frared loss as well (Dutton et al., 2001; Long et al., 2003; Younkin and
Long, 2003; Vignola et al., 2007).

The overcast sky cases, especially the stable stratocumulus systems,
are particularly appropriate to study given that they can be reliably rep-
resented by 1D homogeneous plane-parallel radiative transfer models
and the COD depends on very few parameters. In fact, the optical prop-
erties of a plane-parallel homogeneouswater cloud layer can be charac-
terized through their cloud droplet effective radius (re) and their COD,
which is in turn proportional to the LWP (Hu and Stamnes, 1993;
Leontyeva and Stamnes, 1994). Radiation reflected upwards by the
clouds allows retrieving both re and COD from satellite or aircraft mea-
surements, by differential absorption between a weakly and a strongly
absorbing wavelength. Nevertheless, the radiation transmitted by the
clouds is much more sensitive to changes in the COD than to changes
in re (Leontyeva and Stamnes, 1994), affording the development of
simpler algorithms to infer the COD directly from the downward trans-
mitted solar radiation and the solar zenith angle (SZA), once the value of
re has been defined.

Extensive networks exist around the world measuring broadband
total shortwave solar irradiance (ToSI, 300–3000 nm) on a horizontal
plane at surface, some of them accompanied by simultaneousmeasure-
ments of ultraviolet solar irradiance (UVB: 280–315 nm, UVA: 315–
400 nm), in general weighted by the erythemal action spectrum of
typical human skin (McKinlay and Diffey, 1987) as UVSI in this work,
butwithout diffuse irradiancemeasurements or complementary instru-
mentation that would enable the application of sophisticated methods
to infer the COD. So, algorithms using only global irradiance measure-
ments are valuable and enhance the possibility to estimate cloud optical
properties over large regions. This is the type of algorithm that we
employ in the present work. Key parameters in irradiance-based COD
retrievals are the cloud effective transmittance (CET, the ratio of the
surface irradiance under cloudy conditions to the expected surface
irradiance that would be registered for a cloudless sky), SZA, and re.
The retrieval's accuracy improves substantially if the CET is independent
of the absolute calibration of the instrument, that is, when the own
instrument's measurements are used to determine the expected clear-
sky irradiance for each measurement under cloudy condition. This is
the case of the present work, where the COD is estimated from the pre-
viouslymeasured CET (Luccini et al., 2011) by linear interpolationwith-
in a model-calculated look-up-table relating COD, CET and SZA. The
parametric algorithms developed by Fitzpatrick et al. (2004) and
Barnard et al. (2008) use basically the same variables to estimate the
COD, andwe take them as a reference to compare our results. Measure-
ments and radiative transfer model calculations in both ToSI and UVSI
ranges were used also by Serrano et al. (2015a) to demonstrate that
the COD may be considered spectrally flat between both ranges, and
by Serrano et al. (2015b) to correlate COD with different atmospheric
transmission factors, namely CET and the clearness index, primarily
under cumulus and stratocumulus overcast conditions. Mateos et al.
(2014) estimated the COD from ground-based measurements of solar
shortwave radiation to evaluate the surface shortwave cloud radiative
forcing under overcast conditions.

Major observational campaigns including extensive ship transects
are being deployed over the Southeastern Pacific Ocean in order to ob-
tain a wide collection of simultaneous measurements to understand
this complex and particular system containing one of the more
persistent stratocumulus decks in the world. They include the East
Pacific Investigation of Climate (EPIC) (Bretherton et al., 2004; Bigorre
et al., 2007), the PanAmerican Climate Studies (PACS)field experiments
Stratus 2003 and Stratus 2004 (Kollias et al., 2004; Serpetzoglou et al.,
2008), and the VOCALS program (VAMOS [Variability of American
MOnsoon Systems] Ocean-Cloud-Atmosphere-Land Study) (Wood
et al., 2011; Mechoso et al., 2014). Several particular features arise
from these campaigns and from satellite retrievals over this Pacific
region including Arica Bight, such as important zonal/meridional gradi-
ents in cloud droplet mean diameter, cloud droplet effective radius,
drizzle drop mean size, drizzle drop number concentration, cloud geo-
metric thickness, cloud liquid water path and cloud-top height, below-
cloud aerosol number concentration and cloud droplet number concen-
tration, many of them related in part to the intensive sulfur emissions
from the major copper smelters in the region (Huneeus et al., 2006;
Zuidema et al., 2009; Painemal and Zuidema, 2010; Wood, 2012;
Twohy et al., 2013). However, very few reports exist of local in situmea-
surements over the continental strip of the Atacama Desert (e.g., Chand
et al., 2010; Garreaud et al., 2011; Rutllant et al., 2013), as most of the
regional studies over the Southeastern Pacific emphasize themarine en-
vironment from the coast offshore.

The notable regularity of the Atacama Desert's climate along the
West coast of South America enabled to determine CET over this conti-
nental region using an empiricalmethod (Luccini et al., 2011). The same
data set, consisting in simultaneous 10-min averaged measurements of
ToSI and UVSI, together with 1Dmodel irradiance calculations to estab-
lish the visible COD as a function of the CET (in both the ToSI and UVSI)
and the SZA, are used in this work to estimate the COD at two locations
of Northern Chile in theAtacamaDesert: the coastal city of Arica and the
inland locality of Poconchile. Arica is placed at the open coast in a wide
bight, directly connected to the marine stratocumulus deck. On the
other hand, Poconchile is located about 30 km inland from the coast
on the valley of the small Lluta River, surrounded by deserted low hills
being most influenced by continental conditions. The sensitivity to the
variation of different parameters and uncertainties involved in the de-
termination of COD are analyzed. The relation between CET and COD
is studied in detail. The estimated CODs are also compared with those
obtained from two algorithms that parameterize COD as a function of
CET and SZA. Simultaneous overpass MODIS Terra satellite-retrieved
COD at 660 nm is also compared with the estimated visible COD from
the present work at both sites.

2. Methodology

The CET determined previously from simultaneous solar irradiance
measurements in the ToSI and UVSI ranges at both locations, Arica
and Poconchile, is used in this work as a base to infer the COD for the
overcast stratocumulus here considered. The instruments, its measure-
ments and data analysis to determine the CETwere described by Luccini
et al. (2011), together with the calculations using the Fu-Liou plane-
parallel 1D radiative transfer model (Fu and Liou, 1992, 1993; Rose
and Charlock, 2002), used here to establish the visible COD as a function
of CET in both ranges ToSI (CETTo) and UVSI (CETUV) and the SZA. As ex-
plained by Luccini et al. (2011), UVA calculations were used in the UVSI
range since both UVB and UVIndex outputs are not enough reliable to
determine the CET with the Fu-Liou code particularly for large SZA
(Su et al., 2005). However, given that changes in the vertical total
ozone column (TOC) affect the multiple reflections of UVSI between
the top of the cloud and the atmosphere above, and between the bottom
of the cloud and the atmosphere/surface below, UVIndex outputs will
be used from Fu-Liou code only at a fixed SZA to analyze the sensitivity
of the inferred CODs to the TOC in Section 3.2. Broadband downwelling
irradiance calculations at the surface under homogeneous overcast sky
were made for COD equal to 5, 10, 15, 20, 25, 30, 40, 50, 60, 70, 80, 90
and 100, and for 0°-90° SZA range. COD was set to 0 for the clear-sky
case. Best estimated values of the input parameters are (Luccini et al.,
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2011): a homogeneous infinite plane-parallel cloud layer of 400 m
thickness with cloud base at 900 m asl and cloud top at 1300 m asl,
cloud droplet effective radius re = 8 μm, TOC of 270 DU, continental
aerosol type with an optical depth of 0.3 at 550 nm and a broadband
surface albedo of 0.10. Afterwards, the modeled CET was determined
for each modeled COD value as the ratio of the cloudy-sky over the
clear-sky cases in both ToSI and UVSI ranges and as a function of the
SZA. Fig. 1 shows the modeled CET in the ToSI and UVSI as a function
of the SZA for the whole range of calculated visible CODs. In mathemat-
ical terms it can be observed from Fig. 1 that, for a fixed SZA, a bi-
univocal curve links themodeled COD and CET, making possible to con-
struct look-up-tables in the ToSI and UVSI to obtain COD by interpola-
tion from each measured value of CET at its given SZA. Precisely, the
measured CET points for cloudy cases, corresponding to CET b 0.80 in
both ranges, are also shown in Fig. 1 as obtained by Luccini et al.
(2011). Given that clouds affect more strongly the ToSI than the UVSI
for both the attenuation (particularly for overcast cases) and the en-
hancing (due to broken clouds) at ground (Cede et al., 2002; Calbó
et al., 2005; Antón et al., 2011), the additional condition CETTo b CETUV
was imposed to the measured data in order to assure that they belong
mostly to overcast cases. Situations with CET N 0.80 correspond to
COD b5 and they were analyzed in detail by Luccini et al. (2011).
Barnard et al. (2008) use exactly the same threshold CET= 0.80 to dis-
tinguish optically thick (COD N5) from optically thin (COD b5) clouds
under overcast sky, the last considered directly as cirrus clouds. In
turn, Boers et al. (2000) had determined an increase in the uncertainty
for the estimation of CODs b5 in pyranometer-based algorithms even
for overcast sky cases.
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Fig. 1.Measured cloud effective transmittance (CET) for mostly overcast-sky conditions (CETTo
shortwave range (top) and in the UV range (bottom) as a function of the solar zenith angle (SZ
ranges as a function of SZA for visible cloud optical depth (COD) from0 (clear-sky case) to 100. O
the present work for each CET measured point at its corresponding SZA, by linear interpolation
3. Results and discussion

3.1. Effective COD at Arica and Poconchile

Fig. 2 shows the normalized histograms of COD obtained from the
measured CET of Fig. 1 in the ToSI range (CODTo) and in the UVSI
range (CODUV). We emphasize that the denominations CODTo and
CODUV are only to distinguish the measurement broadband range
from which the same parameter is inferred: the visible COD. The maxi-
mums of these distributions were obtained with smoothing curves and
are also denoted in Fig. 2. They characterize the visible COD for overcast
stratocumulus and correspond to CODTo ~ 13 (11) and CODUV ~ 16 (12)
at Arica (Poconchile), i.e. COD is generally slightly larger at Arica than at
Poconchile. Luccini et al. (2011) pointed out that the minimum CET ob-
served in Fig. 1 imply a limit to the maximum COD registered over this
region, fact that is confirmed now in Fig. 2 since CODs larger than ~60
are certainly uncommon due to the predominance of stratocumulus-
type clouds, as the climatic conditions of the region prevent the forma-
tion of convective clouds typical of the surrounding Tropical regions
(e.g., Garreaud and Wallace, 1997). Compared with the regular strato-
cumulus system in the Northern Pacific, the obtained COD values are
similar (Nakajima et al., 1991; Szczodrak et al., 2001), and also with
overcast stratocumulus over the Baltic Sea (Rozwadowska, 2004a).
Nevertheless, the strong gradients observed in the cloud parameters
from the coast offshore in regions with regular stratocumulus systems
around theworld (Zhang et al., 2010;Wood, 2012) difficult the compar-
ison between values registered over open ocean and those over coastal
or inland sites, even within this enclosed Pacific region.
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b 0.80, CETUV b 0.80 and CETTo b CETUV) from the work by Luccini et al. (2011) in the total
A) at Arica (left) and at Poconchile (right). Gray lines represent the modeled CET in both
nly data for SZA b 80°were selected to avoid the larger uncertainties. COD is determined in
within the model-calculated COD-CET-SZA look-up-table.
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Fig. 2. Normalized histograms of the visible cloud optical depth (COD) determined from the CET measured points of Fig. 1 in the total shortwave range (gray shaded bars) and in the UV
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determined from smoothing curves in the total shortwave (gray) and UV (black) ranges. Their values characterize the COD for overcast-sky conditions at each site.
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CODTo and CODUV closely agree, with CODUV slightly larger than
CODTo on average at both sites as it can be observed in Fig. 3 (top).
Linear fit parameters are presented in Table 1, and the possible causes
of the differences will be analyzed in Section 3.2. Using the parameteri-
zation by Fitzpatrick et al. (2004) (FBW, as will be described in
Section 3.3) a very similar result is observed also in Fig. 3 (bottom). Par-
ticularly, it can be noted that the agreement is very good on average
using both algorithms for CODs ranging between 10 and 20 that are pre-
dominant in this region (see Fig. 2). So the irradiance measurements in
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Table 1
Values of the slope, square of correlation coefficient (R2) and root-mean-square-error (RMSE) of the linearfitting curves to correlatedCODdata atArica andPoconchile fromFigs. 3, 8 and9.

Arica Poconchile

Figure number Plotted
parametersa

Number
of data

Slope R2 RMSE Number
of data

Slope R2 RMSE

Fig. 3 CODTo(PW)
vs
CODUV(PW)

6050 0.95 0.895 4.2 2562 0.85 0.872 3.5

Fig. 3 CODTo(FBW)
vs
CODUV(FBW)

6050 1.05 0.891 3.6 2562 0.90 0.865 2.8

Fig. 8 CODTo(PW)
vs
CODTo(FBW)

6050 1.18 0.970 2.2 2562 1.22 0.962 1.9

Fig. 8 CODTo(PW)
vs
CODTo(B08)

6050 1.07 0.990 1.3 2562 1.11 0.982 1.3

Fig. 8 CODUV(PW)
vs
CODUV(FBW)

6050 1.31 0.972 2.2 2562 1.32 0.970 1.9

Fig. 9 MODIS COD
vs
CODTo

150 0.73 0.661 4.7 12 1.34 0.500 8.1

Fig. 9 MODIS COD
vs
CODUV

150 0.71 0.651 4.8 12 0.79 0.417 8.7

a CODTo: visible COD estimated from ToSI; CODUV: visible COD estimated from UVSI; PW: present work; FBW: parameterization by Fitzpatrick et al. (2004); B08: parameterization by
Barnard et al. (2008); MODIS COD: MODIS-Terra satellite COD at 660 nm.
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Fig. 4.Measured cloud effective transmittance in the total shortwave range (CETTo) (top) and in the UV range (CETUV) (bottom) as a function of the visible cloud optical depth (COD)
estimated from the same wavelength range for mostly overcast-sky conditions (CETTo b 0.80, CETUV b 0.80 and CETTo b CETUV) at Arica (left) and at Poconchile (right). Dark-gray lines
represent the modeled CET in each range as a function of the COD for solar zenith angles (SZA) of 0° and 80°. Light-gray line represent fitting curves with the equation CET =
1/(1 + Ae*COD). Values of the fitting parameters are AeTo = 0.109 (0.123) for ToSI and AeUV = 0.064 (0.066) for UVSI at Arica (Poconchile).
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points were fitted through the simplest rational expression for CET as a
function only of COD, i.e. averaging over the whole range of SZA,
constrained to the condition that CET= 1 for COD=0, with a phenom-
enological base that was discussed in detail by Fitzpatrick et al. (2004).
The equation is:

CET ¼ 1
1þ Ae � COD ð1Þ

where Ae is a fitting parameter that can be considered an estimator
of the average surface albedo in ToSI or UVSI. As can be seen in Fig. 4,
Eq. 1 provides excellent fits to the data. Ae takes values of 0.109
(0.123) with R2 = 0.942 (0.958) for ToSI and 0.064 (0.066) with
R2 = 0.994 (0.997) for UVSI at Arica (Poconchile). This is an interesting
result for several reasons. Recent spectral surface albedo studies by
Varotsos et al. (2014) reported similar average UV albedo values of
about 0.10 over open water and over desert sand but, while the albedo
decreases progressively for open water towards longer wavelengths, it
increases significantly for desert sand. Then, as a regional average for
sites placed in an extensive desert with an adjacent open ocean, our re-
ported smaller values of UVSI average surface albedo than ToSI average
surface albedo of Fig. 4 are consistent with the results by Varotsos et al.
(2014), and they may be considered as a phenomenological correction
to the flat surface albedo of 0.10 used in themodel calculations. Second-
ly, the fits obtained with Eq. 1 provide an immediate and consistent fit
to the ratio CETTo/CETUV as a function of COD, plotted in Fig. 5, at both
sites in the form:

CETTo

CETUV
¼ 1þ AeUV � COD

1þ AeTo � COD ð2Þ

where AeTo andAeUV are the estimatedmeanvalues of surface albedo
in ToSI and UVSI respectively at each site. As expected for this case of
overcast sky, the ratio CETTo/CETUV decreases progressively with in-
creasing COD, due to the known fact that cloudiness attenuatesmore ef-
fectively the ToSI than the UVSI at ground. In principle, Eq. 2 could be
used as a broad estimator of the ratio CETTo/CETUV for overcast cloudi-
ness (at least homogeneous stratocumulus cases) at other places
where the mean AeTo being higher than AeUV. It can be noted from
Figs. 4 and 5 that the fitting curves at Poconchile are closer to the
model curves for SZA = 80°, since cloudiness dissipates earlier during
the morning than at Arica and most of points at Poconchile correspond
to larger SZA (see Fig. 1).

In order to test the consistency of the CODs obtained from different
wavelength ranges, CETTo (CETUV) was plotted as a function of the
cloud optical depth inferred from the other broadband range, CODUV
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(CODTo) in Fig. 6. Beyond the expected larger scatter in the data of
Fig. 6, the average curves obtained through a moving window from
data of Figs. 4 and 6, plotted both in Fig. 6, differ by less than 10% for
CODs b60, showing the reliability of the algorithm to estimate the visi-
ble COD from both ToSI and UVSI measurements.

3.2. Precision and involved uncertainties

To assess the incidence of variations in the model input parameters
on the retrieved CODs, a sensitivity study was made in ToSI and UVSI
(in UVA range except for TOCwhere calculationsweremade in UVIndex
range) for SZA = 60° where most of overcast sky points are registered
(see Fig. 1), centered at COD=15 that is a typical value over the region
(see Fig. 2), covering the principal variables entering the calculations:
cloud droplet effective radius (re), cloud geometrical thickness (CGT),
total ozone column (TOC), aerosol optical depth (AOD), surface albedo
(A) and surface elevation (SE). Then, calculations to determine CET at
a constant value of COD equal to 10, 15 and 20 were made for re =
5 μm and 11 μm, CGT = 200 m with cloud base at 1000 m and cloud
top at 1200 m, CGT = 600 m with cloud base at 800 m and cloud top
at 1400 m, TOC = 220 DU and 320 DU, AOD = 0 and 0.6, A = 0 and
0.2 and SE= 600 m asl (about the altitude of Poconchile), maintaining
fixed in each case all the remaining parameters at their reference values
(see Section 2): re=8 μm, CGT=400m (cloud base at 900m and cloud
top at 1300 m), TOC = 270 DU, AOD = 0.3, A= 0.10 and SE= 0m asl.
Calculations compared with the reference are displayed graphically in
Fig. 7 (left). However, CET must be considered the fixed parameter to
fit by the calculations as it was previously determined from irradiance
measurements. Then, variations in the inferred COD due to changes in
themodel parameters must be analyzed at constant CET instead at con-
stant COD, from the reference COD=15. Themethodology for the anal-
ysis at constant CET is explained in Fig. 7 (right). Table 2 shows the
percentage change affecting the retrieved COD at constant CET in each
case. Physically, the results of Fig. 7 and Table 2 indicate that, when
the variation of a given parameter would imply an increment of CET at
constant COD (either by relative increment of the irradiance under
cloudy conditions in the numerator or by relative decrease of the
clear-sky irradiance in the denominator), the COD must in fact be in-
creased to maintain as a constant the value of CET. Variations in re,
AOD and A have the largest influence on the estimation of COD, with
their values higher than the references implying that the present
CODs are underestimated. Fitzpatrick et al. (2004) found a similar de-
pendence of COD on re within a wide range of values of SZA and surface
albedo. As expected, TOC changes have a negligible impact on the esti-
mation of CODTo, but instead they influence in a larger extension the es-
timation of CODUV, although extreme values of 220 DU (the threshold of
0 10 20 30 40 50 60 70 80 90 100
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

SZA=0º

SZA=80º

Cloud optical depth

C
E

T
T

o / 
C

E
T

U
V

POCONCHILE

CET
To

/CET
UV

 vs COD data

Model for SZA=0º and 80º
(1+A

eUV
*COD)/(1+A

eTo
*COD)

d effective transmittance in the UV range (CETUV) as a function of the visible cloud optical
, CETUVb 0.80 and CETTob CETUV) at Arica (left) and at Poconchile (right). Upper and lower
ray fitting line uses the ratio of the fittings to data of Fig. 4 through Eq. 1 in ToSI and UVSI.



0 10 20 30 40 50 60 70 80 90 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

COD from UVSI (COD
UV

)

C
E

T
T

o

ARICA

CET
To

 vs COD
UV

 data

Mean CET
To

 vs COD
UV

Mean CET
To

 vs COD
To

0 10 20 30 40 50 60 70 80 90 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

COD from ToSI (COD
To

)

C
E

T
U

V

ARICA

CET
UV

 vs COD
To

 data

Mean CET
UV

 vs COD
To

Mean CET
UV

 vs COD
UV

0 10 20 30 40 50 60 70 80 90 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

COD from UVSI (COD
UV

)

C
E

T
T

o

POCONCHILE

CET
To

 vs COD
UV

 data

Mean CET
To

 vs COD
UV

Mean CET
To

 vs COD
To

0 10 20 30 40 50 60 70 80 90 100
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

COD from ToSI (COD
To

)

C
E

T
U

V

POCONCHILE

CET
UV

 vs COD
To

 data

Mean CET
UV

 vs COD
To

Mean CET
UV

 vs COD
UV

Fig. 6.Measured cloud effective transmittance in the total shortwave range (CETTo) (top) and in the UV range (CETUV) (bottom) as a function of the visible cloud optical depth estimated
from the UV range (CODUV) (top) and from the total shortwave range (CODTo) (bottom) for mostly overcast-sky conditions (CETTo b 0.80, CETUV b 0.80 and CETTo b CETUV) at Arica (left)
and at Poconchile (right). Dark-gray lines represent a moving mean average to the measured data. Light-gray lines represent a moving mean average to the measured data of Fig. 4, in
which the plotted CET and COD correspond to the same wavelength range.
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ozone “hole” conditions) and 320 DU are infrequent at tropical latitudes
taking into account that, for example, the average TOC for the period
2004–2010 in the latitudinal band 15°S - 20°S is 257 ± 8 DU (Ziemke
et al., 2011). Calculation for SE = 600 m indicates that the present
CODs at Poconchile may be slightly overestimated due to the altitude
of the site, and changes in CGT have a negligible effect on the retrieved
CODs at both sites. Worse cases, although improbable, of simultaneous
very small (large) actual values of re, A, AOD and large (small) TOC
would imply that the retrieved CODTo are overestimated
(underestimated) by a relative bias of about 25% and CODUV by about
30%.

Other sources of systematic bias to be considered in our work are:

- The inhomogeneities of the overcast cloud field. An intrinsic charac-
teristic of every real cloud field is their spatial and temporal variabil-
ity, even though our case of overcast stratocumulus is probably the
closer to the homogeneity of the plane-parallel model simulations
(Luccini et al., 2011). The non-linear relation between the irradiance
and the COD causes a systematic bias in everymethod to obtain COD
based on solar irradiance averages. As example, a simple calculation
with the direct irradiance shows that the COD obtained from the av-
erages of transmitted direct solar irradiance under overcast variable
conditions will always underestimate the average of “true” CODs for
the same group of measurements. The effect is also valid for the
reflected irradiance, and satellite-retrieved CODgenerally underesti-
mate the true average COD (Kokhanovsky, 2003; Zinner and Mayer,
2006). Boers et al. (2000) and Rozwadowska (2004b) have quanti-
fied that the bias in the estimated CODs through pyranometric
measurements of solar irradiance at surface due to cloud field
inhomogeneities ranges between +1% and −20%, the last case for
optically thick and variable clouds, long-term irradiance averages
of around 1 h and clouds with high-altitude base. The vertical distri-
bution of dropswithin the clouds have a smaller impact in themodel
representation of the clouds (e.g., Evans and Puckrin, 1996), and the
Mie resonant absorption of solar radiation within cloud droplets is
only relevant in specific narrow spectral bands (Zender and
Talamantes, 2006) although its incidence on broadband ranges is
negligible.

- The thermal offset by infrared cooling of thermopile pyranometers
measuring ToSI produces slightly overestimated values of CETTo
(Luccini et al., 2011). As can be deducted from Fig. 1 at a fixed SZA,
an overestimated CETTo causes an underestimated CODTo. This effect
is not present in the UVSI case given that UV biometers don't suffer
infrared cooling. Looking at Fig. 3 (top), this seems to be reflected
in the higher values of CODUV than CODTo on average. However,
this is not verified using the parameterization by Fitzpatrick et al.
(2004) at Arica (Fig. 3, bottom left), showing that eventually this ef-
fect has a minor consequence on the results.

- Asymmetries in the atmospheric parameters between the morning
and the afternoon. Given that afternoon measurements are taken
as the expected clear-sky irradiance during the morning and of
course ozone, aerosols, and other atmospheric constituents change
in time in a continuous way, there is an unavoidable second-order
error when their values are considered constant during each day,
but this is a generalized assumption in this type of studies and our
method has in turn the advantage that it allows to determine the
measured CETs regardless of the value of these parameters, as only
the assumption that they were constant during the day is necessary
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(Luccini et al., 2011). For example, in our case an asymmetry causing
a second-order systematic error may be mentioned with respect to
the surface albedo: in the afternoons the sun is towards the West
over the ocean as seen from ground, and the directional reflectance
of the ocean (Li and Garand, 1994), particularly for SZA N 60°,
Table 2
Sensitivity study of the estimated cloud optical depth (COD) to changes in the principal related
Reference calculations were made for COD = 15 and SZA = 60°.

Changed parameter Reference value Tested values

Cloud droplet equivalent radius (re) 8 μm 5 μm
11 μm

Surface albedo (A) 0.10 0.0
0.20

Aerosol optical depth (AOD) at 550 nm 0.3 0
0.6

Total ozone column (TOC)b 270 DU 220 DU
320 DU

Surface elevation (SE) 0 m (sea level) 600 m asl
Cloud geometrical thickness (CGT) 400 m

(base: 900 m,
top: 1300 m)

200 m
(base: 1000 m, to

600 m
(base: 800 m, top

a CODTo: visible COD estimated from ToSI; CODUV: visible COD estimated from UVSI.
b From Fu-Liou model, UVIndex output.
increases the albedo and then the clear-sky reference in an effect
that would not be present if morning clear-sky measurements
were available when the sun is at the East over the desert, whose al-
bedo is roughly Lambertian (Li and Garand, 1994). Seen at Fig. 1, the
underestimated CET caused for this effect gives as result slightly
parameters, modeled at constant cloud effective transmittance (CET) as explained in Fig. 7.

Percentage change in COD respect to COD = 15 at constant CET [%]a

CODTo CODUV

−8.6
5.6

−7.0
5.6

-7.0
11.6

-5.8
9.9

-7.2
9.1

-10.3
9.7

0.14
-0.08

6.5
-5.0

−1.5 −3.1

p: 1200 m)
0.36 0.06

: 1400 m)
-0.23 -0.06
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overestimated CODs, precisely within the range of large SZAs when
most of overcast data are registered.

3.3. Comparison with parameterizations of COD

COD is directly interpolated in this work from explicit calcula-
tions in the ToSI and UVSI ranges as a function of CET and SZA, once
appropriate values of the model input variables have been defined.
To facilitate their use for other works, both look-up-tables are avail-
able as supplementary material to this manuscript. Our results are
compared with the wavelength-independent (in the geometric-
optics limit) COD obtained from two parameterizations where CET
and SZA are key parameters.

Barnard et al. (2008), hereinafter the B08 parameterization,
established the following semi-empirical relation to determine COD
using ToSI measurements under overcast sky:

CODB08
To ¼

1:16
r

−1

1−Að Þ 1−gð Þ ð3Þ

where r ¼ CETTo
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

cosðSZAÞ4
p , g is the asymmetry factor of cloud droplets with

a recommended value of 0.87 for water clouds as in the present case,
and A = 0.10 as in our calculations.

Based on spectralmodel calculations for cases of snow, ice andwater
surfaces, Fitzpatrick et al. (2004), hereinafter FBW, established a
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Fig. 8. Comparison between the cloud optical depth (COD) obtained in the present work (PW) a
also the measured CET and the SZA. (top) Total shortwave solar irradiance (CODTo): parameter
diamonds). (bottom) UV solar irradiance (CODUV): only parameterization FBW (black squa
parameters are summarized in Table 1.
parameterization in ToSI and nine monochromatic wavelengths in
such way that COD can be inferred as:

CODFBW ¼
a þ b � cos SZAð Þ

CET
−1

c ‐ d � A
ð4Þ

Parameters a and b reach an asymptotic value for COD N5, so that
they can be considered constants to the purposes of this work. Using
re = 8.6 μm, similar to the re = 8 μm of the present work, the values
of parameters defined by Fitzpatrick et al. (2004) are a = 0.58, b =
0.74, c = 0.1365 and d = 0.1291 for ToSI and a = 0.78, b = 0.31, c =
0.0835 and d= 0.0759 for UV at 370 nm, which are taken as represen-
tative of the UVSI range. This formula is applied to estimate COD from
both ToSI and UVSI measurements using again A = 0.10.

Fig. 8 shows that the CODs obtained from both ToSI and UVSI in the
present work have a strong linear correlation with the CODs from both
parameterizations and are larger, CODTo by a systematic relative bias of
about 7% (11%) with respect to the B08 parameterization and of 18%
(22%) with respect to the FBW parameterization at Arica (Poconchile),
while CODUV by 31% (32%) with respect to the FBW parameterization
at Arica (Poconchile). Correlation and linear fit parameters are present-
ed in Table 1. We have tested also the Barnard and Long (2004) param-
eterization which employs the diffuse total shortwave irradiance
instead of the global total shortwave irradiance. Considering our case
of overcast stratocumulus with dense water clouds when the solar
disc is not visible, it can be assumed that the whole global irradiance
in the ToSI range corresponds to the diffuse component (e.g., Harrison
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et al., 2008), and the results with the Barnard and Long (2004) param-
eterizationwere in fact very similar to thosewith the B08parameteriza-
tion: CODTo from the present work is larger by about 6% (9%) with
respect to Barnard and Long (2004) parameterization at Arica
(Poconchile).

3.4. Comparison with MODIS satellite data

Narrowband COD at 660 nm is one of the products of the Moderate
Resolution Imaging Spectroradiometer (MODIS) instruments aboard
Terra Earth Observing System AM and Aqua Earth Observing System
PM satellites (King et al., 1998). Terra satellite passes from north to
south across the equator in the local morning, between 10:00 and
12:00 LT, simultaneously with our ground-estimated CODs and then
the MODIS Terra Level 2 Cloud product data (MOD06_L2 Joint Atmo-
sphere Product ATM L2, NASA Goddard Space Flight Center) are used
for comparison. In turn, Aqua satellite passes south to north over the
equator in the local afternoon and their data are not useful for this pur-
pose, as our work consists only of morning COD data. Given that
ground-estimated COD are determined every 10-min, they are com-
pared with an instantaneous overpass satellite data within a difference
of ±5min. Required conditions for the comparison are mostly overcast
sky conditions (CETTo b 0.80, CETUV b 0.80 and CETTo b CETUV) for the
ground-estimated COD, MODIS cloud fraction larger than 0.9, and satel-
lite data within a radius of 20 kmof each site. Results are shown in Fig. 9
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where MODIS COD is compared with both CODTo and CODUV which
refer to the same parameter: the ground-estimated visible COD. It can
be noted in Fig. 9 that most of points correspond to distances of less
than 10 km from each site (solid black dots), and only a few to distances
between 10 and 20 km (contoured black dots). As deducted from Fig. 1,
cloudiness dissipates earlier over Poconchile than over Arica, and for
this reason there are much more simultaneous satellite (overpass at
10–12 LT) and ground data to compare at Arica. Correlation and linear
fit parameters are presented in Table 1. The reduced number of data
at Poconchile, their scarce correlation and large root-mean-square-
error makes their analysis statistically non-significant, and the analysis
will be centered on the comparison at Arica. Taking into account that
the comparison implies almost instantaneous data obtained remotely
through radiative information from the opposite sides of the cloud
deck, the agreement between the satellite-retrieved and the ground-
estimated COD may be considered as good at Arica for both sources of
ground-estimated COD: the ToSI and UVSI measurements. Again, it
can be noted that the agreement is very good on average at Arica for
CODs ranging between 10 and 20 that are predominant in the region
(see Fig. 2). Comparison at Arica shows the same behavior than that re-
ported by Li et al. (2014): MODIS-retrieved CODs are smaller than the
ground-retrieved CODs, particularly for COD N ~ 30, and their difference
enhances for increasing CODs. Li et al. (2014) relate this behavior to the
effect of dense absorbing surface aerosol loads influencing the ground-
based retrievals but not the satellite retrievals, which is a plausible
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argument also over the Atacama desert strip whose stable high aerosol
content often registers values quite larger than the AOD = 0.3 used in
this work (Otero et al., 2006; Eck et al., 2012). In those cases, ground-
retrieved CODs would be underestimated (see Section 3.2), so that the
differences between MODIS CODs and the “actual” ground-based
CODs would be even larger for COD N ~30, in close agreement with
the analysis by Li et al. (2014). Even though both natural and anthropo-
genic aerosols over the Arica region are predominantly non-absorbing
(Eck et al., 2012), the effect is attributed to the high values of AOD re-
gardless of the aerosols' composition. In turn, for COD b ~20, Painemal
and Zuidema (2011) and King et al. (2013) report slightly larger
MODIS COD versus aircraft in situ COD measurements over the sur-
rounding Southeast Pacific ocean, which basically agrees with our re-
sults over Arica shown in Fig. 9. Eventually, this behavior towards the
smaller CODs may be caused by thin high-altitude clouds which are
more easily detectable by the satellite. As a reference, comparison of
MODIS-retrieved CODs with ground-estimated CODs from the FBW
and B08 parameterizations present the same qualitative behavior,
with slopes of 0.82 (1.45) in CODTo and 0.88 (0.96) in CODUV with re-
spect to the FBW parameterization, and 0.77 (1.49) in CODTo with re-
spect to the B08 parameterization at Arica (Poconchile). A slightly
better agreement in terms of the slopes with respect to our ground-
estimated CODs is explainable, given that the COD values from both pa-
rameterizations are smaller than those obtained in the present work,
but all of them agree with the behavior noted by Li et al. (2014) for
the larger CODs and by Painemal and Zuidema (2011) and King et al.
(2013) for the smaller CODs.

4. Conclusions

The visible cloud optical depth for overcast stratocumulus was de-
termined at two typical sites of the Atacama Desert in Northern Chile,
the driest region in the world, using solar irradiance broadband mea-
surements in both the total shortwave and UV ranges. The previously
measured cloud effective transmittances and solar zenith angles were
used to estimate the cloud optical depth with the help of 1D model cal-
culations representing one-layer homogeneous overcast stratocumulus
cloudiness.

COD is generally larger at Arica (typical COD ~15) than at Poconchile
(typical COD ~11). Both ranges of broadband measurements, ToSI and
UVSI, have shown to be reliable to determine the visible cloud optical
depth within this frame. The obtained CODs are larger than those esti-
mated bymeans of two algorithms that parameterize COD as a function
of CET, SZA, g and A (Barnard et al., 2008), and COD as a function of CET,
SZA and A (Fitzpatrick et al., 2004).

Maximum sensitivity of the ground-retrieved CODswas observed to
changes in the cloud droplet effective radius (re), surface albedo (A) and
aerosol optical depth (AOD) in both CODTo and CODUV, and additionally
to changes in the total ozone column (TOC) in CODUV. As worst cases,
changing their values from the reference re = 8 μm, A = 0.10, AOD =
0.3 and TOC = 270 DU to re = 5 μm, A = 0.0, AOD = 0.0 and TOC =
320 DU (re = 11 μm, A= 0.20, AOD = 0.6 and TOC = 220 DU) implies
overestimation (underestimation) of the inferred CODs by about 25%
from ToSI and by about 30% from UVSI.

COD values obtained here are similar to those reported from other
persistent overcast stratocumulus systems, for instance over the North-
eastern Pacific. However, a direct comparison is difficult even with re-
spect to the surrounding stratocumulus over the Southeast Pacific
Ocean, as marked gradients in most of related parameters are observed
from the coast offshore in the region, product of particular geographical
and environmental conditions, natural and anthropogenic, that charac-
terize the continental coastal and inland region and especially the Arica
Bight.

A simple rational expression of CET as a function only of COD in the
form CET = 1/(1 + Ae*COD) allows a phenomenological estimation of
the mean (both spectral and regional) broadband surface albedo
through the fitting parameter Ae, giving Ae ~ 0.116 for ToSI and
Ae ~ 0.065 for UVSI. In turn, this expression provides an immediate solu-
tion to the fitting of the ratio CETTo/CETUV as a function of COD.

Our ground-estimated CODs at Arica compare reasonablywith over-
pass MODIS satellite-retrieved CODs, simultaneous within a difference
of ±5min, with an increasing difference towards higher CODs attribut-
able in principle to the surface aerosol load characteristic of the region
giving larger ground-estimated CODs. On the contrary, for the smaller
CODs a slight overestimation is noted of MODIS CODs respect the pres-
ent ground-estimated CODs, agreeing with reported comparisons
against local in situ aircraft COD measurements over this region. This
could be caused by the presence of thin high-altitude clouds that are
more easily detected by the satellite instruments.

Even though the analyzed database is not too extensive, there are no
other previous reports of simultaneous coastal and inland analysis of
solar irradiance and cloudiness over this desert western coastal strip
of South America, and even less using simultaneous surface measure-
ments of total shortwave solar irradiance and ultraviolet solar irradi-
ance. Several interesting issues appear that encourage going in depth
starting from the present results: which processes control the morning
course of the COD?, is the known daily subsidence wave, associated
with the diurnal heating of the western slope of the Andes mountain
chain (Garreaud and Muñoz, 2004; Wood et al., 2009), reflected to
some extent in the surface measurements?, given that only days with
cloudless afternoons (which are the majority) were selected, do these
days present particular dynamical-meteorological-radiative condi-
tions?,whatmakes different those fewer dayswhose afternoons remain
mostly cloudy?, how is in detail the stratocumulus daily dissipation pro-
cess from overcast to cloudless conditions?. Then, the diurnal cycle of
stratocumulus cloudiness over this region will be a subject of especial
attention for future work.
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