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S U M M A R Y
The degree of connectivity of fracture networks is a key parameter that controls the hydraulic
properties of fractured rock formations. The current understanding is that this parameter does
not alter the effective elastic properties of the probed medium and, hence, cannot be inferred
from seismic data. However, this reasoning is based on static elasticity, which neglects dynamic
effects related to wave-induced fluid pressure diffusion (FPD). Using a numerical upscaling
procedure based on the theory of quasi-static poroelasticity, we provide the first evidence to
suggest that fracture connectivity can reduce significantly velocity anisotropy in the seismic
frequency band. Analyses of fluid pressure fields in response to the propagation of seismic
waves demonstrate that this reduction of velocity anisotropy is not due to changes of the
geometrical characteristics of the probed fracture networks, but rather related to variations
of the stiffening effect of the fracture fluid in response to FPD. These results suggest that
accounting for FPD effects may not only allow for improving estimations of geometrical and
mechanical properties of fracture networks, but may also provide information with regard to
the effective hydraulic properties.
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1 I N T RO D U C T I O N

Fractures are very common in the shallower parts of the Earth’s crust
and they tend to dominate the mechanical and hydraulic properties
of the embedding rocks. Therefore, the detection and characteriza-
tion of fracture networks are important objectives in a wide variety
of disciplines, including hydrocarbon exploration, hydrogeology,
nuclear waste storage, CO2 sequestration, and tunnel engineering
(e.g. Liu et al. 2000; Maultzsch et al. 2003).

It is widely accepted that seismic velocity anisotropy is an im-
portant parameter for assessing fracture orientation and fracture
density (e.g. Tsvankin et al. 2010; Liu & Martinez 2012). Esti-
mates of fracture length and spacing, on the other hand, require
additional analyses of the frequency dependency of anisotropy and
seismic amplitudes (e.g. Maultzsch et al. 2003; Liu & Martinez
2012). Currently, the determination of fracture parameters control-
ling the effective hydraulic properties remains largely unsuccessful
without additional information, such as that provided by production
data (e.g. Will et al. 2004). One reason for this lack of success may
be that seismic anisotropy analyses are typically based on effec-
tive medium approaches, treating fractured formations as elastic
composites. These frameworks ignore the possibility that seis-
mic waves induce fluid pressure gradients and that the subsequent

fluid pressure diffusion (FPD) can affect the overall elastic prop-
erties. These physical oversimplifications can have important con-
sequences for seismic fracture network characterization. Indeed,
working within the scope of linear elasticity, Grechka & Kachanov
(2006) found that the degree of fracture network connectivity has
a rather negligible effect on the effective seismic response. Con-
versely, using a poroelastic approach, Rubino et al. (2013, 2014)
recently demonstrated that in the presence of connected fractures
there is an attenuation peak and velocity dispersion related to FPD
within the connected fractures as well as a significant reduction of
the attenuation and dispersion due to FPD between the fractures
and the embedding background. The results indicate that fracture
connectivity does indeed have a substantial effect on the effec-
tive seismic response, but the corresponding impact on velocity
anisotropy remains unexplored. Given that fracture connectivity is
a key parameter controlling the effective hydraulic properties and
that seismic anisotropy is a robust seismic attribute, potential effects
of fracture connectivity on velocity anisotropy may have important
implications for the characterization of fracture networks.

In this work, we use a numerical upscaling procedure (Rubino
et al. 2016) based on the theory of quasi-static poroelasticity (Biot
1941) to determine the effective anisotropic seismic properties of
2-D models of fractured rocks. We compare the results for synthetic
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samples containing two orthogonal fracture sets with varying de-
grees of connectivity, which allows us to determine the influence of
this parameter on seismic velocity anisotropy.

2 N U M E R I C A L U P S C A L I N G

To determine the anisotropic seismic properties of fractured rocks
taking into account FPD effects, we employ a numerical upscaling
procedure recently presented by Rubino et al. (2016). We consider
a square sample that is representative of the fractured formation of
interest. It contains fractures in the mesoscopic scale range, that is,
smaller than the prevailing wavelengths but larger than the typical
pore size. We model the seismic response in a poroelastic frame-
work (Biot 1941) with the fractures represented as highly compliant
features of very high porosity and permeability (Rubino et al. 2013).
In order to estimate the effective seismic properties, we apply three
relaxation tests. We first apply homogeneous time-harmonic nor-
mal displacements on the top and bottom boundaries of the sample,
while the lateral boundaries are confined. The fluid is not allowed
to flow into the sample or out of it. The second test is similar to
the previous one, but the normal displacements are applied on the
lateral boundaries of the sample. Finally, in the third test, we apply
oscillatory simple shear displacements to the sample.

The resulting solid and relative fluid displacement fields are ob-
tained by solving the quasi-static isotropic poroelastic equations
(Biot 1941). Under the assumption that the volume average response
of the probed rock can be represented by that of an equivalent ho-
mogeneous anisotropic viscoelastic solid, the volume averages of
the stress and strain components resulting from each test are related
through an equivalent Voigt stiffness matrix. The components of this
matrix are computed, for each frequency, following a least-squares
procedure. The phase velocity of P- and S-waves as functions of
incidence angle and frequency are computed following a standard
procedure for anisotropic viscoelastic solids. Please note that, due
to the 2-D nature of the numerical upscaling procedure, the S-wave
corresponds to that polarized within the considered plane.

3 S Y N T H E T I C RO C K S A M P L E S

We consider 2-D numerical samples with a side length of 72 cm
containing 150 vertical and 150 horizontal fractures (Fig. 1). The
fractures have a rectangular geometry with an aperture and a length
of 0.06 cm and 4.2 cm, respectively. Based on the definition of

Kachanov (1992), this corresponds to a fracture density of 0.2552.
The scaling parameter (fracture length/domain length) is sufficiently
small so that finite-size effects are negligible (Saenger & Shapiro
2002), while the domain is sufficiently large to be statistically and
physically representative (Caspari et al. 2016). This assures that our
experiments are suitable to infer the effective seismic properties of
the considered fractured media.

We analyse three different scenarios for uniformly distributed
and, thus, uncorrelated fracture centres: unconnected fractures
(Fig. 1a), partially connected fractures (Fig. 1b), and almost all
fractures having at least one connection but no percolating clusters
being formed (Fig. 1c). In the first scenario, we successively place
fracture centres into the model updating in each step the available
positions so that the fractures are not connected, while in the last sce-
nario, we force each vertical fracture to have at least one connection.
Since, in a strict sense, this violates the condition of uncorrelated
fracture centres, we check, for each realization, the deviation from a
uniform random distribution. We then choose the realizations with
the most homogeneous distributions of fracture centres to minimize
geometrical differences between the three scenarios. For the sce-
nario of partially connected fractures, we do not control the number
of fracture connections.

The water saturating the pore volume has a bulk modulus Kw =
2.25 GPa, a density ρw = 1090 Kg m−3, and a shear viscosity ηw =
0.001 Pa s. The properties of the background material are assumed
to correspond to a homogeneous and isotropic tight sandstone. For
the solid grains, we consider a bulk modulus K b

s = 37 GPa, a shear
modulus μb

s = 44 GPa, and a density ρb
s = 2650 Kg m−3. For the dry

frame, we use a porosity φb = 0.05, a permeability κb = 10−5 mD
� 10−20 m2, a drained-frame bulk modulus K b

m = 31.5 GPa and a
drained-frame shear modulus μb

m = 37.4 GPa.
For the fractures, we assume that at the grain level the phys-

ical properties are the same as those of the background. For the
dry-frame properties, we use K f

m = 0.04 GPa and μf
m = 0.02 GPa

(Rubino et al. 2014), while we set the porosity to φf = 0.8 and the
permeability to κ f = 1000 D � 10−9 m2.

4 R E S U LT S

4.1 Sensitivity of velocity anisotropy to the degree
of fracture connectivity

Fig. 2(a) shows the P-wave phase velocity of the samples depicted
in Fig. 1 as a function of the incidence angle measured with respect

Figure 1. Synthetic rock samples having the same fracture density, but different degrees of fracture connectivity. In sample (a) all fractures are unconnected,
in sample (b) the average number of connections per fracture is ∼0.7, while in sample (c) it is ∼1.5.
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Figure 2. (a) P- and (b) S-wave velocities as functions of incidence angle
for the samples shown in Fig. 1. Solid lines correspond to a frequency of
100 Hz, whereas dots denote the corresponding high-frequency, or elastic,
limits.

to the vertical and for a frequency of 100 Hz (solid lines). We ob-
serve that, in the unconnected case (sample (a) in Fig. 1), the level
of anisotropy is very high (solid green line), with maximum ve-
locities of ∼5.2 km s−1 prevailing for vertical and horizontal wave
propagation and minimum values of ∼4.65 km s−1 at incidence an-
gles θ = ±45◦. As the level of fracture connectivity increases, the
level of anisotropy is significantly reduced. Indeed, in the connected
case (sample (c) in Fig. 1), velocity anisotropy is almost inexistent
(solid black line). For the sample having a partially connected frac-
ture network (Fig. 1b), the level of anisotropy lies between those
of the unconnected and connected cases (solid red line). Note that
the discrepancies in terms of velocity anisotropy are mainly due to
velocity differences for horizontal and vertical wave propagation.
For θ � ±45◦, the velocities for the three samples are rather similar.

Fig. 2(b) shows the results for the S-wave velocity. In the un-
connected scenario (solid green line), there is strong anisotropy,
with maximum velocities of ∼3.5 km s−1 for θ � ±45◦ and min-
imum velocities of ∼2.6 km s−1 for vertical or horizontal wave
propagation. A dramatic reduction of the level of anisotropy occurs
as the degree of fracture connectivity increases, with anisotropy vir-
tually inexistent in the connected case (solid black line). The sample
with a partially connected fracture network exhibits an intermediate
behaviour (solid red line). We observe that, in the case of S-waves,
the change of anisotropy with the degree of fracture connectivity
is mainly due to velocity discrepancies arising for θ � ±45◦. For

horizontal or vertical wave propagation, the S-wave velocity is not
particularly sensitive to the degree of fracture connectivity.

Fig. 2 also shows the responses in the high-frequency limit (dots),
which were obtained by using the numerical upscaling procedure
for a frequency much higher than the transition frequencies of the
two manifestations of wave-induced FPD arising in the presence of
connected fractures (Rubino et al. 2013, 2014). This end-member
scenario describes the unrelaxed state, wherein there is not enough
time in a half wave cycle for relative fluid–solid motion to occur
and, thus, resembles wave propagation in an equivalent elastic com-
posite. In this situation, both P- and S-wave velocities and their
anisotropies are practically independent of fracture connectivity
(Fig. 2), which conforms with the results of Grechka & Kachanov
(2006). An important conclusion of this analysis is therefore that the
anisotropy reduction with increasing fracture connectivity at 100 Hz
is a true dynamic effect due to FPD and not related to variations of
the geometrical aspects of the probed fracture networks.

4.2 Physical interpretation

The main result of our simulations is the reduction of velocity
anisotropy with increasing degree of fracture connectivity. In order
to explore the physical origins of this phenomenon, it is important
to understand that in the presence of connected fractures two mani-
festations of FPD prevail (Rubino et al. 2013, 2014). One is due to
fluid pressure exchange between the fractures and the background.
The characteristic frequency of the associated maximum attenuation
and velocity dispersion is directly proportional to the background
permeability. For low-permeability formations, this velocity dis-
persion prevails at very low frequencies, typically well below the
seismic range. For the examples considered here, this effect occurs
for frequencies around 10−4 Hz. The second manifestation of FPD
is due to fluid pressure exchanges within connected fractures. The
frequency range where this mechanism leads to velocity dispersion
is directly proportional to the fracture permeability and inversely
proportional to the length of the fractures. Due to the typically very
high permeabilities of fractures, this manifestation of FPD tends
to prevail at frequencies well above the seismic range for cm- to
m-scale fractures. In this work, it arises for frequencies around
106 Hz. Therefore, there exists a wide, constant-velocity plateau
between the two frequency ranges where velocity dispersion occurs
which, in the case of low-permeability formations, tends to cover
the seismic frequency band. For frequencies within this band, there
is not enough time in a half wave cycle for communication between
fractures and background and, thus, fractures behave as hydrauli-
cally sealed. Conversely, in the presence of connected fractures,
there is enough time for the fluid pressure within the fractures to
equilibrate. Therefore, the stiffening effect of the fluid saturating
the fractures diminishes and hence alters the seismic velocity. This
effect, which depends on the incidence angle, can thus affect the
seismic velocity anisotropy.

To explore the physical causes in more detail, we include in Fig. 3
a blowup of the real part of the fluid pressure in response to an in-
cident P-wave obtained following the procedure by Rubino et al.
(2016). In the case of vertical wave propagation for the unconnected
scenario (Fig. 3a), the wave-induced compression increases signif-
icantly the fluid pressure inside the horizontal fractures. This pres-
sure opposes the compression applied by the wave and thus reduces
the deformability of the fractures, thereby producing a stiffening
effect. Moreover, due to the low background permeability, FPD be-
tween this region and the fractures is negligible. The lack of FPD
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Figure 3. Blowup of the real part of the fluid pressure in response to the
propagation of a P-wave travelling through the central parts of the samples
with (a, c) unconnected and (b, d) connected fractures (Fig. 1). The incidence
angles are (a, b) θ = 0 and (c, d) θ = 45◦, and the frequency is 100 Hz. The
axes indicate the corresponding offsets from the centre of the sample.

explains the good agreement between the velocities in the seismic
frequency band and in the high-frequency limit (Fig. 2a). In the
connected scenario, the fluid of the horizontal fractures has enough
time during a half cycle to release its pressure into the connected
vertical fractures. This fluid pressure exchange can be clearly seen
in Fig. 3(b) as a reduction of the fluid pressure in the horizontal frac-
tures compared with the unconnected scenario and an increase of
the fluid pressure inside the connected vertical fractures. The fluid
pressure relaxation implies that the stiffening effect of the fluid in-
side the horizontal fractures is reduced and the sample behaves as if
it was softer, thus resulting in a lower P-wave velocity compared to
the high-frequency limit. This behaviour explains the reduction of
P-wave velocity for incidence angles close to 0◦ and 90◦ as fracture
connectivity increases (Fig. 2a).

For θ = 45◦ in the unconnected scenario, both fracture sets are
compressed by the P-wave and all fractures experience a similar
fluid pressure increase (Fig. 3c). The lack of significant fluid pres-
sure differences between horizontal and vertical fractures implies
that when the fractures become connected, there is no significant
fluid pressure exchange, as can be verified in Fig. 3(d), where we
observe that the fluid pressure values inside the connected frac-
tures are comparable to those corresponding to the unconnected
case (Fig. 3c). The lack of fluid pressure release implies that the
stiffening effect of the fluid saturating the fractures does not change
when fractures become connected. Correspondingly, for θ � ±45◦

the discrepancies between P-wave velocities for connected and un-
connected scenarios are largely negligible and the velocities turn
out to be comparable to their high-frequency limits (Fig. 2a).

The impact of FPD on the stiffening effect of the fracture fluid
therefore strongly depends on the incidence angle. In the connected
scenario, this is responsible for the reduction of the contrast between
P-wave velocities for horizontal or vertical wave propagation with
respect to those for θ = ±45◦ and, thus, for the reduction in P-wave
anisotropy.

Fig. 4 shows a blowup of the real part of the fluid pressure in
response to an incident S-wave. In the unconnected case and for

Figure 4. Blowup of the real part of the fluid pressure in response to the
propagation of an S-wave travelling through the central parts of the samples
with (a, c) unconnected and (b, d) connected fractures (Fig. 1). The incidence
angles are (a, b) θ = 0 and (c, d) θ = 45◦, and the frequency is 100 Hz.

vertical wave propagation, the induced fluid pressure inside the
fractures is negligible (Fig. 4a). Consequently, when the fractures
become connected, the fluid pressure does not change significantly
(Fig. 4b) and the impact on the S-wave velocity is rather small
(Fig. 2b). Due to the lack of FPD, there is also good agreement with
the corresponding high-frequency limit for both cases.

For θ = 45◦ the S-wave induces high absolute values of fluid pres-
sure inside both fractures sets in the unconnected scenario (Fig. 4c).
However, while there is an increase of pressure in the horizontal
fractures, the pressure decreases in the vertical ones. These fluid
pressure changes tend to counteract the deformation and, thus, in-
crease the overall rigidity. Since FPD across the fractures is not
possible, the resulting velocity is comparable to that of the high-
frequency limit (Fig. 2b). For the connected scenario, a particular
effect occurs. Since the induced pressures are positive and negative
in the horizontal and vertical fractures, respectively, the resulting
pressure gradient gets very large when the fractures become con-
nected. FPD then reduces the magnitude of the fluid pressure in both
fracture sets and, thus, its effect on the overall rigidity of the rock. As
a result, the S-wave velocity significantly diminishes with respect to
the high-frequency limit (Fig. 2b). This velocity drop substantially
reduces the contrast between S-wave velocities for horizontal or
vertical wave propagation with respect to those for θ = ±45◦ and,
thus, diminishes the S-wave anisotropy.

5 D I S C U S S I O N A N D C O N C LU S I O N S

The main result of this study is that the connectivity between
fractures manifests itself in a pronounced reduction of the ve-
locity anisotropy in the seismic frequency band, which is due to
incidence-angle-dependent variations of the stiffening effect of the
fracture fluid in response to FPD. This effect, whose expression in
the seismic frequency band is particularly prominent in the pres-
ence of a low-permeability background, cannot be accounted for
using classical elastic approaches. It is important to note that this
anisotropy reduction arises when a number of fractures of one set are
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intersected by fractures from the other set, but no percolating net-
work is needed. However, the average number of intersections per
fracture is an indicator of how close the system is to the percola-
tion threshold. This correlation, together with the fact that velocity
anisotropy is a robust attribute commonly employed in the quanti-
tative characterization of fractured rocks, imply that seismic data
can be expected to contain information on the effective hydraulic
properties.

We consider two sets of orthogonal fractures, which correspond
to the most favourable situation for producing FPD effects on seis-
mic velocity anisotropy. For P-waves and other intersection angles,
both fracture sets will be affected by the propagating wave and, thus,
the reduction of fluid stiffening effect for connected fractures will be
less significant. For S-waves, the induced fluid pressure variations in
non-orthogonal fracture sets will not necessarily cancel out when the
fractures become connected and, thus, the reduction of anisotropy
will also be less prominent. In addition, the analysis presented in
this work has been limited to 2-D due to numerical limitations. Even
though the infinite extent of the fractures in the third dimension im-
plicitly assumed by our simulations may cause artefacts with regard
to the effective properties of rocks with finite-length fractures, the
overall nature of the observed connectivity effects are expected to
remain valid. The details of how the reduction in anisotropy varies
with fracture intersection angle as well as the role of dimensionality
of the model will be explored in future works.

In the framework of the linear slip theory (Schoenberg 1980), the
role played by fracture connectivity on the stiffening effect of the
fluid saturating the fractures could, in principle, be interpreted as
corresponding changes in the compliance of the fractures. That is,
while the tangential stiffness of fractures is not affected by fluids, the
reduced fluid stiffening effect due to the connectivity of fractures
tends to increase their normal compliance. In this context, it is
interesting to note that there appears to be a link to hydraulic fracture
stimulations, as a rise of the ratio of normal to tangential fracture
compliance has been observed during such operations (Verdon &
Wüstefeld 2013), which may indeed be attributed to an increase of
the fracture connectivity. However, further research is needed as the
linear slip theory does not account for fracture interaction in general
and fracture intersections in particular. In addition, overpressure of
the fracture fluid due to hydraulic stimulations and the presence
of gas and water in the fractures may alter the FPD process with
respect to the scenarios considered in this paper.

The results of this study suggest that temporal variations of seis-
mic anisotropy may be an indicator of changes in fracture connec-
tivity. This observation could have applications in different areas,
including the monitoring of stimulated hydrocarbon reservoirs or
active volcanic regions, among others. The present contribution may
also help to explain potential discrepancies between seismic inver-
sion results pointing to weak velocity anisotropy and other fracture
observations, such as borehole televiewer or hydraulic transmissiv-
ity data, which from a classical elastic perspective would seem to
be concordant with strong anisotropy (e.g. Herwanger et al. 2004).
For instance, Vécsey et al. (1998) observed a decrease of seismic
velocity anisotropy in a fractured region of a geothermal reservoir
with increasing pressurization. Given that additional fracturing is
usually considered to result in an increase of anisotropy, this was
rather unexpected at the time. However, in the light of this work,
this observation may actually be indicative of an increase of the
connectivity degree of the evolving fracture network.
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