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We study the process of decoherence in acoustic black holes. We focus on the ion trap model proposed
by Horstmann et al. [Phys. Rev. Lett. 104, 250403 (2010)], but the formalism is general to any
experimental implementation. For that particular setup, we compute the decoherence time for the
experimental parameters that they proposed. We find that a quantum to classical transition occurs during
the measurement, and we propose improved parameters to avoid such a feature. We also study the
entanglement between the Hawking-pair phonons for an acoustic black hole while in contact with a
reservoir, through the quantum correlations, showing that they remain strongly correlated for small

enough times and temperatures.
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One of the main results of quantum field theory in
curved space-time is the Hawking effect, i.e., the particle
creation process that gives rise to a thermal spectrum of
radiation outgoing from a black hole [1]. This effect to-
gether with its entropy complete the interpretation of black
holes as thermal objects. On one hand, it is believed that
the heart of a theory that unifies quantum mechanics and
gravity lies in understanding the nature of this thermality.
On the other hand, it is also important to collect experi-
mental evidence in order to gain insight into this phenome-
non, but this is practically impossible since black holes’
temperatures are less than nK. To circumvent this obstacle,
Unruh proposed an analogue gravity hydrodynamical
model where phonons propagate in a fluid with a subsonic
and supersonic regime [2]. This system obeys the dynamics
of a massless scalar field near a black hole and provides an
experimental implementation to study the Hawking effect.
Following this analogy, there have been several proposals
that involved Bose-Einstein condensation [3], moving di-
electrics [4], waveguides [5], and slow light systems [6],
among others.

The current proposals do not provide conclusive evidence
of the Hawking effect (see for example [7]). Nevertheless, we
believe that a particular one by Horstmann et al. [8] provides
a promising setup. This system consists of a circular ring
of trapped ions moving with an inhomogeneous velocity
profile emulating a black hole. The signature of this quantum
radiation is the correlation between entangled phonons
near the horizon [9], which can be measured by coupling
the ions’ motional degrees of freedom to their internal
state [10].

Given that we are interested in the quantum nature of the
effect, in this Letter we study how decoherence affects the
measurement, which has not been considered previously.
Moreover, we work with the field-theoretical description in
order to present a derivation applicable to any implemen-
tation of an acoustic black hole. Nevertheless, given our
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interest in the ion trap, we specialize our results to that
particular setup.

The model.—We can describe the field associated with
phonons in 1 + 1 dimensions, W(x, t), by means of an
action written in the suggestive form

Ss[V, o] =f dtdx./—gg""d9,Vd,V, (D)

where the effective metric is of a Painlevé-Gullstrand-
Lemaitre type, given by

ds? = (2 — v?)di* + 2udxdt — dx?, 2

and v(x, 7) is the local velocity of freely-falling frames. In
the ion ring implementation, the ions have the classical
trajectories 69(7) and the quantum field describes small
deviations from them, and it is defined by V(x =
), 1) = JPd0,(1), where p is the mass density. We
take the velocity profile as

r

Vnin 0=0=0y—7
B"‘a(%) 71 =0-60) =7y

V=9 Upna Oyt yi=0=27m— 60y — v,
B—a(t2) —yy = (0 - 27+ 0,) = 7
VUnin 20— Oy + v, =60 =27,
.

where = (Umax + Umin)/2 and a = (Umax - Umin)/2~
The minimum and maximum velocities are related by the
condition that each ion has to make one revolution during
the period 7. It is important to notice that we use an
approximate velocity profile. The actual one must be
smoother, but ours is a good approximation for our calcu-
lations. Taking this into account, the parameters y; and 6y
do not exactly match those of [8].

Although the problem can be treated in a discrete fash-
ion, we choose to stick to the field description since the
action given in Eq. (1) is common to every implementation
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of acoustic black holes, not restricted to ion traps. Then,
our procedure can be used to study the decoherence in any
acoustic black hole.

In this Letter we propose to work out the nonequilibrium
features of the interaction between the ion trap and its
environment, since these are responsible for decoherence.
As usual for this kind of task, we use the Schwinger-
Keldysh, or ’in-in,” formalism. Our system is described
by the action given in Eq. (1). Following the quantum
Brownian motion paradigm [11], the environment is de-
scribed by a continuous array of bosonic harmonic oscil-
lators, distributed in each position of the circular trap and
represented by the degree of freedom §,,(6, r) with action

selad =5 [T avi) [ @dg20.0 - 001 @

The function I(v) is the mass of each environmental oscil-
lator. The interaction between the system and the environ-
ment is given by the action

Sl W, ¢,] = — 7 jo * dv ] PV, (), @)

so that the total action is given by S[V, ¢, ] = Ss[W¥] +
Selq,] + Sinl W, q,]. For example, in the ion trap proposed
in [8], the velocity profile is produced by an external
electric field, which is generated with surface electrodes.
Irregularities over their surface produce fluctuations, and
the heat bath models each mode of the fluctuating field.
Details of the possible nature of the environment are ex-
tensively discussed in [12]. The fact that we are thinking of
a fluctuating field coupled with the coordinate of the ions
justifies the bilinear coupling used here. To simplify the
treatment, we also assume an Ohmic bath, although a more
general environment would not change the results [13].
The bath is at rest with respect to the laboratory. Moreover,
the reservoir naturally has the same discretization
(Planckian) length scale as the ions in the ring, and, there-
fore, it is also sub-Planckian. Certain effects developed in
the presence of a trans-Planckian environment, such as
Miles-type instability [14], are absent here.

The elements of the density matrix are given by
p(¥*, g" W, g ) =¥, ¢ p()I¥~,q7). We as-
sume an initial uncorrelated thermal state between system
environment, both at temperature T = Ai(kgB)~!. More
general initial states would not change substantially the
process of decoherence, see [15]. The reduced density
matrix, p,(V*[¢), is defined as usual, performing a trace
over the environment.

We studied the evolution of the system following stan-
dard procedure, such as [16]. The evolution of the reduced
density matrix is derived from the effective action
Seff[\l'ﬁ—, \I’_] = Ss[qr'—] - Ss[q’_] + SIp[qf+, \If_], where
the index * designates both branches of the time path, see
[11], and the Feynman-Vernon influence action is given by

Sy = [ dzxdzx’A(x)(D(x, )S() + %N(x, x’)A(x’)),

where A(x) =¥*(x) - ¥ (x) and 3 =[P (x)+
¥~ (x)]. Both the noise and dissipation kernels are local
in space. Their exact expressions are the quantum
Brownian motion ones,

N — 0 5/2 : 4 4
D) fodvl(v)ysmv(t NG —1), O

y? Bv _
T cothT cosv(t — 1), (6)

NG t) = j-de
0

where %2/vI(v) = y?v for an Ohmic bath. From S, we
can write the semiclassical Langevin equation of the field,
given by

1
NG

The field £ is a stochastic force with a Gaussian probability
density with zero mean and correlation (£(x)&(x')) =
AN(x, x7).

Decoherence time.—The problem with this approach is
that the velocity profile depends on time in an awkward
fashion during the collapse, making the master equation
hard to derive. To avoid this drawback, we first studied the
imaginary part of the effective action Im(S)[ W], verifying
numerically that the small period, named 7., when the
velocity changes with time does not contribute to the
decoherence time. We also show that the small angular
region where the velocity is not constant is also irrelevant.
Using these results, we will derive the master equation
using the weak coupling approximation.

For piecewise space and time-independent velocity
profiles, the modes can be found using the usual null
coordinates

dx
u_t_,[c(x)+v(x)_t_xw ®
V=t+/ dx t— X, 9

) —v(x)

Each solution can be decomposed in # and v modes which
have the form ¥/, (x, ) = W cos(wu/V). For fixed w, we
studied the decoherence of each mode u and v, but we
found that the result does not depend on this choice. Since
the spatial dimension is compact, we find the available w
demanding that W, (z, x + L) = W ,(t, x). This gives a
numerable set of frequencies, and the maximum fre-
quency is found by estimating that the wavelength cannot
be smaller than the ions’ separation, which we call R =
L/N, with L and R the circumference and radius of
the trap, respectively. The steps toward the derivation of
the master equation are standard procedure, which can be
found in [11,16]. The diffusion coefficient of the master
equation is d(1) = [! dscos(ws)N(z, 1 — s5), and we call

8,(JZg"a, W) + [ dsD(t, $)W(s, x) = £(x,1). (7)
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V = [Edxcos*(wx,,). The solution to the master equa-
tion is approximately p, «exp{—T" [i did(r)} where
I = y>V(¥* — ¥)2/2. The condition to find the deco-
herence time is T [ dtd(1) =~ 1.

Since the proposal consists of measuring the entangle-
ment between phonons next to the event horizon, we study
the decoherence of two modes with the best resolution
we could have to obtain an upper bound for 75, taking
(" — W) = /pb. At T = 0, the diffusion coefficient is,
for an Ohmic bath, d(¢) = wSi(w?) [17]. We also assume
that we are able to see several oscillations of the mode
before it decoheres, i.e., t > w~!. Then d(¢) = wm/2 and
tp(T = 0) = 2hy 28 (wmV) L.

In order to compute the decoherence time, we need an
estimation for -y. In [8], an upper bound for the stochastic
force ¢ in units of the mean force on the ions F, & = (F,
was established, given by /= /. =35 X 107% see
Egs. (80) and (81) of the second paper in [8]. We relate ¢
with <y through the rms value of the stochastic force present
in Eq. (7), using the £’s two point function. The relation
between these variables is ¥ = {v20/h(Vyax — Vinin)-

Figure 1 shows how the decoherence time depends on (.
First, we check that @, tp ~ 10° > 1 and the approxima-
tions used are consistent with the results. We note that for
the stochastic force bound proposed in Ref. [8], decoher-
ence is too strong, since the measurement lasts no more than
7 seconds due to classical instability issues of the system, so
tp must be bigger than 7 in order to be able to measure
quantum Hawking radiation. Let’s say that the decoherence
time must be a couple of orders of magnitude larger, t, ~
1007, then ¢ must be less than £, = 2 X 1078, We also
show the dependence of the decoherence time on the ve-
locity profile in Fig. 1. We plot ¢, as a function of v ;,, for
{max» concluding that it does not change substantially since
the dependence is smooth. Of course, for low enough ve-
locities ¢ can be less than 7, since it is monotonic.
Nevertheless, v, must be close to (277/7)0.83 in order
to produce an event horizon.

55}
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FIG. 1 (color online). Plot of the decoherence time as a func-
tion of ¢, for maximum and minimum frequency, the velocity
(right inset) and the system’s initial temperature (left inset).

For the case of small temperatures, we separate the v
integral between two intervals (0, 28~ ') such that for small
enough frequencies Bv/2 < 1, coth(Br/2) = 2/Bv, and
for high enough frequencies (287!, o) such that Bv/2 >
1, one can take coth(Bv/2) = 1. For times longer than the
period of the mode, wt >> 1, the diffusion coefficient has
the lower bound [’ dtd(t, B) = wmtp/2 + 40 272,
resulting in a decoherence time of

n? 4
é’z(vmax - vmin)82w7p2V 0)37Tﬁ2'

ip(T) = (10)

In Fig. 1 the dependence of the decoherence time with
temperature for several couplings is shown. For £ ~ 1078,
the decoherence time is much larger than 7 for a wide
range of temperatures. Therefore, it is clear that our
proposed coupling is a significant improvement from
the one proposed in [8] and composes the most adequate
parameters for the desired experimental conditions. In [8]
it is proven that it takes some time to generate the entan-
glement between the Hawking phonons, even in an equi-
librium situation, and that the entanglement is only
appreciable for temperatures below 1007y. Taking this
into account, and even though it takes a large temperature
to affect the quantum features of the system with such a
small coupling as (.., our results are only useful to
measure the Hawking effect below 1007. Moreover, it
can be verified that the low temperature limit is only valid
below ~100Ty.

Correlations.—Hawking radiation can be understood as
a pair production of virtual particles, one of which falls into
the black hole and the other, outgoing, becomes real,
building up the Hawking radiation [1]. The role of the
correlations between this pair of particles has been studied
as a signature of the quantum Hawking effect, for example
[9-18]. It was found that the entanglement between this
pair is translated to a sharp peak of {IT~(x;, )I1 ~(x, 7)) asa
function of x, where II is the canonical momentum con-
jugate to W and 11~ corresponds to its left-moving modes,
x, is inside the black hole and x is outside. This magnitude
was calculated using the Israel-Hartle-Hawking state [18],
and it was also calculated numerically in the case of the
circular ion trap [8].

We derived this quantum correlation and obtained an
analytic expression that depends on time and also on the
initial temperature of the system. We also show that before
decoherence, the difference between the closed and open
system correlation is indistinguishable, but for later times
the correlations change substantially from the closed case
one. To obtain the correlation, we follow the procedure
presented in [19], Eq. (4.8), which consists of solving the
Langevin equation, multiplying the solutions to construct
the correlation and then integrating over the initial state
and the stochastic source. Since the system is weakly
coupled to its environment, we treat the dissipation kernel
term perturbatively, calling ¥, and G, the solution of the
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FIG. 2. Plot of the momentum-momentum correlation for x; =
—10a and ¢ = 1007.. The profile parameters are v, = 0.9,
Umax = 1.1. It is shown for different temperatures. Inset:
Relative contribution of the correlation due to the environment
as a function of time, in units of the collapse time 7.

free-wave equation and its Green function; thus the full
solution is Wy + G(&€ — D - Wy).

We first obtain the analytic expression without environ-
ment. For this we first compute the left-moving modes in a
background, given by Eq. (2), which satisfies 9, ¥~ = 0,
where 9; = (9, + vd, — d,). The profile is v(|x| <
at)=o@)(l —«kx), vix>ar1)=cOvy, vHx<
a, 1) = o(f)vnm., Where o(z) is a function that satisfies
o(0) =0 and o(t > 7,) = 1, and 7, is the time of col-
lapse of the acoustic black hole. We solve the equation
using the method of characteristics, well known from fluid
dynamics of compressible fluids [20]. We normalized the
modes in a way that resembles the usual Minkowski ex-
pansion at t = (.

When solving by the method of characteristics we get
two solutions; for example, we get the curves in the x > a
region and the x < a region. The curves originated in x, <
a must match along the boundary x = a. These solutions
present the Hawking radiation-related peak. Nevertheless,
when the characteristic starts from x = a or bigger, then
the full solution is the v(x > a, 1) = o(f)v,,, one. In this
case the peak is not present. Therefore, the characteristic
with xy = a provides a boundary between the region where
the horizon is important and the region where it is not. For
the regime where the Hawking correlation is present, the
result is plotted for different temperatures in Fig. 2. As
noted in [8], the correlations are present even when the
ions’ temperature is higher than the Hawking temperature,
and this seems to be a general feature of the Hawking
effect, as long as decoherence is not present.

We also estimate the relative influence due to the pres-
ence of the environment, e, = |(C.(k) — C,(k))/C.(k)I,
where C, is a single mode of the correlation (IT,II,)
when the system is closed and C, is the correlation when
the environment is turned on. In the inset of Fig. 2, we
plotted e, as a function of time for low wave numbers,
e.(k ~ 0, 1), since it decreases with increasing k. For small

times, e, ~ 0 and then the environment does not affect the
correlation. For large enough times, the relative correction
due to the environment becomes of the same order as the
correlation of the closed system. We expect that after this
happens, the correlation gets distorted, the peak gets lost
and the entanglement between the Hawking pair gets lost
due to decoherence.

If an experimental proposal is to be taken seriously, then
decoherence must be taken into account. We hope that this
study provides reassurance that the measurement of the
Hawking effect is possible. We also provide a derivation of
the correlation between the Hawking phonons as a function
of time and temperature, and we check that the relative
contribution of the environment to this magnitude is irrele-
vant. We hope that this would help to deepen the under-
standing of the Hawking effect in acoustic black holes and
of the entanglement between the Hawking pair.
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