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ABSTRACT: The optimal control of a complete urea granulation circuit is studied in this work. The dynamic circuit operation is
modeled by means of population, mass, and energy balances for the equipment of an industrial urea granulation flowsheet. The
objective for the optimal control of the granulation circuit is to drive the process from a given steady-state (corresponding to the
nominal capacity of a large-scale plant) to another one, by maximizing the throughput during the transient. To this aim, realistic
operating constraints are taken into account and, based on an analysis of the active physical limitations, different optimal control
variables are selected (i.e., urea melt flow rate, granulator discharge area, and granulator fluidization air temperature and mass flow
rate). The results provide new promising operating points, which can be achieved by tracking the calculated optimal time-
trajectories for the selected control variables, and give insights into the main plant bottlenecks.

1. INTRODUCTION

The granulation process is widely used in manufacturing
particulate solid materials that require specific sizes, shapes, or
properties. This complex process involves the growth of small
particles (seeds) by agglomeration or coating. The wet or melt
granulation is performed spraying a liquid binder onto particles
as they are agitated; the particles' size enlargement evolves by
deposition and solidification of liquid binder droplets on the
seeds surface. Granulation is considered as one of the most signi-
ficant advances in the fertilizer industry, providing products with
higher resistance and lower tendency for caking and lump forma-
tion.1 Particularly, and among all the nitrogen-based fertilizers,
granular urea is themost usedwith amarket in continuous expansion.
Global urea capacity is forecast to grow by 51.3Mt between 2009
and 2014, to reach 222 Mt in 2014.2

A typical flowsheet of a conventional urea plant based on the
fluidized bed granulation technology is shown in Figure 1. The
main unit is the granulator, where small urea particles known as
seeds (generally product out of specification) grow by deposition
of a concentrated fertilizer solution followed by evaporation of
the droplets water content and urea solidification promoted by
the fluidization air.3 The granulation unit is divided into several
chambers; in general, the first three are for particle growth while
the last ones (two or three) are for decreasing the granule tempe-
rature. The solids that leave the size enlargement unit are further
cooled in a fluidized bed and subsequently discharged into a
conveyor that transfers them to double-deck screens, where they
are classified into product, oversize, and undersize streams. The
product is transported to storage facilities, while the oversize
fraction is fed to crushers for size reduction. The crushed oversize
particles are then combined with the undersize granules and
returned to the granulator as seeds.4

In general, the material that leaves the granulation unit presents a
relatively small fraction of particles in the commercial size range;
therefore, high recycle ratios are common. The recycle feeds back
to the granulator mass, energy, and a given solids particle size
distribution (PSD), leading to frequent oscillating operations.

In extreme cases, periodical oscillations can result in plant shut-
downs or permanent variations in plant capacity and product
quality.5,6 Nowadays, the effect of the granulation circuit operat-
ing variables on its behavior is not yet well understood; for this
reason many plants of urea granulation around the world are still
operated by trial and error.

Even though there are publications in the field of dynamics
and control of granulation circuits, none of the reported studies
covers completely the scope of this work. Wildeboer,7 Adetayo,8

Adetayo et al.,6 Balliu,9 and Balliu and Cameron1 studied the
dynamics and stability of circuits based on drum wet granulators,
by solving mass, energy, and population balances. In addition,
different control strategies have been applied to wet granulation
(i.e., drum, pan, or high shear wet granulation):
(a) For example, Zhang et al.10 implemented a simple pro-

portional�integral (PI) controller to control the recycle
size distribution, which is related to the granule mean size
and moisture content, by manipulating the water flow rate
to the drum.

(b) Pottmann et al.11 introduced Model Predictive Control
(MPC) strategies to control the granules PSD and density
by manipulation of the binder flow rate.

(c) Gatzke and Doyle III12 extended the Pottmann et al.11

study by the formulation of soft constraints and a prior-
itized control strategy to avoid unattainable set-points.

(d) Sanders et al.13 compared the use of a proportional�
integral�derivative (PID) controller with a MPC strat-
egy, by using a granulator model validated against labora-
tory scale unit data. As the model did not include the
complete circuit, the manipulated and control variables
were only related with the high shear granulator operating
conditions.
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(e) Finally, Glaser et al.14 developed a robust MPC control
strategy for a drum continuous granulation plant. They
used models validated against experimental data from a
pilot scale plant to analyze the process controllability with
the aim of extending it to industrial scale. Glaser et al.14

considered the fresh solid feed as manipulated variable for
controlling the product PSD.

Regarding the optimization and optimal control of granulation
systems, Wang et al.15 applied (for different purposes) these techni-
ques to batch and continuous wet drum granulation processes.
Wang andCameron16 developed amultiformmodeling approach to
improve the applicability of the multilevel-model predictive control
scheme (ML-MPC), resulting in effective strategies with signifi-
cant reduction of computing time that allows their application in
real time optimization (RTO) of drum granulation industrial plants.
Summarizing, the previous results regarding optimization and
optimal control studies have been mainly applied to wet granula-
tion systems, where agglomeration plays an important role as growth
phenomenon. Therefore, the aforementioned results cannot be
straightforwardly extended to the fluidized bed melt granulation
circuits where coating is the desired growth mechanism. Although,
Heinrich et al.,17 Heinrich et al.,5 Drechsler et al.,18 and Radichkov
et al.19 studied circuits including fluidized bed granulators, all
these continuous units are constituted by just one chamber where
wet granulation processes occur. In addition, either these authors
assumed constant mass holdup for the granulator and/or hy-
pothetical particle size distributions for the outlet crusher stream
(i.e., the crusher operation is not modeled).

The previous facts together with the forecasted growth of the
urea market constitute clear motivations to focus the research on
urea granulation circuits to improve the efficiency of large-scale
plants and increase their competitiveness. Complete mathema-
tical models for all the circuit units have been developed in previous
contributions, taking into account the particular characteristics of

this system (i.e., melt granulation, granulator variable mass hold-
up, cooling stage, double-deck screens, and double-roll crushers).
Cotabarren et al.4,20 reported the urea double-roll crusher and
double-deck vibrating screens models that were validated against
industrial data from a large capacity plant. Bertín et al.21 pre-
sented a novel model for the urea fluidized bed granulator which
included dynamic mass, energy, momentum, and population
balances. Based on these three models and one developed for the
fluidized bed cooler,22 the complete circuit simulator was im-
plemented by Cotabarren et al.22 The available simulation tool is
very useful to explore new concepts of granulation circuits. In
fact, it has been successfully used to perform steady-state opti-
mizations by manipulating the crusher gap, screens apertures,
and melt flow rate.22 Therefore, based on a reliable simulator, the
definition of efficient optimal control strategies for granulation
circuits can be performed with confidence.

In this work, different optimal control studies are performed in
order to maximize the plant throughput satisfying process physical
limits as well as manipulated variables constraints. Four control
variables are sequentially considered tomaximize the plant capacity:
urea melt flow rate, granulator discharge area, and granulator
fluidization air mass flow rate and temperature. As a result, the
main plant bottlenecks to meet the growing urea demand are
identified and optimal time-trajectories for the manipulated
variables are established.

2. MATHEMATICAL MODELS AND NUMERICAL
TECHNIQUES

This section briefly describes themodels developed for each of
the units that constitute the granulation circuit under study;
details of the model’s formulation can be seen in the Appendix.

Regarding the size reduction stage, it is very common for urea
production to use the double-roll type of crushers. These devices

Figure 1. Typical urea granulation circuit.
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are constituted by two pairs of rolls in series, which rotate in
opposite directions at a certain speed. The rolls can be smooth or
corrugated and the space or gap between them is variable, being a
key parameter to adjust the PSD of the stream that leaves the
device. The mathematical model to represent the urea granules
fragmentation was presented in a previous contribution and it is
summarized in the Appendix section.4 This simulation tool,
which is validated against experimental data from a high capacity
granulation plant, allows determining the outlet crusher PSD as a
function of the feed PSD and the gaps settings.

The classification step of the urea process is usually performed
by double-deck vibrating screens. The screen mathematical model
to classify the urea granules by size was reported by Cotabarren
et al.20 The authors fitted different model parameters to success-
fully predict oversize partition coefficients calculated from avail-
able plant data (model details are given in the Appendix).

For the multichamber fluidized bed granulator, the dynamic
model developed by Bertín et al.21 was used. This model is based
on coating as the main size enlargement mechanism. To simulate
the fluidized bed granulator, the nonsteady state mass, energy,
momentum, and population balances were formulated and
solved for all the granulator chambers (the granulator model is
briefly presented in the Appendix). The fluidized bed cooler
located downstream of the granulator operates as one of the
granulator cooling chambers. Therefore, the cooler is represented
by themass and energy balance of any granulator chamber (reported
in the Appendix) but setting the urea melt flow rate equal to zero.

During the operation of granulation circuits, a relatively low
number of variables can be manipulated either continuously or
periodically (among others, ureamelt flow rate, gap between rolls
in both pairs of the crusher, granulator and cooler fluidization air
flow rate and inlet temperature, and granulator discharge area).
In this work, different optimal control policies to maximize the
plant capacity taking into account the limited number of possible
manipulated variables and realistic system physical constraints
are proposed.

Regarding the physical circuit constraints, there are some key
limitations. The bed heights within each chamber cannot exceed
the height of the chambers separating weirs to ensure that no
solids overflow or bypass takes place. In addition, a minimum
height is required to guarantee that the binder drops sprayed
from the bottom nozzles are delivered within the bed. For these
reasons, the bed heights were set to be within 50% and 88% of the
weirs heights.

The temperatures in the growth chambers (first three) are
restricted to a very tight range. They must be lower than the urea
melting point (132 �C) to avoid partial or total bed quenching.
Nevertheless, they need to remain higher than 100 �C to ensure a
rapid evaporation of the urea solution water content. Therefore,
the bed temperatures of the growth chambers have to lie between
100 and 120 �C.23

The product quality also constitutes an important system con-
straint; in fact, the product granulometry needs to be marketable.
The granule quality is evaluated through different parameters, for
example the mass fraction of product within the 2�4 mm size
range (W2�4 mm) and themass distributionmedian or Size Guide
Number (SGN). The SGN represents the particle size in milli-
meters for which 50% by weight of the product is coarser and
50% is finer, multiplied by 100. According to the international
standards, the granular urea SGN lies between 300 and 320.24,25

The gPROMSModel Builder Environment was chosen for the
circuit model implementation. This is a multipurpose tool mainly

used to build and validate process models, for steady-state and
dynamic simulations and optimizations.26 Its flexibility and robu-
stness has been widely proved by many other workers who chose
this environment for the dynamic optimizations of their process
systems of different applications (Kiss et al., Lopez et al., Tzolakis
et al., Asteasuain et al.).27�30 Even for processes involving
particulate solids (antisolvent crystallization by Nowee et al.31)
gPROMS has proven to be an efficient environment for simula-
tion and optimization.

In this work, the gPROMS tools provided for dynamic opti-
mization were employed for the different optimal control problems.
This environment offers two different standard mathematical
solvers: the CVP_SS, which implements an algorithm based on
single shooting, and the CVP_MS based on a multiple shooting
algorithm.

In general, the CVP_MS is preferred when the model includes
a large number of control variables and/or control intervals and
few differential variables. CVP_SS ismore suitable for big volume
problems (large number of differential variables) with few de-
cision variables (in comparison to the high number of differential
equations). For the granulation circuit problem, there are about
270 differential equations and very few decision variables. There-
fore, the CVP_SS is the solver selected in this contribution.

Besides the objective function, the manipulated variables, and
the control intervals, gPROMS allows defining several types of
model constraints: the end point constraints (which must be
satisfied at the end of the operation), the interior point constraints
(that hold at the extremes of the control intervals), and the path
constraints (which must be satisfied at the entire operating time).
The path constraints cannot be straightforward implemented, they
require user programming. The way of enforcing the constraint
(w) during the whole time horizon is to define a violation variable
z through eq 1, and impose the end-point constraint z(tf) = ε,
with ε being a minimum tolerance.

dz
dt

¼ ðmaxð0,wmin � w,w� wmaxÞÞ2 zð0Þ ¼ 0 ð1Þ

Thus, z will take the value of whatever is bigger, zero or the
difference between the value of constraint w and its limits wmin

and wmax. Therefore, the path constraints are solved as differ-
ential equations.26

CVP_SS can solve steady-state and dynamic optimization
problems, with both continuous and discrete optimization decision
variables. The solver to be used for integration of the model
equations and their sensitivity equations, at each iteration of the
optimization, can be either the standard DASOLV solver or a
third-party differential-algebraic equation solver. In this contri-
bution, the default DASOLV is used which is based on variable
time step/variable order Backward Differentiation Formulas
(BDF). This has been proved to be efficient for a wide range
of problems. For optimization problems that do not involve any
discrete decision variables, like the one analyzed in this contribu-
tion, the standard NonLinear Programming (NLP) solver to be
used is the SRQPD solver. This employs a Sequential Quadratic
Programming (SQP) method for the solution of the optimiza-
tion. In our case, all the solver’s parameters (DASOLV and
SRQPD) have been used with their default values.26

3. RESULTS AND DISCUSSION

The objective for the optimal control problems analyzed through
this work (by means of proper selection of the manipulated control
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variables time-trajectories) is to drive the process from an initial
stable steady-state, corresponding to a large-scale plant operating
at nominal capacity,22 to another one bymaximizing the throughput
during the transient.
3.1. Maximum Product Flow Rate by Manipulating One

Control Variable. The world-wide demand for urea dictates to
the producing companies the need to increase, in a direct and
feasible way, their throughput. The actual operation of granula-
tion circuits does not allow significant changes in the production
flow rate due to its complex effects on the system stability.
Therefore, studies on this subject are specifically important in
order to evaluate feasible plant revamps or establish the right
dynamic profiles of the manipulated variables by satisfying the
defined operating constraints.
As a first attempt, an optimal control problem for increasing

the plant capacity by manipulating the total urea melt flow rate
was performed. The total melt flow rate was equally distributed
along three growth chambers. From Figure 1 it is clear that, if the
dust generation in the granulator and cooler are neglected, the
circuit becomes a systemwith one urea input (urea melt) and one
urea output (granular product). Therefore, once a steady state is
reached both flow rates should be equal. Consequently, the trivial
solution to the above proposed optimal control problem would
be to increase the urea melt as much as possible. However, due to
the recycle and the many variables that affect the coupled mass,
energy, and population balances of the granulator, many of the
operating constraints are not necessary satisfied along the operating
time. As a result, it becomes significant to determine the urea
melt dynamic profile that ensures a feasible dynamic operation.
As it was aforementioned, different optimal control cases were

implemented under the gPROMS environment. For this parti-
cular case of study, the following objective function was con-
sidered:

FOðuðtÞÞ ¼ max
uðtÞ, t∈½t0, tf �

Z tf

t0
FPðxðtÞ, uðtÞÞdt ð2Þ

where FO(u(t)) represents the value of the objective function,
u(t) are the control variables (for this first case, u(t) represents
the urea melt flow rate profile), FP(t) is the urea production to be
maximized from the initial to the final operating time, and x(t)
represents the state variables of the process model previously

described and detailed in the Appendix. The optimal control
problem was subjected to the following constraints:

300 e SGNproductðtÞ e 320 ð3Þ

0:5Hweir e HkðtÞ e 0:88Hweir for k ¼ 1 to 6 ð4Þ

100 �C e TkðtÞ e 120 �C for k ¼ 1 to 3 ð5Þ
as well as to the constraints given by the circuit dynamic models
stated on the Appendix.
The optimal control problem also requires the definition of the

simulation final time as well as the number and duration of the
control intervals. According to the disturbances imposed to the
circuit in a previous work,22 10 h is a reasonable time for reaching
a new steady state. The minimum duration of the control intervals
was set in 10 min to ensure a feasible control in the industrial
practice. Simulations for different number of control intervals
indicated that a number of ten was the minimum one to achieve
the optimal objective function value. It was also proved that time
horizons smaller than 10 h but long enough to reach the new
steady state, do not modify substantially either the control variables
time-trajectories or the optimal objective function values. Besides,
each of the optimizations was run several times using different
initial time-trajectories ranging from the upper to the lower control
variables limits. In all the cases the same value of the optimal
objective function was found.
Figure 2a and b show the dynamic profile of the objective

function (throughput) and the control variable (total melt flow
rate, equally distributed between the growth chambers) for the
proposed optimal control problem, respectively. Both variables
are referred to their initial steady state values. The time-averaged
product flow rate increases about 5.5%; this improvement is
achieved by increasing the urea melt flow rate injected in the
granulation chambers. Figure 3 presents the evolution over time
of the selected circuit variables for this optimum trajectory. In
this case, the chambers' heights (Figure 3a) are referred to the
weir height. The bed height of the second growth chamber is the
only variable that reaches the imposed constraint (Figure 3a) and
this behavior is responsible for the achievement of a relatively low
capacity improvement with respect to that of the initial operating

Figure 2. Throughput maximization by melt flow rate manipulation: (a) Objective function time-trajectory and (b) control variable-time trajectory.
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condition. Unsurprisingly, the higher the urea melt fed to each
chamber, the higher the fluidized bed levels. The urea solution
enters the granulator at a temperature around 130 �C, signifi-
cantly higher than the growth chambers temperature. Therefore,
the increment in the melt flow rate generates an extra energy
contribution that increases the growth chambers temperatures as
it can be seen in Figure 3b.
According to Figure 3c, the increment in the urea melt flow

rate is accompanied by a decrease (�3.5% time-averaged) in the
recycle fraction (R), which is defined as

R ¼ FO þ FU
FP

ð6Þ

FO and FU being the mass flow rate of the oversize and undersize
(product out of specification) classified by the double-deck
screens, respectively. Even though FO and FU increase as well
as all the other circuit streams due to the higher melt mass flow
rate (data not shown), the increments in FP are more important
leading to a lower R. The fraction of product on specification
(W2�4 mm) presents a slight diminution at the initial time
(�0.6%) but then tends to the value of the original steady state.

Regarding the effect of the melt mass flow rate on the circuit
streams particle size, in Figure 3d it can be seen that the product
SGN first increases and then decreases stabilizing on a smaller
size than that corresponding to the initial steady state, within the
defined constraints. Therefore, the throughput is increased
preserving the product quality given by satisfactory SGN and
W2�4 mm values. It is worthmentioning that the first increment in
the product SGN is limiting the urea melt injection for the first
control interval. When the SGN starts to decrease due to the
recycle influence on the granulator performance, the urea melt
reaches its maximum value.
Assuming coating as the main particle enlargement mechan-

ism, the net granule size growth in each granulator chamber is
governed by the product between the growth rate (Gk) and the
particle residence time (τk):

Gkτk ¼ 2 _mk
meltð1� xkmeltÞ
FpApkT

mk
T

_mk
out

ð7Þ

The growth rate (Gk) is a function of the urea melt mass flow
rate fed to the granulator chamber k ( _mmelt

k ), the binder water

Figure 3. Throughput maximization by melt flow rate manipulation: selected circuit variables.
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content (xmelt
k ), the particle density (Fp), and the total particle

superficial area within chamber k (ApT
k ). According to eq 7, Gk

states that all the particles, independently of their sizes, grow at
the same rate.21,32,33 The residence time depends on the solid
mass holdup in granulator chamber k (mT

k ) and the particle mass
flow rate coming out of the granulator chamber k ( _mout

k ). As an
example, Figure 4a shows for the first growth chamber the behavior
of the productG1τ1, together with the SGN corresponding to the
stream leaving the granulation unit. It is verified that an increase
inG1τ1 produces bigger particles at the granulator outlet and vice
versa. The granulator outlet SGN follows theG1τ1 trend, slightly
delayed by the granulator residence time. Even though the SGN
at the granulator outlet stabilizes in a value nearly equal to the
one corresponding to the initial steady state, the product SGN
(Figure 3d) reaches a final value about 0.3% smaller than its
corresponding initial steady state suggesting that another variable
has an effect on the product SGN. In fact, the product stream is
affected not only by the quality of the PSD at the granulator
outlet but also by the screen performance. In this case, it is
corroborated that the first increment in the product SGN is due
to the bigger particles that reach the screen from the granulator.
The global decrease with respect to the initial steady state,
verified afterward, arises not only from the trend exhibited by
the SGN at the granulator outlet but also from the diminution in
the screens' cut size (d50, i.e., the diameter at which each deck
classifies the particles as oversize or undersize20). In fact, Figure 4b
shows that both cut diameters (d50 TD for the top deck, and d50
BD for the bottom deck) decrease over time. A lower d50 (which
is influenced by, among others, the screen feed quality and flow
rate, and the deck characteristics) means that the mass median of
the oversize stream (SGN) will shift toward smaller diameter.
Overall, this optimal control case points out that a capacity

increment of about 5.5% is feasible, maintaining the desired
product quality and also reducing the circuit recycle fraction.
Nevertheless, the optimization is limited by the increment of the
second chamber bed height, which reaches its maximum admis-
sible value. To achieve higher throughputs, it is necessary to use a
second control variable capable of regulating the bed heights. In
this context, the granulator solids discharge area appears as an
attractive variable to be manipulated. Actually, the granules are
discharged from this unit by ducts located at the bottom of the

last chamber. At the end of the ducts, a swing type valve is often
used to control the solids discharge. The opening angle of this
valve allowsmodifying the discharge area and thus to regulate the
solids mass flow rate from the granulator.
3.2. Maximum Product Flow Rate by Manipulating Two

Control Variables. Based on the above discussion, both the urea
melt flow rate and granulator discharge area were established as
control variables (u(t)) to be manipulated in order to maximize
the objective function represented by eq 2, satisfying constraints
3, 4, and 5. To be consistent with the results of the first optimal
control problem, the number of control intervals as well as their
duration were kept at the same values (i.e., ten intervals, each of
them at least 10 min long). For the initial steady state, the
discharge area was 87% of the total available one. The mathe-
matical equation that relates the solids flow rate at the granulator
outlet with the discharge area can be found in the Appendix
(A.12).21 The discharge area was affected by a parameter α that
represents the fraction of the actual discharge area with respect to
the initial one. Therefore, α can vary from 0 (i.e., duct fully
closed) to the maximum value of 1.15 (i.e., duct fully opened).
Figure 5a and b present the time evolution of the objective

function and both manipulated variables respectively; all the
variables are referred to their values at the initial steady state. The
time-averaged value for the product flow rate is approximately
22% higher than the initial steady state throughput and signifi-
cantly better than the one obtained by using just one control
variable. Figure 5b indicates that the maximum capacity is achieved
by increasing the urea melt flow rate (initially constrained by the
product SGN upper limit) and by setting the discharge area at its
maximum allowable value (α = 1.15). The evolution of different
important circuit variables can be appreciated in Figure 6. The
chambers' heights (Figure 6a) present values lower than the
initial steady state for the first half hour, while the discharge area
increases up to its highest value allowing greater granulator discharge
flow rates. Once the granulator discharge is fully opened, the bed
levels increase until the second chamber height reaches the upper
limit. Increments in the granulator discharge area allow higher
urea melt flow rates into the chambers. As a result of this higher
energy input, the increases in the growth chamber bed tempera-
tures are more significant than in the previous optimization
(Figure 6b). Concerning the recycle fraction and the fraction of

Figure 4. Throughput maximization by melt flow rate manipulation: (a) granulator growth analysis and (b) screens' cut sizes.
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product on specification (Figure 6c), a behavior similar to that
presented in Figure 3c is observed. R decreases 12% with respect

to its initial steady state value (basically because the throughput is
considerably higher, see eq 5). The W2�4 mm remains almost

Figure 5. Throughput maximization by melt flow rate and solids discharge area manipulation: (a) objective function time-trajectory and (b) control
variables time-trajectory.

Figure 6. Throughput maximization by melt flow rate and solids discharge area manipulation: selected circuit variables.
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constant, except during a first period where it decreases about 1%.
Once again, the product SGN(Figure 6d) initially increases following
the same trend as the granulometry of the solids that leave the
granulator (data not shown) and partially limiting the increment in
the urea melt flow rate. Immediately afterward, it responds to the
decrease in both the SGN at the granulator outlet and the screens
d50 due to the significant changes in the screen feed flow rate.
This optimal control problem leads to a higher improvement

in the objective function, but it is still restricted by the upper limit
in the height of the granulator second chamber. Another variable
that can be manipulated in the granulation circuit is the fluidiza-
tion air flow rate that enters the granulator. In fact, the bed
heights are directly affected by this variable; higher air flow rates
(above the minimum fluidization condition) expand the bed to
higher levels.21 Therefore, a new optimal control case is intro-
duced taking into account the fluidization air flow rate as the third
control variable.
3.3. Maximum Product Flow Rate by Manipulating Three

Control Variables. For this optimal control problem the objec-
tive function was described by eq 2 considering constraints 3, 4,
and 5. The number and length of the control intervals was
defined in the same way than for the previous cases.
As aforementioned, the new added control variable was

the total fluidization air mass flow rate. The fluidization air flow
rate was allowed to vary between 80 and 120%with respect to the
base case. To define this range, the capacity of the available
blower was considered. In addition, the operating limits imposed
by the terminal velocity and the minimum fluidization velocity of
the particles in the granulator were checked. The air flows fed to
each chamber were calculated as a given fraction (corresponding
to the ones defined for each chamber at the initial steady state) of
the total air flow rate.
The evolution over time of the dimensionless objective function

as well as the control variables for this optimization are shown in
Figure 7. The product flow rate exhibits a time-average increment
of about 26% with respect to its initial steady state value (3.7%
more than the previous optimization). This increment is achieved
by increasing the ureamelt flow rate, setting themaximumallowable
discharge area, and initially decreasing the total fluidization air
flow rate.

Regarding the main variables behavior, Figure 8 shows the
time evolution of the significant ones. Once again, the chamber
heights are referred to the weir height. At the beginning, the
chamber heights (Figure 8a) decrease due to the opening of the
discharge area, then their upper limit is reached. Nonetheless, the
temperature in the third growth chamber becomes immediately
an active constraint. To decrease the bed heights, the fluidization
air flow rate diminishes immediately. As a result, the cooling
capacity decreases with a consequent increase in the chamber
temperatures.
Both, the recycle fraction and the mass fraction of product on

specification exhibit the same behaviors as those observed for the
previous performed optimal control problems (Figure 8c). The
time-averaged recycle ratio diminishes about 14% with respect to
the initial R value and the W2�4 mm remains almost unchanged.
The product SGN (Figure 8d) increases at the beginning due to
the growth of the particles coming out from the granulator,
limiting the melt increment in the first control interval. Then, the
product SGN decreases because not only the SGN at the granulator
outlet but also both screens d50 are lower.
Once again, it is expected that the addition of an extra control

variable (besides the three last tested) may improve the objective
function as a consequence of more degrees of freedom. Accord-
ing to the results of the third case, the limiting active constraint is
the temperature in the growth chambers. For this reason, the
fluidization air temperature is contemplated as the fourth control
variable.
3.4. Maximum Product Flow Rate by Manipulating Four

Control Variables. This last optimal control problem was per-
formed for the objective function as formulated in eq 2. The same
constraints (eqs 3�5) and number and minimum duration of con-
trol intervals were applied. For this particular case, the temperature
of the fluidization air entering the second chamber (Ta2) was chosen
as the new control variable. If this chamber is guaranteed to be cool
enough, the third chamber will be as well since it is fed with the
material coming out from the second chamber. The first chamber is
generally cooler than the second one because it receives the recycle
streamwhich is at a much lower temperature than the first bed. The
fluidization air temperature was restricted to a minimum feasible
value of 288 K, with 311 K being the initial steady state value.

Figure 7. Throughput maximization by melt flow rate, solids discharge area, and fluidization air flow rate manipulation: (a) objective function time-
trajectory and (b) control variable-time trajectory.
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Figure 9a presents the evolution over time of the objective
function obtained with four control variables. Together with this,

the results of the other performed control problems are included
in Figure 9a in order to clearly compare the benefits of adding

Figure 8. Throughput maximization by melt flow rate, solids discharge area, and fluidization air flow rate manipulation: selected circuit variables.

Figure 9. Throughputmaximization bymanipulation of themelt flow rate, solids discharge area, fluidization air flow rate, and inlet air temperature in the
second chamber: (a) objective function time-trajectories and (b) control variables-time trajectories.
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control variables. This last optimal control problem increases the
time-averaged product flow rate in about 30% with respect to the
initial steady state, against increments of 26% with three control
variables, 22% with two, and 5.5% with just one manipulated
variable. The dynamic profile of the four control variables is shown
in Figure 9b. The capacity increment (due to the possibility of
processing higher total urea melt flow rate) is achieved by setting
the aperture of the discharge area at its maximum value, decreasing
the fluidization air flow rate, and fixing the inlet temperature of
the fluidization air to the second chamber at its lowest allowable
level (288 K).
Regarding the circuit variables, behaviors similar to those

described above are observed. Once again, the temperature in
the third chamber is the limiting variable. Nonetheless, a significant
decrease in the second chamber temperature is achieved through
the cooling of the fluidization air (Figure 10b). The chamber
levels decrease at the beginning due to the opening of the dis-
charge area and then increase because of the higher mass holdup
(Figure 10a). The recycle fraction decreases and the product
mass fraction on specification remains constant, except once
more for an initial decrease of around 1.2% (Figure 10c). In this
particular case, the product SGN upper limit becomes an active

constraint due to the important increment in the granulator net
growth (Figure 10d).
It is worth mentioning that, according to the presented results,

all the optimizations led to stable new steady states. Regarding
the computing time invested during the performed optimization
studies, for an Intel Core 2Duo 2GB processor it took approxi-
mately 50 min to solve the simplest case (i.e., one control variable)
and 6 h and 30min to find the solution for themore complex case
analyzed (i.e., four control variables). This is in accordance with
the magnitude of the problem: 9400 algebraic equations and 270
differential equations. Besides, the optimizations were performed
for a large time horizon together with several constraints formu-
lations (end point, interior point, and path constraints for all the
cases).
3.5. Optimal Control under Model Uncertainties. The aim

of this section is to evaluate the sensitivity of the previous
optimization results to different model uncertainties. It is im-
portant to prove that similar conclusions are obtained in order to
guarantee that the optimal profiles are practically applicable. For
granulation processes, the need of taking into account the model
uncertainties to evaluate optimal trajectories was first introduced
by Wang and Cameron in different contributions.16,35,36

Figure 10. Throughput maximization by manipulation of the melt flow rate, solids discharge area, fluidization air flow rate, and inlet air temperature in
the second chamber: selected circuit variables.
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As a first step, the main model uncertainties were identified. In
the granulation circuit described in this contribution, the models
fitting parameters represent a source of uncertainties that are
worth analyzing. According to the models presented in the
Appendix, each of the crusher pair of rolls has five adjustable
parameters (λ, μ, γ, β, and ϕ) and each screen deck has three
(a,m, and F). Before exploring the effect of themodel parameters
uncertainties on the optimal profiles, a sensitivity study was
conducted in order to select the parameters that most influence
the circuit dynamics. Consequently, different simulations were
carried out starting from the proposed initial steady state
(nominal plant capacity) and disturbing each parameter (5%
(percentage value based on the work performed by Wang and
Cameron16,35,36). Considering that the PSD of the crusher outlet
stream is mainly determined by the setting of the lower pair of
rolls,4 only the parameters corresponding to this pair of rolls were
tested. Since both deck parameters are important in the screen
classification, all of them were disturbed. The results from this
sensitivity analysis indicated that the most influencing model
parameters were μ of the lower pair of rolls and m of the bottom
deck screen. Because the variables of the granulation circuit pre-
sented quite different steady-state deviations when both para-
meters were (5% disturbed, the uncertainty level for μ and m
was independently modified in order to obtain similar values for
some key granulation circuit variables (the flow rate of the
oversize stream fed to the crusher, and the PSDs mass arithmetic
mean and standard deviation of the streams that leave the crusher
and the bottom deck). From this analysis, disturbances of +3.5%
and +20% for μ and m, respectively, were found as appropriate
uncertainty levels.
Finally, the optimal control problems studied in the previous

sectionswere run again considering in a first analysis a step change of
+3.5% in μ and in a second one a step change of +20% inm. Both
step changes were implemented 2 h after initializing the dynamic
optimizations from the original steady-state (nominal plant capacity).
According to the outcomes presented in the previous section

(base case, i.e. without taking into account model uncertainties)
the optimal control problem with three manipulated variables
(urea melt flow rate, granulator discharge area, and fluidization
air flow rate) was the most attractive to increase plant capacity.
Therefore, for this optimal control problem, the optimal trajectories
of the manipulated variables were again established for +3.5%
and +20% disturbances for μ and m parameters, respectively.
Figure 11 shows the effect of uncertainties in the bottom

crusher parameter μ. It is demonstrated that the dynamic evolution
of the percentage of discharge area for +3.5% μ and 0% μ are
coincident. Regarding the urea melt and fluidization air flow rate
transient profiles, the +3.5% μ case slightly differs from the base
one. In fact, the dynamic deviations are lower than 0.4 and 0.75%
for the melt and air flow rates, respectively. Furthermore, the
optimized plant throughput remains almost constant (the plant
capacity is just 1% higher than the one obtained using the model
parameters corresponding to the base case).
On the other hand, Figure 12 presents the time trajectories of

the three manipulated variables when the bottom deck m
parameter is modified. Again, the percentage of discharge area
for +20% m agrees with that of 0% m. Once more, the urea melt
and fluidization air flow rate time profiles slightly differ from
those obtained without disturbances in m (the deviations are
lower than 3.3% for both variables). Therefore, the calculated
optimal trajectories are quite similar to those corresponding to
0% m.

Overall, it can be concluded that the computed optimal profiles
are not considerably sensitive to the assayed model uncertainties
(which were selected based on a careful analysis of their influence
on the circuit performance). Even though the results are not
shown, the plant bottlenecks and their sequence of appearance
are analogous to the ones identified for optimal problems assayed
assuming the nominal model parameters (i.e., neglecting the
parameters uncertainties).

4. CONCLUSIONS

The obtained results indicate that it is possible to increase
plant production, without losing product quality and even decreas-
ing the circuit recycle fraction, by selecting the appropriate mani-
pulated variables and tracking their optimal time-trajectories. It is
observed that the throughput increment is limited by the second
growth chamber height in all the optimal control scenarios
presented in this work. For the last two cases, before the maximum

Figure 11. Control variables�time trajectories for three manipulated
variables under a +3.5% μ disturbance.

Figure 12. Control variables�time trajectories for three manipulated
variables under a +20% m disturbance.
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allowable height is reached, the third chamber temperature and
the product SGN constraints become active, respectively.

It is clearly demonstrated that the manipulation of just the
granulator melt flow rate (trivial solution to the plant capacity
revamping problem) does not improve the production in an
attractive level because the physical constraints rapidly become
active. The possibility of incorporating the granulator discharge
area as a second control variable highly increases the urea product
flow rate. The addition of the fluidization air flow rate and tempe-
rature as third and fourth control variables allow even higher
increments in the throughput. Overall, the most significant
bottlenecks—for the large-scale granulation plant under study—
are the maximum allowable granulator discharge area and the
minimum feasible fluidization air temperature. The results may
encourage the replacement of discharge ducts by others with
higher performance; however the discharge area size can be in-
creased until the mass holdup within the chambers reaches the
minimum allowable value. In that scenario, the temperatures within
the growth chambers increase substantially, achieving the upper
constraints. In this context, the addition of an efficient cooling air
system to reduce the fluidization air inlet temperature becomes a
good strategy for the whole circuit debottlenecking. Neverthe-
less, a cost analysis should be performed in order to determine if
this strategy is economically worthwhile.

The encountered main bottlenecks are expected to be the
same for large-scale plants based on similar granulation circuit
technologies (i.e., fluidized bed and melt granulation, no fresh
particles feed).

The optimization results obtained with the implemented
circuit simulator show to be slightly sensitive to the uncertainties
assayed in the model fitting parameters, for this reason the
proposed optimal control policies are expected to be practically
applicable.

As future work, there is a special interest in improving the
dynamic optimizations by incorporating additional con-
straints regarding the range of operating conditions for which
pure coating can be considered as the main size enlargement
process.

’APPENDIX

This appendix briefly presents the equations of the models
corresponding to the circuit units described in Section 2.

Crusher Model. As reported by Cotabarren et al.,4 the mass
balance for the crushed product of size di was expressed as follows:

pi ¼ fið1� aiÞ þ ð1� a0iÞ ∑
i � 1

j¼1
bi, j a0j

pj � fjð1� ajÞ
ð1� a0jÞ

 !
þ fjaj

" #

ðA:1Þ
where fi represents the fed mass of size di, ai is the fraction selected
for primary breakage, and a0i is the probability of being selected for
breaking again. bi,j is the mass of particles of size di generated by
breakage of a fed dj size. TheBi,j function (i.e., the cumulative formof
the bi,j) was fitted by the following expression:

Bi, j ¼
1 1 e i e j

ϕ
di�1

dj

 !γ

þ ð1� ϕÞ di�1

dj

 !β

n g i > j g 1

8>>><
>>>:

ðA:2Þ

Besides, ai was expressed as

ai ¼ 1

1 þ
di
dg
μ

0
BBB@

1
CCCA

�λ
ðA:3Þ

The a0i values were empirically related to the ai ones as follows:

a0i ¼
ai�1 i < ig � 1

aig � 1 þ aig � 2

2
i ¼ ig � 1

ai i g ig

8>>><
>>>: ðA:4Þ

with dg being the gap size and ig being the size interval number
corresponding to dg.
For a given feed size distribution and a set gap, eq A.1 was

solved together with the expressions A.2, A.3, and A.4 to predict
the particle size distribution of the crusher product, prior esti-
mation of the parameters λ, μ, γ, β, and ϕ. The values for these
parameters were fitted by Cotabarren et al.4 to properly describe
available crusher data from a large-scale urea granulation plant.

Screen Model. Cotabarren et al.20 reported the mathematical
model to properly represent the operation of double deck screens
for urea granules size classification. To represent a non-ideal
classification operation, oversize partition coefficients for each
size class were used. For each size class i, the oversize partition
coefficient (Ti) is defined as the amount of oversize within class i
divided by the amount of material of that size in the feed.

Ti ¼ FOXOi

FXFi
ðA:5Þ

The undersize stream for the solids belonging to each size class i
was calculated through simple mass balances.

FUXUi ¼ ð1� TiÞFXFi ðA:6Þ
Several models are proposed for the partition coefficients,

Cotabarren et al.20 used the following expression:

Ti ¼ 1� exp � 0:693
di
d50

� �m
 !

ðA:7Þ

where d50 is the particle size distribution (PSD) cut size. The
following d50 correlation was chosen by Cotabarren et al.:20

d50 ¼ h

UT

S
K

0
BB@

1
CCA

a

ðA:8Þ

where h is the screen aperture andUT is the theoretical undersize
mass flow fed to the screen, S is the screen surface, K is a product
of factors that correct the screen basic capacity, and a is a fitting
parameter.
The variable K is given by

K ¼ ABCDEFDG ðA:9Þ
The expressions for these parameters can be found elsewhere.20

The model involves three parameters to be adjusted: a, the
Plitt’s parameter m, and the bulk density (F) of the material on
the deck required to calculate FD. Cotabarren et al.

20
fitted all the
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adjustable parameters using available experimental data collected
from a high-capacity urea plant.

Granulator and Fluidized Bed Cooler Model. In this work,
the granulator model (constituted by six chambers, k = 6) deve-
loped by Bertin et al.21 was implemented. The dynamic ureamass
balance for a chamber k was given by the authors as21

dmk
T

dt
¼ _mk

in þ _mk
meltð1� xkmeltÞ � _mk

out mk
Tð0Þ ¼ mk

T0

ðA:10Þ
where t represents the time, mT

k , _min
k , and _mout

k are the solid mass
holdup, inlet and outlet particles mass flow rates, respectively.
_mmelt
k and xmelt

k are the urea solution mass flow rate atomized into
chamber k and its water mass fraction, respectively. The outlet
solids mass flow rates were obtained by applying the Bernoulli
equation

_mk
out ¼ CDA

k
o

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2gFkbedðFkbedHk � Fkþ1

bed Hkþ1Þ
q

k ¼ 1 to 5

ðA:11Þ

_m6
out ¼ CDA

6
oF

6
bed

ffiffiffiffiffiffiffiffiffiffi
2gH6

p ðA:12Þ
where A0

k andHk are the passage area and fluidized bed height of
chamber k, respectively.CD is the discharge coefficient and Fbedk is
the bed density.
To complete the set of equations, the fluidized bed height

within each chamber was computed as

Hk ¼ mk
T

FkbedA
k
T

ðA:13Þ

with AT
k being the cross-sectional area of chamber k.

The following dynamic energy balance given by Bertin et al.21

was considered to compute the temperature Tk in each chamber.

mk
TCpuðTkÞdTk

dt
¼ _mk

in

Z Tk

Tk�1

CpudT

þ _mk
meltð1� xkmeltÞ

Z Tk

Tk
melt

CpudT

þ _mk
meltx

k
melt

Z Tk

Tk
melt

CpwdT � _mk
meltx

k
meltΔHEV ðTkÞ

þ _mk
meltð1� xkmeltÞΔHDISðTk

meltÞ
þ _mk

a

Z Tk

Tk
a

CpadT þ _mk
aY

k
Z Tk

Tk
a

CpvdT Tkð0Þ ¼ Tk
0

ðA:14Þ
where Tmelt

k , Ta
k, and Tk�1 are the temperatures of the melt,

fluidization air, and solids entering to chamber k, respectively.
Tk is the chamber temperature and according to previous studies3

can be accurately considered equal to the outlet solid and air
temperatures.ΔHDIS andΔHEV are the latent heats associated to
the urea melt dissolution and water evaporation. Cpu, Cpw, Cpa
and Cpv are the mass heat capacities of the solid urea, liquid
water, air and water vapor, respectively.
The growth chambers' mass A.10 and the energy A.14 balances

were adapted to represent the cooling compartments (k from
3 to 6) by setting the urea mass flow rate equal to zero.
Bertin et al.21 developed a population balance model for the

urea fluidized bed granulator assuming that only growth by
coating occurs (elutriation, agglomeration, breakage, attrition,

and nucleation were supposed negligible). Therefore, the dynamic
PBE for each well-mixed granulation chamber was given by

∂nk

∂t
þ ∂ðGknkÞ

∂d
¼ _nkin � _nkout ðA:15Þ

with Gk being the growth rate, d being the particle diameter, and
_nin
k and _nout

k the number density function flows in and out of the
chamber k, respectively. The PBE discretization technique
developed by Hounslow and Marshall34 and adopted by Bertin
et al.21 was implemented to solve the discretized form of eq A.15
together with the initial condition nk(d,0) = n0

k.
Assuming that particles belonging to different size intervals

grow proportional to its fractional surface area, Gk was defined
as21

Gk ¼ 2 _mk
meltð1� xkmeltÞ
FpApkT

ðA:16Þ

where ApT
k denotes the total particle superficial area within

chamber k, and Fp represents the particle density. This equation
states that all the particles, independently of their sizes, grow at
the same rate.21,32,33

The fluidized bed cooler was represented as a continuous
stirred tank analogous to one granulator cooling chamber, i.e.,
assuming that _mmelt = 0.22
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’NOTATION
A = Screen basic capacity (kg/s m2)
A0
k = Granulator passage area between chambers, for chamber k

(m2)
AT
k = Granulator cross sectional area, for chamber k (m2)

a = Screen fitting parameter (-)
ai = Probability of a particle from size di to undergo primary

breakage (-)
a0 i = Probability of a particle from size di to rebreak (-)
ApT

k = Total particle superficial area within chamber k (m2)
B = Factor for % of oversize in the screen feed (-)
bi,j = Breakage function, mass fraction of particles of size di

generated by breakage of dj size particles (-)
Bi,j = Cumulative breakage function, mass fraction of particles

smaller than size di generated by breakage of dj size
particles (-)

C = Factor for % of half-size under in the screen feed (-)
CD = Granulator solids discharge coefficient (-)
Cpa = Air mass heat capacity (J/kg K)
Cpu = Solid urea mass heat capacity (J/kg K)
Cpv = Water vapor mass heat capacity (J/kg K)
Cpw = Liquid water mass heat capacity (J/kg K)
D = Factor for deck location (-)
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d = Particle diameter (m)
di = Particle size (mm)
dj = Particle size (mm)
dg = Gap size (mm)
d50 = Screen cut size (mm)
d50 BD = Bottom deck screen cut size (mm)
d50 TD = Top deck screen cut size (mm)
E = Factor for wet screening (-)
F = Screen feed mass flow rate (kg/s)
FD = Screen bulk density factor (-)
fi = Crusher feed mass percent of size di (%)
FO = Screen oversize mass flow rate (kg/s)
FO = Value of the objective function (-)
FP = Screen product mass flow rate (kg/s)
FU = Screen undersize mass flow rate (kg/s)
g = Gravity acceleration (m/s2)
G = Factor for % near-size in the screen feed (-)
Gk = Growth rate, for chamber k (m/s)
h = Screen aperture (mm)
hk = Height of chamber k = Hk /Hweir, k = 1 to 6 (-)
Hk = Height of chamber k, k = 1 to 6 (m)
Hweir = Weir height (m)
i = Size class index (-)
ig = Number of size interval corresponding to dg (-)
j = Size class index (-)
k = Chamber number (-)
K = Screen correction parameter
m = Plitt’s adjustable parameter (-)
_ma
k = Fluidization air mass flow rate for granulator chamber k, dry

basis (kg/s)
_min
k = Particle mass flow rate entering granulator chamber k (kg/s)
_mmelt
k = Urea melt mass flow rate to granulator chamber k (kg/s)
_mout
k = Particle mass flow rate coming out of granulator chamber

k (kg/s)
mT
k = Solids mass holdup in granulator chamber k (kg)

nk = Number density function in chamber k (no./m)
_min
k = Number density function flowing in chamber k (no./m s)
_mout
k = Number density function flowing out of chamber k (no./m s)

PBE = Population Balance Equation (-)
pi = Crusher product mass percent of size di (%)
PSD = Particle Size Distribution
R = Recycle fraction (-)
S = Screen surface (m2)
SGN = Size Guide Number, particle size corresponding to the

50% of the mass cumulative size distribution (mm� 100)
SGNproduct = Size Guide Number corresponding to the product

stream (mm � 100)
t = Time (s)
t0 = Initial simulation time (s)
Ta2 = Second chamber fluidization air temperature (K)
Ta
k = Fluidization air temperature for chamber k (K)

tf = Final simulation time (s)
Ti = Oversize partition coefficient for each size interval i (-)
Tk = Temperature in chamber k, k = 1 to 6 (K)
Tmelt
k = Urea melt temperature for chamber k (K)

UT = Theoretical undersize mass flow fed to the screen, (kg/s)
u(t) = Control variables (-)
W2�4 mm = Mass fraction of product within the size range 2� 4

mm (-)
w = Constraints value (-)
wmax = Constraints upper limit (-)
wmin = Constraints lower limit (-)

xmelt
k = Fraction of water in the melt stream of chamber k (-)
x(t) = State variables of the process model (-)
XFi = Mass fraction of each size interval in feed to screen (-)
XOi = Mass fraction of each size interval in oversize from screen (-)
XUi =Mass fraction of each size interval in undersize from screen (-)
Yk = Mass air humidity in chamber k, dry basis (kgwater/kgdry air)
z = Violation variable for path constraints formulation (-)

’GREEK SYMBOLS
α Fraction of discharge area (-)
β Adjustable parameter corresponding to the Bi,j function (-)
γ Adjustable parameter corresponding to the Bi,j function (-)
ΔHDIS Latent heat capacity of urea melt dissolution (J/kg)
ΔHEV Latent heat capacity of water evaporation (J/kg)
ε Minimum tolerance for path constraints violation (-)
λ Adjustable parameter corresponding to the ai function (-)
μ Adjustable parameter corresponding to the ai function (-)
F Adjustable parameter corresponding to the FD factor

(kg/m3)
Fbed
k Fluidized bed density for chamber k (kg/m3)

Fp Particle density (kg/m3)
τk Particle residence time in chamber k (s)
ϕ Adjustable parameter corresponding to the Bi,j function (-)
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