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• Highly sensitive method for the anal-

ysis of seven fluoroquinolones.
• Coupling of yttrium-analyte complex

and three-way modeling.
• Complex or tedious sample treat-

ments or enrichment processes are

nor required.
• Accuracy on the quantitation of fluo-

roquinolones in real water river sam-

ples.
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a b s t r a c t

The present study reports a sensitive chromatographic method for the analysis of seven fluoroquinolones

(FQs) in environmental water samples, by coupling yttrium-analyte complex and three-way chromato-

graphic data modeling. This method based on the use of HPLC-FSFD does not require complex or tedious

sample treatments or enrichment processes before the analysis, due to the significant fluorescence in-

crements of the analytes reached by the presence of Y3+. Enhancement achieved for the FQs signals

obtained after Y3+ addition reaches 103- to 1743-fold. Prediction results corresponding to the applica-

tion of MCR-ALS to the validation set showed relative error of prediction (REP%) values below 10% in all

cases. A recovery study that includes the simultaneous determination of the seven FQs in three differ-

ent environmental aqueous matrices was conducted. The recovery studies assert the efficiency and the

accuracy of the proposed method. The LOD values calculated are in the order of part per trillion (below

0.5 ng mL−1 for all the FQs, except for enoxacin). It is noteworthy to mention that the method herein

proposed, which does not include pre-concentration steps, allows reaching LOD values in the same order

of magnitude than those achieved by more sophisticated methods based on SPE and UHPLC-MS/MS.
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. Introduction

The imminent increase of research activities concerning envi-

onmental issues is mainly related to the frequent occurrence of

ew pharmaceuticals, both veterinary and human, in several en-

ironmental sources, i.e., surface water, groundwater, wastewater
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nd even drinking water [1,2]. Evaluation and monitoring of traces

f these so-called “emerging” contaminant are imperative for hu-

an health protection as well as environmental control [2]. There-

ore, sensitive, fast, and simple analytical methods are demanded.

ver the last years, analytical methods based on fluorometric tech-

iques have attracted considerable attention due to their ability to

ombine the three characteristics aforementioned.

By virtue of their selectivity and sensitivity, luminescent probes

ave demonstrated to be a good alternative to measure differ-

nt compounds in diverse matrices. Metal ions, especially rare-

arth ions, such as Terbium (Tb3+) and Europium (Eu3+) [3–5],

s well as metal nanoparticles [6,7] are usually used as lumines-

ent probes due to their singular luminescence characteristics: 1 –

arrow spectral width, 2 – long luminescence life-time, 3 – large

tokes shift, and 4 – strong combination ability [8,9]. Recently, it

as been demonstrated that Yttrium (Y3+), a non-lanthanide el-

ment, could remarkably enhance the native fluorescence of sev-

ral fluoroquinolones [9–13]. Y3+ in solution does not have native

uorescence by itself, but in presence of certain pharmaceuticals,

.e., fluoroquinolones (FQs), is able to enhance the native fluores-

ence of the analytes [9–11]. These Y3+ based systems for the anal-

sis of pharmaceuticals would not require complicated or tedious

reatment procedure (sample clean-up or pre-concentration steps)

o achieve lower limits of detection, due to the fact that the in-

rement of the native fluorescent of the analytes is giving in a

uasi-selective way. Here, FQ reacts as a bidentate ligand to the
3+ through the pyridine oxygen and carboxylate oxygen forming

strong and stable complex [10,14], leading both an increase of

ative fluoresce intensity as a change in the maximum wavelength

osition [11].

In the 1980s, FQs were developed as an effective group of an-

ibiotics for the treatment of bacterial infections in humans, ani-

als, poultry, and fish [15]. Since these compounds are not fully

etabolized by the body and are not fully removed in wastewater

reatment plants, they are discharged into surface water supplies

s parent compound or as sub-product of the parent compound

16]. Besides, considering they are administrated in large quantities

nd do have high resistance to biodegradation, these compounds

re of public and ecological health concern [15,16], mainly because

s not well-known the health effect if they persist in the environ-

ent even at very low levels [17]. Hereof, simple and fast analyt-

cal methods capable of measuring trace concentrations of fluoro-

uinolones in several aqueous matrices are required.

A large number of methods for the determination of FQs in en-

ironmental water samples could be found in the literature, in-

luding chromatographic methods with fast-scanning fluorescence

FSFD) detection, mass spectrometry detection (MS) or diode-

rray detection (DAD), obtaining second-order data [18]. Recently,

high-performance liquid chromatographic (HPLC) method cou-

led to fluorescence detection, recording excitation-emission ma-

rices as a function of elution time generating third-order data, has

een published [19,20]. Also, a recent report proposes a method for

uantitation of FQs in drinking water using capillary electrophore-

is with DAD [21]. In this regard, multivariate calibrations can be

mplemented to model these data achieving considerable improve-

ent in analytical properties [18] as well as a decrease of costs

nd time of analysis, contributing to the green analytical chemistry

rinciples [22].

Due to the low concentration of FQs found in environmental

aters and the complexity of these matrices, suitable sample pre-

reatments and enrichment processes are crucial steps in these

nalyses. It has been demonstrate that solid-phase extraction (SPE)

s the technique most widely used both as pre-concentration pro-

esses as a technique to remove matrix effects associated with

he composition of the sample [16]. Nevertheless, several enrich-

ent techniques have been reported with the aim to reach in-
reasingly low limits of FQs is several environmental matrices,

.g., ultrasound-assisted ionic liquid dispersive liquid–liquid micro-

xtraction (DLLME) [23] and salting-out assisted liquid–liquid ex-

raction (SALLE) [1], but increasing the complexity of the entire

rocedure with an increase of costs and time of analysis.

The present study reports a sensitive chromatographic method

or the analysis of seven fluoroquinolones, including enoxacin,

floxacin, norfloxacin, ciprofloxacin, enrofloxacin, sarafloxacin, and

ifloxacin, in environmental water samples, by coupling yttrium-

nalyte complex and three-way chromatographic data modeling.

his method based on the use of HPLC-FSFD does not require com-

lex or tedious sample treatments or enrichment processes before

he analysis, due to the significant fluorescence increments of the

nalytes reached by the presence of Y3+.

With the purpose of evaluating the application of the method

o environmental water samples, determination of FQs in surface

ater, well water and wastewater was carried out.

. Experimental section

.1. Chemicals and reagents

All standards were of analytical grade. Enoxacin (ENO), nor-

oxacin (NRF), ofloxacin (OFL) and sarafloxacin (SRF) were pro-

ided by Sigma–Aldrich (Steinheim, Germany). Ciprofloxacin (CPF),

ifloxacin (DIF) and enrofloxacin (ENF) were purchased from Fluka

Buchs, Switzerland). Acetonitrile (ACN) LC grade was obtained

rom LiChrosolv (Merk Millipore Co., Darmstadt, Germany). Ultra-

ure water was obtained from a Milli-Q purification system from

illipore (Bedford, USA). Glacial acetic acid (HAc) was purchased

rom Merk (Darmstadt, Germany) and sodium acetate trihydrate

NaAc) was provided by Anedra (La Plata, Argentina). Yttrium (III)

itrate hexahydrate (Y(NO3)3·6H2O) was purchased from Sigma–

ldrich (Steinheim, Germany).

Stock standard solutions of each FQ were prepared by dissolving

he appropriate amount of each FQ in alkalinized methanol (pH

.00) to reach concentration levels of 200.00 μg mL−1, and stored

t 4 °C in the dark.

A stock standard solution of yttrium (Y3+) was prepared by dis-

olving the appropriate amount of Y(NO3)3·6H2O in ultrapure wa-

er in order to obtain a concentration of 0.1 mol L−1.

A 0.02 mol L−1 acetic acid/acetate buffer solution (AcYB) was

repared by dissolving the appropriate amount of NaAc in ultra-

ure water, and adjusting the pH to 4.00 with glacial HAc. The

olution was transferred to a 1000.00 mL volumetric flask and

.00 mL of the standard solution of Y3+ was added in order to ob-

ain an Y3+ final concentration of 1.0 × 10−4 mol L−1. Then, the

olume was completed to the mark with ultrapure water.

.2. Instrumentation and procedure

The experiments were performed on an Agilent 1100 LC instru-

ent (Agilent Technologies, Waldbronn, Germany), equipped with

egasser, quaternary pump, auto-sampler, oven column compart-

ent, UV–Vis Diode Array Detector (DAD), fast-scanning fluores-

ence detector (FSFD) and ChemStation software package (Agilent

echnologies, Waldbronn, Germany) to control the instrument, the

ata acquisition and the data analysis.

The separation was performed on a 3.5 μm Zorbax Eclipse

DB-C18 analytical column (75 mm × 4.6 mm) (Agilent Technolo-

ies, Waldbronn, Germany) in isocratic mode at 2.20 mL min−1

ow rate during 16.0 min at 45 °C. The mobile phase consisted

n a mixture of AcYB and ACN (91:9).

All pH measurements were carried out with an Orion (Mas-

achusetts, United States) 410A potentiometer equipped with a

oeco BA 17 (Hamburg, Germany) combined glass electrode.
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2.3. Data generation and software

The time-emission fluorescence data matrices (TEM) were reg-

istered in the emission spectral range between 380.0 nm and

510.0 nm, with the excitation wavelength fixed at 280.0 nm, in the

elution time ranged from 0.0 to 16.0 min. The detector gain was

set at 18, and the scan speed was 180 nm s−1. In this way, TEM

consisted in 1012 × 132 data points for elution time and spectral

dimension, respectively.

Data processing and MCR-ALS analysis was performed in

MATLAB 7.10 [24]. MCR-ALS algorithms are available online at

http://www.mcrals.info/.

2.4. Calibration and validation samples

A calibration set of five pure standard samples for each FQ was

daily prepared in triplicate by transferring appropriate aliquots of

each FQ stock solution and 5.0 μL of Y3+ solution to 5.00 mL volu-

metric flasks and completing to the mark with ultrapure water. The

final concentrations were ranged between 0.00 and 30.00 ng mL−1

for CPF, ENF and NRF; 0.00 and 200.00 ng mL−1 for ENO; 0.00

and 90.00 ng mL−1 for DIF; 0.00 and 36.00 ng mL−1 for OFL

and 0.00 and 84.00 ng mL−1 for SRF. The final concentration for

Y3+ was 1.0 × 10−4 mol L−1. Considering that NRF and CPF, as

well as SRF and DIF, present identical emission spectra and quasi-

complete chromatographic resolution, they were calibrated as fol-

lows: a mixed solution containing NRF and CPF was prepared in

triplicate by transferring appropriate aliquots of NRF and CPF stock

solution and 5.0 μL of Y3+ solution to 5.00 mL volumetric flasks

and completing to the mark with ultrapure water. The same pro-

cedure was followed for the simultaneous calibration of SRF and

DIF.

An eleven-sample validation set was built considering FQ con-

centrations different than those used for calibration, and following

a random design detailed in Table 1. The validation samples were

prepared as previously described for the calibration samples.

Validation and calibration samples were filtered using 0.45 μm

pore size nylon membranes (MSI, Osmonics Inc, Minnesota, United

States) and transferred to 2 mL vials. Finally, 100 μL were injected

into the chromatographic system.

2.5. Environmental water samples

Water samples obtained from three different sources were an-

alyzed. Surface water was gathered from Las Prusianas stream

(Santa Fe, Argentina), wastewater was collected from different ef-

fluents of Facultad de Bioquímica y Ciencias Biológicas (Santa Fe,

Argentina) and well water was obtained from Colastiné city (Santa

Fe, Argentina). All samples were collected in 1 L amber bottles

with Teflon-lined caps, and processed immediately after arrival to

the laboratory or stored at 4 °C until all assays were performed.

Before injection into the chromatographic system, the samples

were centrifuged at 4000 rpm for 10 min and filtered through

0.45 μm pore size nylon membranes.

Three sets of twelve water samples including blank samples and

spiked samples with three concentration levels of each FQ were

analyzed in triplicate. Spiked samples were prepared following the

procedure mentioned for the calibration samples, but completing

the volume flasks to the mark with each water sample instead of

ultrapure water. Spiked concentrations of each FQ in these samples

are summarized in Table 2.

http://www.mcrals.info/
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Table 2

Recovery study for FQ in spiked environmental water samples using MCR-ALS.a

Sample ENO NRF OFL CPF ENF SRF DIF

Taken Found Taken Found Taken Found Taken Found Taken Found Taken Found Taken Found

Wec 0.0 NDb 0.0 ND 0.0 ND 0.0 ND 0.0 ND 0.0 ND 0.0 ND

We_01 40.0 36.3 5.0 4.6 12.0 12.6 5.0 4.7 5.0 4.6 60.0 58.3 50.0 45.1

We_02 160.0 145.5 25.0 23.1 36.0 38.0 10.0 10.4 10.0 9.2 12.0 11.8 25.0 22.9

We_03 100.0 92.8 10.0 10.3 36.0 35.3 25.0 24.6 25.0 22.8 36.0 36.7 50.0 54.9

Wad 0.0 ND 0.0 ND 0.0 ND 0.0 ND 0.0 ND 0.0 ND 0.0 ND

Wa_01 40.0 37.8 5.0 4.7 12.0 13.1 5.0 4.9 5.0 4.6 60.0 55.1 50.0 46.0

Wa_02 160.0 159.4 25.0 23.0 36.0 34.1 10.0 10.7 10.0 10.9 12.0 11.8 25.0 23.5

Wa_03 100.0 107.9 10.0 10.8 36.0 36.4 25.0 25.2 25.0 25.4 36.0 32.6 50.0 51.0

SPe 0.0 ND 0.0 1.0 0.0 ND 0.0 0.4 0.0 3.6 0.0 ND 0.0 ND

SP_01 40.0 43.6 5.0 5.4f 12.0 12.9 5.0 4.7f 5.0 5.3f 60.0 55.5 50.0 50.0

SP_02 160.0 159.4 25.0 23.9f 36.0 35.0 10.0 10.8f 10.0 10.8f 12.0 12.4 25.0 26.7

SP_03 100.0 103.3 10.0 10.1f 36.0 38.9 25.0 22.9f 25.0 24.7f 36.0 34.4 50.0 50.1

Mean Recovery (Rexp) 98.7 98.4 102.9 99.5 99.0 96.6 98.5

Standard deviation of recoveries (SR) 7.0 6.7 5.3 5.9 7.5 4.4 7.0

texp
g 0.5 0.7 1.6 0.2 0.4 2.2 0.6

a Concentrations are given in ng mL−1. Each mean value is the average of three replicates, and recoveries (between parentheses) are given in percentage.
b ND, not detected.
c We, well water from Colastiné City (Santa Fe, Argentina).
d Wa, wastewater from Facultad de Bioquímica y Ciencias Biológicas (Santa Fe, Argentina).
e SP, Las Prusianas stream (Santa Fe, Argentina).
f Difference between concentration found in spiked sample and blank sample.
g Experimental texp value, texp = |100 − Rexp|

√
N

SR
, where N = 9 is the number of environmental water samples. (Critical value t(0.025,8) = 2.306).
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. Results and discussion

.1. Optimization of the yttrium concentration

The fluorescence intensity enhancement promoted by the ad-

ition of Y3+ has been verified for all the studied FQs. The

esults show that the fluorescence intensity depends on the

etal concentration. When the Y3+ concentration is lower than

× 10−4 mol L−1 the fluorescence intensity significantly increases

eaching a maximum value, and remaining constant with increas-

ng the metal concentration. Thenceforth, the Y3+ concentration

as fixed at 1 × 10−4 mol L−1 for all experiments. In these condi-

ions, the mole ratio of yttrium to FQs at final solution was 1000:1

Y3+:FQs; considering the highest concentration of the FQs), ensur-

ng the excess of Y3+ over the experiments.

An evidence of the Y3+ effect can be appreciated in Fig. 1, in

hich the imperceptible native fluorescence for a solution having
ig. 1. Chromatograms of a 60 ng mL−1 SRF solution in the presence (green) and the abs

f SRF in the absence of Y3+ . FSFD detection: λex = 280.0 nm and λem = 450.0 nm. (For

o the web version of this article.)
0.00 ng mL−1 of SRF in the absence of Y3+ undergoes a 460-fold

ignal raise in the presence of the metal. Although the inset shows

slight baseline perturbation due to the presence of SRF without
3+, it is not suitable for accurate SRF quantitation. Table 3 sum-

arized the 103- to 1743-fold signal enhancement achieved for the

Qs after Y3+ addition. In most cases, the fluorescence increments

re of considerable proportions, and, in consequence, limit of de-

ection and quantitation extremely low, comparable to those at-

ained by sophisticated detection methods or tedious methodology

ased on pre-concentration steps, are expected to be reached.

.2. Selection of the chromatographic conditions

Some reproducibility issues related to the interaction between

he FQs and Y3+ have been found during the development of the

hromatographic method. In the first place, the inclusion of Y3+

olely as a component of the mobile phase caused a significant
ence (brown) of Y3+ . The inset shows a selected range displaying the slight signal

interpretation of the references to color in this figure legend, the reader is referred
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Table 3

Fluorescence intensity enhancement values for each FQ.

Analytea Area without Y3+ b Area with Y3+ c Intensity enhancementd

ENO ND 424.5 >424

NRF 5.5 2918.1 531

OFL 11.3 1895.4 168

CPF 17.7 1825.6 103

ENF 8.3 1340.5 162

SRF 27.6 12690.1 460

DIF 1.5 2614.5 1743

a 10 ng mL−1 for CPF, ENF and NRF; 12 ng mL−1 for OFL; 50 ng mL−1 for ENO

and DIF; and 60 ng mL−1 for SRF.
b Area obtained by liquid chromatography for each FQ without Y3+ . FSFD de-

tection: λex = 280.0 nm and λem = 450.0 nm for CPF, NRF, ENF, SRF and DIF;

λem = 400.0 nm for ENO and λem = 490.0 nm for OFL.
c Area obtained by liquid chromatography for each FQ with Y3+ . FSFD detec-

tion: λex = 280.0 nm and λem = 450.0 nm for CPF, NRF, ENF, SRF and DIF;

λem = 400.0 nm for ENO and λem = 490.0 nm for OFL.
d Ratio between the area with Y3+ and the area without Y3+ for each FQ.
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variability both in the retention times and the peak areas gath-

ered for replicate injections of the same sample, suggesting lack

of reproducibility in the complex formation from run to run. This

drawback was overcome by generating the complex in the sam-

ple preparation step through the addition of Y3+ to the sample at

the same concentration level that found in the mobile phase. The

strategy was conducted under the hypothesis that the interaction

between the FQs and the stationary phase precludes the complete

formation of the complexes, but the presence of Y3+ in the mo-

bile phase favors the stabilization of the pre-generated complex

inside the column. Secondly, the percentage of organic solvent in-

cluded in the mobile phase was minimized in order to benefit the

complex formation, in spite of causing a slight detriment in the

peak shape of some FQs, and develop a high-performance method

within the framework of green analytical chemistry [8,25]. Finally,

the pH of the mobile phase was selected considering the nature

of the stationary phase and the interaction with FQs, as well the

interaction between the FQs and Y3+.

3.3. MCR-ALS performing

MCR-ALS performs a bilinear decomposition of the data matrix

D into three matrices according to the equation 1

D = CST + E (1)

where C is the matrix of the resolved elution time profiles, S con-

tains the spectral profiles and E contains the residuals. Each dyad

cisi
T represents the individual contribution of a component to the

overall measured signal D [26]. With the aim to reduce ambiguities

and rank deficiency problems an augmented data matrix, Daug , is

building and a unique resolution is obtained for several data ma-

trices simultaneously [27].

In case of highly complex analytical data, preprocessing proce-

dures including both removal of chromatogram baseline and data

smoothing help data analysis and improve the quality of the an-

alytical results. With this purpose, Savitzky–Golay [28] was ap-

plied to perform an appropriate smoothing in the elution time di-

mension. The background correction was performed by subtracting

to each chromatogram its own chromatographic baseline. A chro-

matographic region where no analytical signal in the whole spec-

tral range is present, e.g. at the end of the chromatographic run,

was chosen as the baseline spectral vector. Then, the baseline spec-

tral vector was subtracted to each time of the TEM.

Under the described experimental conditions, there are two

groups of analytes with identical emission spectra, i.e. NRF, CPF,

and ENF, and SRF and DIF. Consequently, the resolved chro-

matogram exhibits spectrally rank-deficient components [25]. Since
xtended-MCR-ALS performed by matrix augmentation of full ma-

rices in the elution time mode could not overcome this drawback,

simple strategy has been proposed in order to circumvent this

ank-deficiency problem.

Before MCR-ALS processing, the chromatographic data were

plit into two regions; the first one (A) including ENO, NRF, OFL

nd CPF (between 2.2 and 5.4 min), and the other (B) compris-

ng ENF, SRF and DIF (between 6.0 and 14.8), as shown in Fig. 2.

owever, there were still two pairs of analytes that present iden-

ical emission spectra in each region and quasi-complete chro-

atographic resolution. This drawback was overcome by consid-

ring each pair as if they were a single analyte while performing

CR-ALS, but with two chromatographic peaks. Afterwards, the re-

rieved MCR-ALS elution time profiles were split to achieve indi-

idual quantitative results, both for calibrations as validation or en-

ironmental water samples. The MCR-ALS elution time profile cor-

esponding to NRF and CPF was divided at 3.8 min to obtain NRF

before 3.8 min) and CPF (after 3.8 min) individual contributions.

ame procedure was followed for SRF and DIF elution time profile,

here two regions were ranged from 8.2 to 11.2 min and from 11.2

o 14 min for SRF and DIF contribution, respectively. This proce-

ure has demonstrated to be an efficient strategy in cases where

ompounds with spectral rank deficiency are present, and indi-

idual quantitative information is required [21]. Fig. 3 shows the

rofiles retrieved by MCR-ALS for one spiked environmental water

ample.

Therefore, data processing comprised the building of two aug-

ented column-wise Daug (DaugA and DaugB ) data matrices con-

aining, for each elution time region, the validation or environ-

ental water sample data and the calibration data matrices. Be-

ore starting resolution, the determination of the number of spec-

rally active components in each Daug data matrix was carried out

y applying singular value decomposition (SVD). Then, in order to

uild the initial spectral estimation, the analysis of the purest spec-

ra based on the SIMPLISMA methodology was carried out [29].

Eventually, with the purpose of driving the iterative proce-

ure to chemically interpretable solutions, several mathematical

onstraints were applied, i.e. correspondence among species, non-

egativity in both modes and unimodality in the elution time

ode. It is important to highlight that the unimodality constraint

as not applied to every components, considering the rank defi-

iency problem aforementioned.

.4. Quantitative and qualitative analysis

After MCR-ALS decomposition of each D data matrix, the

seudo-univariate regression of area against concentration for each

nalyte was built with the concentration information for the cali-

ration samples contained in C (the areas under the elution time

rofiles for each component).

Table 1 shows the prediction results corresponding to the appli-

ation of MCR-ALS to the validation set. As can be seen, the Rela-

ive Error of Prediction (REP %) values are below 10% in all cases. In

rder to appraise whether the recoveries were not statistically dif-

erent than 100%, a hypothesis test was applied. The experimental

exp values were estimated following the Eq. (2),

exp = |100 − Rexp|
√

n

SR

(2)

here Rexp is the average experimental recovery and SR the stan-

ard deviation of the recoveries. The recoveries are considering

tatistically different than 100% when texp value exceed the criti-

al t(α,υ) value at level α, υ = n–1° of freedom and n samples [30].

onsidering 95% confidence level, the experimental texp value for

ll FQs in validation samples are lower than critical value t(0.025,10)
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Fig. 2. Chromatogram of the validation sample M02 showing the regions generated to perform the MCR-ALS resolution: (A) includes ENO, NRF, OFL and CPF, and (B)

comprises ENF, SRF and DIF. FSFD detection: λex = 280.0 nm and λem = 450.0 nm.

Fig. 3. Elution time and spectral profiles retrieved by MCR-ALS for spiked environmental water sample SP_01. Elution time (A.1) and spectral (A.2) profiles of ENO (blue),

NRF and CPF (red), and OFL (light orange). Elution time (B.1) and spectral (B.2) profiles of ENF (light blue), and SRF and DIF (black). (For interpretation of the references to

color in this figure legend, the reader is referred to the web version of this article.)
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Table 4

Computation of LOD and LOQ values using different approaches.a

Analyte MCR-ALSb Univariate calibrationc SNRd

LOD LOQ LOD LOQ LOD LOQ

ENO 4.7 14.3 5.2 14.7 4.1 10.3

NRF 0.05 0.1 2.6 7.2 0.2 0.5

OFL 0.1 0.3 3.3 9.3 0.2 0.4

CPF 0.07 0.2 1.3 3.6 0.2 0.5

ENF 0.06 0.2 3.4 9.6 0.2 0.4

SRF 0.5 1.6 2.7 7.5 0.9 2.2

DIF 0.4 1.1 6.9 19.4 2.3 5.9

a LOD, limit of detection, and LOQ, limit of quantitation, are given in ng mL−1.
b LODMCR and LOQMCR calculated according to Ref. [34].
c LODUnC and LOQUnC calculated according to Refs. [36] and [41].
d SNR, signal-to-noise ratio using peak-to-peak noise based on ICH Q2R1 guide-

line. LODSNR and LOQSNR calculated according to Ref. [37].
= 2.228, indicating that the recoveries are not statistically different

than 100%.

As previously mentioned, a recovery study that includes the si-

multaneous determination of the 7 FQs in three different environ-

mental aqueous matrices was conducted. It is worth mentioning

that the samples collected at Las Prusianas stream were found to

already contain NRF, CPF and ENR. Although they were all present

in very low concentration, i.e. 0.4, 1.0 and 3.6 ng mL−1 of CPF, NRF,

and ENR, respectively, the proposed method allowed their detec-

tion and quantitation avoiding sample preparation steps for clean-

up and/or pre-concentration. The recovery results for the 7 FQs in

three different environmental aqueous matrices are summarized in

Table 2. Here, the experimental texp value for all FQs are lower than

critical value t(0.025,8) = 2.306, asserting the efficiency and the ac-

curacy of the proposed method.

These results are indicative of the method suitability for pre-

cisely measuring the extremely low FQ concentration herein being

evaluated.

In order to quantitatively evaluate the comparability of the pure

spectra (s1) and MCR-ALS retrieved spectra (s2) by the degree of

spectral overlap (s12) the following expression was employed

s12 = ‖sT
1s2‖

‖s1‖‖s2‖ (3)

The value of s12 ranges from 0 to 1, corresponding to no over-

lapping and complete overlapping, respectively [31].

Using equation (3), the s12 values obtained for ENO, NRF/CPF,

OFL, ENF, and SRF/DIF were 0.9998, 0.9999, 0.9999, 0.9997, 1.000

and 0.9998, respectively. These figures allow us to conclude that

the spectra retrieved by MCR-ALS are comparable to the pure spec-

tra demonstrating a high quality modeling.

3.5. Figures of merit

In analytical chemistry, figures of merit (FOMs) are numerical

parameters useful to compare the relative performances of differ-

ent analytical methodologies, and also to discriminate their detec-

tion capabilities [32]. When estimating them, it is crucial to con-

sider the calibration data order to obtain consistent numerical pa-

rameters that represent the system. Additionally, in the case of

multiway data, the algorithm used to process the data should be

contemplated [33].

FOMs such as limit of detection (LOD) and quantitation (LOQ)

are related to the sensitivity (SEN) of a method, which is also a

FOM to be estimated. When MCR-ALS is applied to second-order

multivariate calibration data, SEN is assessed using the following

expression [34]:

SENMCR = pk

[
J
(
STS

)−1

kk

]−1/2

(4)

where k is the index for the analyte of interest in a multicom-

ponent mixture, J is the number of data points in each subma-

trix in the augmented mode, and pk is the slope of the MCR-

LS pseudo-univariate graph. As could be seen, SEN depends on

the non-augmented profiles S. Then, LODMCR and LOQMCR are esti-

mated following equations (5) and (6), respectively [34]:

LODMCR = 2tα,υsc = 2tα,υsdtest

SENMCR

(5)

LOQMCR = 10sc = 10
LODMCR

2tα,υ
(6)

for a non-central t distribution with υ = n–2° of freedom and a

probability α (=0.05). sc and sdtest represent the standard devia-

tion in the predicted analyte concentrations and the standard de-
iation of the estimated net signal when its true value is zero (or

oise level), respectively.

An alternative approach for determining FOMs consists in us-

ng the pure response profiles retrieved by MCR for the analyte

pecies present in a sample to estimate them as it is done in uni-

ariate calibration [35]. In this case, SEN is defined as the slope of

he calibration curve obtained by plotting the relative responses

gainst concentration of the standards and does not depend on

he non-augmented profiles S. Then LODUnC and LOQUnC are cal-

ulated following the equations (5) and (6), but using s0 instead

f sc [36,37]. Here, s0 represents an estimate of the standard de-

iation of the estimated net signal when its true value is zero.

On the other hand, the signal-to-noise ratio (SNR) can be used

o calculate LOD and LOQ in analytical procedures that exhibit

aseline noise, i.e. chromatographic or electrophoretic methodolo-

ies. In this way, SNR is determined by comparing measured sig-

als from samples with known low concentrations of analyte with

hose of blank samples. SNRs in the order of 3 and 10 are generally

onsidered acceptable for estimating LODSNR and LOQSNR, respec-

ively [37].

Table 4 contains the LODs and LOQs estimated for the 7 FQs

sing the three aforementioned approaches. As can be seen, the

igher the calibration order, the better the LOD and LOQ, since

EN increases with the number of data ways and consequently de-

reases both the LOD and LOQ [33]. It is important to highlight that

ost of the FOMs calculated following the MCR-ALS approach are

oincident in order of magnitude with those achieved when apply-

ng the SNR strategy, supporting the fact that the former is able

o provide realistic estimations. The slight difference observed in

ome cases could be attributed to the fact that the MCR-ALS strat-

gy was applied to smoothed data, i.e. subjected to noise elimina-

ion through Savitzky–Golay [28].

As stated in Table 4, the LOD values calculated using the MCR-

LS approach are below 0.5 ng mL−1 for all the FQs, except

or ENO. These values are comparable to those reported in the

etermination of the same FQs in water samples, but using an

HPLC-DAD method that requires a dispersive liquid–liquid micro-

xtraction (DLLME) pre-concentration step [38]. Similar results are

lso observed in a very recent work in which several FQs were

etermined in different aqueous matrices using salting-out as-

isted liquid–liquid extraction (SALLE) followed by UHPLC-FD [1].

t is noteworthy to mention that the HPLC-FSFD method herein

roposed, which does not include pre-concentration steps, allows

o reach LODs in the same order of magnitude than those pro-

ided by a more sophisticated method based on SPE and UHPLC-

S/MS, which was applied to the simultaneous determination of

everal FQs in powered milk and reached LOD values between

.14 ng mL−1 and 1.80 ng mL−1 [39]. Besides, LODs and LOQs
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eached in the present work are lower than those reported by

añada-Cañada et al. [40] for the determination of 8 FQs also in

queous samples, and a method previously developed by our group

sing SPE and EC-DAD as well [21].

. Conclusions

The combination of HPLC-FSFD, Y3+-analyte complex and three-

ay data modeling allowed the successful determination of 7 FQs

n different environmental water samples. The fluorescence inten-

ity enhancement of the seven studied FQs promoted by the ad-

ition of Y3+ has been shown to be an efficient way to reach ex-

remely high sensitivity, which allows for quantitation of these an-

lytes in environmental samples.

In light of the results obtained in the present work, it can be

oncluded that the proposed method is highly suitable for the

uantitation of seven FQs in environmental water samples in a

imple, fast and efficient way, without requiring neither sophis-

icated nor expensive instrumentation. Also, based on several re-

orts found in the literature [12,13], and considering that FQ acts

ia chelation with Y3+ by its specific groups (pyridine oxygen and

arboxylate oxygen), it is expected that the proposed method could

e extended to the detection of other FQs that have not been ana-

yzed in the present work. Additionally, the use of a chemomet-

ic algorithm such as MCR-ALS to model second-order data al-

ows solving mixture analysis problems, even for compounds with

ighly overlapped signals.
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