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• Hub-enhanced noise-sustained synchronization of FHN cells is investigated.
• The whole system’s dynamics is captured by a reduced few-cell model.
• Noise intensities for activation and synchronization are estimated.
• The model’s results agree with the simulation ones.
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a b s t r a c t

A ring of FitzHugh–Nagumo units with antiphase coupling between their activator fields
and submitted to a adiabatic harmonic subthreshold signal, is in turn globally coupled
in electrical mode with the activator field of a hub. Noise sustained synchronization of
neural activitywith the signal is numerically observed, and theoretically characterized. The
different dynamical regimes are elucidated using the concept of nonequilibrium potential,
and the hub is found to promote network synchronization. The minimum noise intensities
triggering the activation and synchronization processes are estimated in the framework of
a three-neuron model.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

In the theory of complex networks, hubs (highly connected nodes) are known to optimize the flow of information and
orchestrate synchronization [1]. If the network is adaptive, it can critically self-organize into scale-free topology. For that
reason, the existence of hub neurons in the cortex has long been conjectured. Until recently however [2], they had not been
found in experiments.

Hub neurons are nowadays known to play a key role in brain function as a whole, for several reasons. On one hand,
their high level of connectivity and their ability to link distant regions facilitates and accelerates the flow of information
through the neural network [3]. On the other hand, they promote the synchronization of excitable neurons in the noisy
environment of the cortex [4]. Synchronization is a crucial feature of neural networks, being it involved in a variety of
cognitive functions (perceptual grouping, attention-dependent stimulus selection, routing of signals across distributed
cortical networks, sensory-motor integration, working memory, and perceptual awareness [5]).
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The organizing ability of hub neurons is highly efficient in terms of network functionality [6,7]: stimulation or inhibition
of relatively few hub neurons triggers the activation of the neural network dynamics. As it is known however, perturbation
of a single hub may affect the whole network dynamics. This becomes relatively fragile against the removal or abnormal
maturation of someof these critical cells, leading to possible brain disorders as e.g. epilepsy,which is associated to disorder in
network oscillations [8]. Therefore, understanding the neural network dynamics in the presence of hubs and characterizing
its synchronization thresholds is of paramount importance. Note that even the dynamics of a single hub is not well studied,
especially when the properties of nodes are not identical (recall that noise induces diversity). So studying such a piece of
complex networks called ‘‘networkmotifs’’ [9,10] is fundamental to understand the phenomena inwhole complex networks.

A highly effectivemodel for numerically and analytically dealing with excitable behavior is the FitzHugh–Nagumo (FHN)
one, a two-variable reduction of the celebratedHodgkin–Huxleymodel. As excitable dynamics is stochastic in nature, amajor
theoretical development as the concept of nonequilibrium potential (NEP) [11,12] is certainly welcome. A NEP describing
the excitable regime of the FHN model is not difficult to find [13,14] and can be exploited in complex situations, allowing
e.g. to evaluate the noise intensity for synchronization as a function of some coupling strength.

Whilemost of the existingworks have focused on the noise effects in networks connected through global or local diffusive
couplings, lesser attention has been paid to phase-repulsive coupling [15–18], where the cells tend to have a phase opposite
to their nearest neighbors. Antiphase coupling plays an important role in circadian oscillation in the brain [19], synthetic
genetic oscillators [20], the dynamics of astrocyte cultures [21], and has been used to investigate several aspects in the
dynamics of neuronal and FHN coupled models [17,18,21–23] as well as Hodgkin–Huxley neurons [24,25]. In Refs. [26–31]
we have considered a ring of FitzHugh–Nagumo units with antiphase coupling between their activator fields.

We now retrieve the model of Ref. [27] to study the effect of global coupling to a hub, on the noise-sustained
synchronization between a ring of phase-repulsively coupled neurons and a subthreshold adiabatic external signal. In
Section 2 we introduce the model, its dynamic equations and parameters. In Section 3 we provide numerical evidence
of noise-sustained synchronization between the network and the external signal, and characterize the constructive role
of noise in the process. In Section 4 we elucidate the observed dynamics in terms of the NEP of a reduced model. Finally,
we collect our conclusions in Section 5. Appendix A devotes to estimating the noise intensity necessary to escape from a
given state and Appendix B, to explain the deterministic growth of some numerically observed structures we call ‘‘antiphase
states’’ (APS).

2. The model

The stochastic dynamics of the isolated cells is given by

u̇ = b u (1 − u2) − v + r1 ξ (u)(t) + r2 ξ (v)(t), (1)

v̇ = ϵ (β u − v + C) + r3 ξ (u)(t) + r4 ξ (v)(t), (2)

whereu is the fast variable or activator (whichmimics the actionpotential off the cell), and v is the slow (recovery) variable or
inhibitor, related to the time-dependent conductance of the K+ channels in the membrane [32]. ϵ is the activator–inhibitor
timescale ratio, and C a tonic current. The ξ (k) (k ∈ {u, v}) are Gaussian white noises with intensity η: ⟨ξ (k)

⟩ = 0 and
⟨ξ (k)(t) ξ (l)(t ′)⟩ = η δk,l δ(t − t ′). The values adopted throughout the work are: ϵ = 10−2, β = 10−2, b = 3.5 × 10−2,
C = 2 × 10−2, ϵ r1 = r3 = cos 0.05, and ϵ r2 = r4 = sin 0.05. Parameters ϵ, β and the r ’s have been selected in such a way
that they satisfy Eq. (13) below, an integrability condition required by the theoretical characterization of the dynamics.

The equations of the model are

u̇i = b ui (1 − u2
i ) − vi + S(t) − D (ui+1 + ui−1) + E (uH − ui) + r1 ξ

(u)
i (t) + r2 ξ

(v)
i (t), (3)

v̇i = ϵ (β ui − vi + C) + r3 ξ
(u)
i (t) + r4 ξ

(v)
i (t), (4)

u̇H = b uH (1 − u2
H) − vH +

N
i=1

E (ui − uH) + r1 ξ
(u)
H (t) + r2 ξ

(v)
H (t), (5)

v̇H = ϵ (β uH − vH + C) + r3 ξ
(u)
H (t) + r4 ξ

(v)
H (t). (6)

Subindices i run from 1 to N , with uN+1 ≡ u1 and u0 ≡ uN , and subindex H labels the hub. D and E are the antiphase
and electrical couplings, respectively. Noises applied to different cells are independent but have the same intensity η.
Regarding the signal S(t) = A0 sinωt , A0 and ω are low enough so that it can be regarded as subthreshold and adiabatic
(the period remains above the typical deterministic time, i.e. the turnaround time of a single spike). Throughout the work,
A0 = 1.1 × 10−2, ω = 2 × 10−3, N = 256 and D = 10−2 have been adopted.

The central target of the paper is to investigate how affects the inclusion of an electrically coupled hub the
synchronization processes of neuronal systems with the aptitude to develop noise-sustained synchronization. The choice
of the underlying model (antiphase-coupled network without hub) is based on the robustness of its synchronization
attractor.
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Fig. 1. Activity record of a subset of 100 neurons, during roughly four periods of the signal and the regimes summarized in Table 1. Light gray: activated
cells; dark gray: inhibited cells. Horizontal axis denotes cells, vertical axis denotes time. Subthreshold oscillations, ring activation and synchronization can
be observed, for example, in a1, a4 and a6 respectively.

Table 1
Coupling strengths and noise intensities corresponding to the frames in Fig. 1.

Row E η

a 10−5 6 × 10−9 8 × 10−9 1.5 × 10−8 2.7 × 10−8 6.9 × 10−8 1.405×10−7

b 2 × 10−3 1.5 × 10−8 2.45 × 10−8 3 × 10−8 8.25 × 10−8 3 × 10−7 8 × 10−7

c 4 × 10−3 1.5 × 10−8 2 × 10−8 3.5 × 10−8 4 × 10−8 1.26 × 10−7 9 × 10−7

3. Noise sustained synchronization

A cell is said to be ‘‘activated’’ or ‘‘excited’’ whenever its activator field exceeds some threshold value Uth. The level of
activity of the ring can be quantified by introducing the normalized global activity

A(t) =
1
N

N
i=1

Θ[ui(t) − Uth], (7)

where Θ is the Heaviside step function. As expected, A(t) is not sensitive to Uth within certain bounds. Hereafter we take
Uth = 0.4. Since the antiphase coupling within the ring (controlled by D) tends to inhibit an excited neuron’s nearest
neighbors, spatially alternating states of excited and inhibited cells – which we call ‘‘antiphase states’’ (APS) [26–31] – are
often observed. A perfect APSwould yield A = 0.5. Activation is however a noise-assisted process, so alternancemay fail due
to the local noises and A is unlikely to attain this value. Fig. 1 illustrates this point. The time evolution of the activator fields ui
is shown for different values of the global coupling E to the hub and different noise intensities η (Table 1). The ordinate and
abscissa axes in each frame stand respectively for time and the spatial order iwithin a subset of the ring. The value of ui can
be read off in gray scale, lighter cells being activated and darker ones inactive. Row (a) illustrates the formation (and eventual
degradation) of the APS state (we call this mechanism activation of the ring) as η increases, and further synchronization of
the APS with the external signal. The other rows show synchronization without previous activation.

An indicator of the synchrony of the ring with the external signal S(t) is the Q factor, defined by

Q =


Q 2
sin + Q 2

cos, with Qsin =
2
nT

 nT

0
A(t) sin(ωt)dt and Qcos =

2
nT

 nT

0
A(t) cos(ωt)dt, (8)

where n is the number of periods T covered by the integration time.
Fig. 2 plots the Q factor as a function of the noise intensity η, for several values of E. The noise sustaining the dynamics

has a constructive role for low intensities (it enhances coherence). As expected, this coherence degrades for larger noise
intensities. In this regime we also observed that a larger global coupling to the hub requires larger noise intensities for
optimal coherence. In the following we attempt to shed light on this scenario by resorting to the NEP formalism, which
allows us to estimate the noise intensities for synchronization.
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Fig. 2. Q factor (average over 10 realizations) as a function ofη: (a) E = 0 and 10−5 (virtually indistinguishable between them in the graph), (b) 1.35×10−3 ,
and (c) 4 × 10−3 .

4. Analytical approach to the problem

4.1. Nonequilibrium potential of the full model

For a system of Langevin-type equations, the nonequilibrium potential (NEP) Φ is defined through the zero-noise limit
of the stationary probability density function P by [11]

P = Z exp [−Φ/η + O(η)] . (9)

The NEP is a Lyapunov functional of the deterministic dynamics and provides information on the properties of attractors.
In particular, it determines the height of the barriers separating attraction basins, which in turn define the transition rates
among the different attractors.

For a general network of linearly coupled FitzHugh–Nagumo cells, the NEP has been derived in Ref. [28]. Applied to the
present case, it reads

Φ = Φs(uH , vH) +

N
i=1


Φs(ui, vi) −

2
λ1

S(t) ui +
2D
λ1

uiui+1 +
E
λ1

(ui − uH)2


, (10)

Z = constant, (11)

Φs being the NEP for a single cell without signal,

Φs(u, v) =
ϵ

λ2
(v2

− 2β uv − 2Cv) +
2λϵ

λ1λ2
(β u2

+ 2Cu) −
2
λ1


b
2
u2

−
b
4
u4


, (12)

with λ1 = r21 + r22 , λ2 = r23 + r24 and λ = r1r3 + r2r4. Integrability conditions (arising from the NEP’s derivation) constrain
the parameters to obey

βλ1 + λ2/ϵ = 2λ. (13)

The third term in Eq. (10) is the explicit contribution of the signal, the fourth one takes into account the antiphase coupling
inside the network and the last one, the electrical coupling between the ring’s neurons and the hub.

4.2. Reduced three-neuron model

A theoretical study of the dynamics can be done through the NEP. Given that in the APS each neuron in the ring is roughly
in the same state as its second neighbor, wewrite the NEP as if all even neurons on one side and all odd ones on the other side
were exactly in the same state, so that thewhole ring is described by two neurons. Dividing the resulting NEP byN/2, we can
interpret it as a simplifiedmodelwhere the ring is represented by a two-neuron system, and an additional neuron represents
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Fig. 3. NEP values at the minima (solid lines) and saddle (dashed line) of the three-neuron model, for E = 10−5 .

the hub. The two-neuron description of the ring (introduced in Ref. [27]) is theminimal description able to describe the APS.
For the three-neuron model, the NEP in Eq. (10) takes the form

Φ(u1, v1, u2, v2, uH , vH) = Φs(u1, v1) + Φs(u2, v2) +
2
N

Φs(uH , vH)

+
1
λ1


−2 S(u1 + u2) + 4D u1u2 + E


(u1 − uH)2 + (u2 − uH)2


. (14)

The critical points of theNEP are identified by a two-letter code,which denotes the states of the twoneurons representing
the ring (the state of the hub needs not be denoted, since noNEP states differing only in the state of the hub have been found).
An inhibited neuron is denoted by U and an activated one by E; if it is in an intermediate state, by S. Whenever at least one
letter in the code is S, the corresponding critical point is a saddle point of the NEP. Due to the system’s symmetry, two states
whose two-letter codes differ by exchange are degenerate (they have the same NEP value). Thus except the UU state, all
critical points are degenerate. Using this model, we analyze the different global behaviors of the system as the coupling
strength E is varied.

The noise intensity needed to escape with chance p from a given state is estimated in Appendix A, Eq. (A.5), in terms
of the barrier Φsad for whole system. Setting Φsad = (N/2) 1Φ , where 1Φ is the barrier for the reduced model, the noise
intensity needed to escape with p = 0.01 chance is

η =
1Φ

2.3
. (15)

The value of p has been chosen small enough so that (being the barrier for return much higher than 1Φ) one can safely
assume that the system does not return to the original state once the transition occurs. This assumption greatly simplifies
the calculation of the activation and synchronization onsets.

4.3. Weakly coupled hub

Fig. 3 illustrates the typical barrier structure occurring for small enough coupling strengths (0 < E ≤ 1.35×10−3). There
are five critical points over the entire S range: UU plus two degenerate minima (UE and EU) and two degenerate saddles (SU
and US). The dynamics consists of subthreshold oscillations – i.e. remaining in the UU state –, until the system can overcome
the barrier and go to the EU state. For E = 10−5 this occurs at S = A0, with η ≈ 1.5×10−8 (see a3 in Fig. 1). Since the barrier
to escape from EU is larger that the first one, the system remains activated, namely in EU state. For a somewhat larger noise
intensity (η ≈ 6.9 × 10−8) it can even overcome the barrier at S = −A0 and become synchronized (see a5 in Fig. 1). With
this noise level the system thus alternates between UU and EU adiabatically follows the signal. Fig. 4 displays the activator
field uH of the hub in the UU and EU state at S = −A0 and S = A0 respectively, as a function of the electric coupling E. The
difference between both curves represents the excursion of the uH field at synchronization, with increasing amplitude as E
increases.

In simulations, activation begins as a local phenomenon because – as already reported [27] – it starts at individual cells
rather than in the network as awhole (Fig. 1(a2)). In order to describe this phenomenon,we assume that if the noise intensity
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Fig. 4. Activator field uH of the hub, as a function of electric coupling E. Solid line: at the EU state (for S = A0); dashed line: at the UU state (for S = −A0).
For each E value, the difference between both curves yields the amplitude of the hub’s oscillations in the synchronized regime, which has a maximum at
E ≈ 5 × 10−3 .

Fig. 5. NEP values in the minima (solid lines) and saddle (dashed line) of the three-neuron model, for E = 2 × 10−3 .

is such that the activation probability of the whole network is 0.01, then 1% of its units will be locally activated (see details
in Appendix A). For example, Fig. 1(a2) shows the evolution of a structure generated by the activation of a single neuron.
Although the emergence of seeds is a stochastic process, their further growth is deterministic (as discussed in Appendix B).
Note that in Fig. 1(a2), the seed does not appear until the second period of the signal has begun. This is consistent with the
activation being less than 1% for that value of η.

4.4. Stronger hub–ring coupling

For 1.36 × 10−3
≤ E ≤ 2.56 × 10−3, although barrier structure is similar to the previous case to first glance, the first

barrier (to escape from UU) is larger than the second one (to escape from EU), so there is no activation within this range of
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Fig. 6. NEP values in the minima (solid lines) and saddle (dashed line) of the three-neuron model, for E = 4 × 10−3 .

values, and the system goes directly from subthreshold oscillations to synchronization. Fig. 5 shows the barrier structure
for E = 2 × 10−3 as an example. For this coupling strength, the system performs subthreshold oscillations at small η and
synchronizes for larger η. The onset of synchronization is estimated to occur at η = 2.45 × 10−8 (see row b in Fig. 1).

For larger couplings (2.57 × 10−3
≤ E ≤ 2.5 × 10−2) the states SU and EU collapse for smaller signal values, and the

second barrier disappears, but the dynamics remains similar to the previous case: the system passes from subthreshold
oscillations to synchronization. Fig. 6 illustrates, as an example, the case for E = 4 × 10−3. The theoretical prediction for
the onset of synchronization is η ≈ 3.5 × 10−8 (see row c in Fig. 1).

For E ≥ 2.6×10−2, only the UU state exists over thewhole signal range. The curve of EU state in Fig. 4 ceases abruptly for
higher values of E, because the EU (and SU) states do not exist anymore. As a consequence, activation and/or synchronization
are not possible.

4.5. Dynamical regimes

Fig. 7 summarizes the different regions in the η − E plane. The boundaries are calculated from the activation and
synchronization barriers. The former are given by Φ(SU) − Φ(UU) at S = A0 (for 0 < E ≤ 1.35 × 10−3); the latter, by
Φ(SU)−Φ(EU) at S = −A0 (for 0 < E ≤ 1.35×10−3) and Φ(SU)−Φ(UU) at S = A0 (for 1.36×10−3

≤ E ≤ 2.5×10−2).
We note that the hub promotes network synchronization. Fig. 7 shows that with respect to a network without hub

(studied in Ref. [27] and corresponding to E → 0 in Fig. 7), the noise intensity necessary to synchronize the network
decreases until E ≈ 1.35 × 10−3, and increases past this value. The reduction in η at this optimal value of E with regard
to the E = 0 case is about 2.8 for the numerical data (maxima of the Q factor) and 3.25 for the theoretical prediction (onset
of synchronization).

5. Conclusions

In this paper we explore the effect of coupling globally (via electrical synapses) a network of FitzHugh–Nagumo neurons
to an additional FitzHugh–Nagumo neuron, which acts as hub. The activator fields of the network’s neurons are coupled in
antiphase mode to those of their nearest neighbors, and are globally subject to a subthreshold harmonic external adiabatic
signal. Moreover, each activator and inhibitor field is subject to independent white Gaussian noises of equal intensity.

The phenomena of activation and synchronizationwith the signal of the emergent antiphase structureswere numerically
studied. In particular, their dependence on the strength E of the coupling to the hub. Simulations performedwith increasing
noise intensities revealed two routes toward synchronization:

1. For low E there is a transition from subthreshold oscillations to activation of the ring, and then to synchronization with
the signal (which finally degrades).

2. For larger E values, there is no activation: by increasing the noise intensity, the transition occurs directly from
subthreshold oscillations to network synchronization.
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Fig. 7. Noise intensity vs. global coupling strength phase diagram, in log–log scale. The boundaries are determined from Φ(SU) − Φ(UU) at S = A0
(solid line), and Φ(SU) − Φ(EU) at S = −A0 (dashed line). The circles indicate the maxima of the Q factor, obtained from simulations. The crosses locate
the regimes corresponding to the snapshots in Fig. 1 (the labels are indicated, note that a1 and a2 lie outside the graph). For E = 0 the value of 1Φ for
synchronization is 1.6 × 10−7 (first calculated in Ref. [27]) that renders η = 6.96 × 10−8 . For E = 1.35 × 10−3 (where both synchronization boundaries
meet) η = 2.14 × 10−8 .

The existence of a hub-enhanced synchronizationmechanism is observed. This allows the ring to synchronize at lower noise
levels that in the absence of the hub. The role of the noise is twofold: on one hand, it is (together with couplings and signal)
an essential ingredient in this process; on the other, there is an optimal noise intensity for maximal coherence (the Q factor
exhibits a maximum as a function of the noise intensity).

Through a reduced three neuron model and using the concept of nonequilibrium potential (NEP), we obtain a signal-
dependent potential landscape which explains the global dynamical regimes (in particular, both synchronization routes).
This description is a simplified one, and of course do not take into account some system stateswhich are present in numerical
simulations, as for example the presence of defects (intended as the broke of periodicity in the cell states). Another fact that
cannot be explained for the three neuron model is that simulations with relatively low noise show that the APS forms
partially at the beginning, from nucleation seeds that grow deterministically at each period of the signal. This phenomenon
could be explained through the NEP, using a model with a reduced number of variables (which greatly simplifies the
theoretical treatment).

The barrier heights obtained in the framework of a three-neuron model, give an estimate of the noise intensities for the
onset of activation and synchronization (it is worth noting that barriers for the whole system are exactly computed through
the corresponding three-neuron model ones). The NEP provides a powerful framework to study the relationship between
the architecture changes in the network (originated by the hub) and the effects induced by noise. In particular, the signal-
dependent NEP landscape allows to quantify the levels of noise and to determine in each case which transitions are to be
expected andwhich are not.We theoretically establish and numerically confirm that the noise threshold for synchronization
has a minimum as a function of the global coupling E with the hub. We also verify that the Q factor is larger in this case
than without hub. This result clearly shows that the inclusion of a single highly connected neuron improves the network’s
synchronization properties.

We remark that the noise-induced decays correspond to global decrease of the NEP, being the role of the signal to
change adiabatically the relative stability between the wells, so providing the route to synchronization. This mechanism
can be extrapolated to those systems for which an external signal induces a periodic change in the relative stability of the
metastable attractors.

In conclusion, we have shown that NEP is a suitable tool to analyze deterministic and stochastic processes. Here we have
focused on a case of great practical importance, which is the role of hubs in the synchronization process. We hope this
methodology to work equally well in more realistic networks or systems.
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Appendix A. Noise intensity to escape from a state

Let X be the column vector whose n = 2(N + 1) components xi are the activator and inhibitor fields of the N neurons in
the ring plus those of the hub. Let us place the origin in the departure state α and take Φ = 0 in this state. An expansion of
Φ to second order in X yields

Φ(X) = XTAX, (A.1)

with Aij = ∂2Φ/(∂xi∂xj)|α the Hessianmatrix evaluated atα. By the NEP’s definition, Eq. (9), near stateα we can approximate
the stationary joint probability density function for X by

P(X) =

√
det A
πn/2

exp


−
XTAX

η


. (A.2)

Hence the NEP’s mean and standard deviation are ⟨Φ⟩ = n η/2 and σΦ :=


⟨Φ2⟩ − ⟨Φ⟩2 =
√
n/2 η, where ⟨f ⟩ :=

∞

−∞
P(X) f (X) dnx. Note that Eq. (A.1) can we rewritten as

Φ(X) = X′TA′ X′
=

n
i=1

A′

iix
′2
i , (A.3)

whereX′
= QX, with Q a orthogonal matrix such that A′

= Q TAQ is a diagonal one. Since Eq. (A.3) is a linear combination of
random variables with finite variance (χ2-distributed), we can (by invoking the Central Limit Theorem) approximate P(Φ)
when the system is in state α by

P(Φ) =
1

η
√

πn
exp


−

(Φ − nη/2)2

nη2


. (A.4)

From Eq. (A.4) we get Prob(Φ ≥ ⟨Φ⟩+σΦ δ) = p, where δ =
√
2 erfc−1(2p) and erfc−1 is the inverse complementary error

function. In order to estimate escape from state α we adopt the criterion Φsad = ⟨Φ⟩ + σΦ δ, where Φsad is the NEP value at
the saddle point. Then, the noise intensities for the transition to occur with chance p is

η =
Φsad

n/2 + δ
√
n/2

. (A.5)

Appendix B. Deterministic growth from a single seed

In Fig. 1(a2) it is clearly seen that when partial activation takes place (i.e. for low η values), it starts in a neuron and
spreads to its neighbors. The three-neuron model being mean-field in nature, it cannot account for this phenomenon. In
order to explain this process, we study a ‘‘partial activation model’’. To that end, we calculate the system’s NEP when –
except for five consecutive neurons of the ring – the values of the other activator fields are set to the value UI taken in the
UU state of the three-neuron model. The hub’s activator field will be fixed at UH (taken in the UU state of the three-neuron
model), because only a small number of neurons can vary and being the hub connected to all the neurons, the hub field uH
should not deviate much from UH . Note that both UI and UH are functions of the signal’s instantaneous value S. Thus, five
consecutive neuron fields vary in this model. But since – due to the symmetry of the phenomenon – we set u1 = u5 and
u2 = u4, there are only three variables. The NEP reads

Φ(u1, u2, u3) = 2Φs(u1) + 2Φs(u2) + Φs(u3) −
2
λ1

S(t)(2u1 + 2u2 + u3)

+
4D
λ1

(UIu1 + u1u2 + u2u3) +
E
λ1

[2(u1 − UH)2 + 2(u2 − UH)2 + (u3 − UH)2], (B.1)

where we have omitted terms that not depending on u1, u2, or u3 because they are irrelevant.
Fig. B.1 shows the NEP values at all the critical points of this model, for E = 10−5. Although denoted by means of

three letters, they correspond to 5 consecutive neurons. For example, the EUE state has three active neurons (separated
by inhibited ones) on the uniform background.

For S somewhat lower than A0, being in the UUU state with a relatively low η, one can overcome the UUS barrier and
reach the UUE state. But for S = A0 there is no UUE state (it disappears by collapse with SUE, see details in the inset).
Since the UUS saddle is still present, it continues to act as a barrier to escape from UUU. Although the system cannot end up
anymore in UUE, it sweeps the region slowly and continues toward EUE. In other words, it starts with an excited neuron and
deterministically ends up with three excited neurons. That is what is seen in the simulations: the APS area expands almost
instantaneously and very neatly, which is consistent with it being deterministic. Obviously, the model does not allow the
APS to expand farther than five neurons. But we have observed in similar models – differing only in their larger number of
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Fig. B.1. NEP value at the critical points for the partial activation model. Thick lines correspond to NEP minima, thin ones to saddles. The inset reproduces
the most interesting portion of the graph (for clarity, some curves that are not relevant to explain the mechanism of deterministic growth have been
removed).

variable neurons – that the states with three omore excited neurons disappear for larger signal values, just as it occurs with
the state of an excited neuron in the model we are analyzing. As the signal value decreases during the time evolution, the
APS which grew up to a certain number of neurons can no longer grow. However, it is stable for the attained configuration
(i.e. it is a local minimum of the NEP). The system will deterministically escape in the next period of the signal (when this
state will disappear) and the APS will continue to grow, as shown in Fig. 1(a2).
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