A CLASSIFICATION OF NICHOLS ALGEBRAS
OF SEMI-SIMPLE YETTER-DRINFELD MODULES
OVER NON-ABELIAN GROUPS

I. HECKENBERGER AND L. VENDRAMIN

Abstract. Over fields of arbitrary characteristic we classify all braid-
indecomposable tuples of at least two absolutely simple Yetter-Drinfeld
modules over non-abelian groups such that the group is generated by
the support of the tuple and the Nichols algebra of the tuple is finite-
dimensional. Such tuples are classified in terms of analogs of Dynkin di-
agrams which encode much information about the Yetter-Drinfeld mod-
ules. We also compute the dimensions of these finite-dimensional Nichols
algebras. Our proof uses essentially the Weyl groupoid of a tuple of sim-
ple Yetter-Drinfeld modules and our previous result on pairs.
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Introduction

Let $K$ be a field and let $G$ be a group. The $G$-graded $KG$-modules (also
known as Yetter-Drinfeld modules) form a braided vector space. To any
braided vector space $V$ there exists up to isomorphism a unique connected
graded braided Hopf algebra $B(V)$ generated by $V$, such that the generators
have degree 1 and all primitive elements are in $V$. This braided Hopf
algebra is known as the \textit{Nichols algebra of }$V$. It is a fundamental problem in Hopf algebra theory to understand the structure of Nichols algebras, see for example [10] and [2]. Besides their applications to quantum groups and Hopf algebras, Nichols algebras have many other interesting applications such as Schubert calculus [15], Lie superalgebras, see [1, Example 5.2], and logarithmic conformal field theories [38, 39, 40].

First definitions and structural results on Nichols algebras were obtained by Nichols [36]. Nichols algebras were rediscovered later by Woronowicz [42, 43] and Majid [35], and they were used as a basic object in the lifting method of Andruskiewitsch and Schneider [8] to classify (finite-dimensional) pointed Hopf algebras [9, 11, 12]. Nowadays there exist generalizations of this method to other classes of Hopf algebras [4]. A common step in these methods is to determine all Nichols algebras satisfying a finiteness or a moderate growth condition. Whereas Nichols was only able to determine Nichols algebras over very small abelian groups, the theory of Weyl groupoids [20] lead to satisfactory classification results for arbitrary finite abelian groups. Among the results in this direction we mention the classification of finite-dimensional Nichols algebras of diagonal type of [19, 22, 23, 21, 24] and [31], and the results related to presentations of such Nichols algebras [14, 13].

Based on the successful experience with Weyl groupoids related to Yetter-Drinfeld modules over abelian groups, the theory was extended to arbitrary Hopf algebras with bijective antipode and semi-simple Yetter-Drinfeld modules over them [7]. It turned out that Weyl groupoids provide very strong information on the growth and on combinatorial properties of Nichols algebras in the case of several direct summands. It is remarkable that this theory is also very useful for studying Nichols algebras of simple Yetter-Drinfeld modules. Indeed, the only known tool today to study Nichols algebras over such Yetter-Drinfeld modules is to look at braided subspaces which can be viewed as semi-simple Yetter-Drinfeld modules over another Hopf algebra, see for example [5, 6]. From this point of view, the study of Nichols algebras of semi-simple Yetter-Drinfeld modules is also crucial and has several potential applications.

Let us explain the main results of this paper and the strategy of the proof. Let $G_0$ be a group and let $V$ be a finite-dimensional Yetter-Drinfeld module over $G_0$. By restriction of the module structure, one can view $V$ as a Yetter-Drinfeld module over the subgroup $G$ of $G_0$ generated by the support of $V$. Moreover, under some assumptions on $G$ and the field $k$ one can decompose $V$ into the direct sum of absolutely simples. Motivated by this setting, we study tuples $M = (M_1, \ldots, M_\theta)$ of absolutely simple Yetter-Drinfeld modules over a non-abelian group $G$, where $\theta \in \mathbb{N}$, such that $G$ is generated by the support of $V = \bigoplus_{i=1}^\theta M_i$.

Let us add here a side remark. The reflection theory and the Weyl groupoid exist for tuples of simples. However, allowing simple Yetter-Drinfeld
modules would lead to a discussion of group representations depending heavily on the field. Further, one would lose essential parts of the combinatorics of the Weyl groupoid: In the worst case one has only one simple summand over the base field instead of several absolutely simples over an extended field. On the other hand, field extensions of Nichols algebras are well understood. Therefore, in general it is more promising to extend the field appropriately before studying a Nichols algebra.

Since $V$ is a braided vector space, it admits a Nichols algebra $B(V)$. The general theory implies that in some cases, containing those with $\dim B(V) < \infty$, one can attach to $M$ a connected finite Cartan graph of rank $\theta$, see Section 1 for the definitions. If $\theta = 1$, then the Cartan graph contains no information about $B(V)$. Therefore we restrict our attention to the case $\theta \geq 2$. Our aim is now to provide a classification of $\theta$-tuples $M$ of absolutely simple Yetter-Drinfeld modules over non-abelian groups such that the group is generated by the support of $\bigoplus_{i=1}^{\theta} M_i$, and $M$ has an indecomposable finite Cartan graph. We record that the indecomposability assumption on the finite Cartan graph is merely of technical nature. It allows us to exclude the components of the Cartan graph of rank one. Since the classification in the case of two simple summands was performed in [29, 30, 28], here we consider the case $\theta \geq 3$. To write our classification theorem, we introduce two concepts:

**Braid-indecomposability.** The braid-indecomposability of the tuple of Yetter-Drinfeld modules records the indecomposability assumption on the finite Cartan graph, see Definition 2.1.

**Skeletons.** To describe the structure of the Yetter-Drinfeld modules involved, we make use of diagrams which are analogs of Dynkin diagrams of finite type. We call them skeletons of finite type. See Definition 2.2 for the definition of a skeleton and Figure 2.1 for skeletons of finite type.

A consequence of our main result is the following classification, see Theorem 2.5.

**Classification theorem.** Let $\theta \geq 3$ and let $M = (M_1, \ldots, M_\theta)$ be a braid-indecomposable tuple of Yetter-Drinfeld modules over a non-abelian group $G$ such that the support of $M_1 \oplus \cdots \oplus M_\theta$ generates $G$. Then the Nichols algebra $B(M_1 \oplus \cdots \oplus M_\theta)$ is finite-dimensional if and only if $M$ has a skeleton of finite type.

We remark that no assumption on the characteristic of the field $K$ is needed. The theorem is the culmination of several theorems stated in Section 2. These theorems contain the dimensions and the Hilbert series for the Nichols algebras of the classification. Almost all of the examples appearing in our classification admit a standard (classical) root system. The dimensions of the Nichols algebras admitting a standard root system are shown in Table 1.
Table 1. Finite-dimensional Nichols algebras with a standard root system.

<table>
<thead>
<tr>
<th>dimension</th>
<th>$2^{\theta(\theta+1)}$</th>
<th>$4^{\theta(\theta-1)}3^3$</th>
<th>$2^{2\theta^2-\theta}$</th>
<th>$4^{\theta(\theta-1)}$</th>
<th>$4^36^3$</th>
<th>$4^{120}$</th>
<th>$4^{18}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>root system</td>
<td>$A_\theta$</td>
<td>$B_\theta$</td>
<td>$C_\theta$</td>
<td>$D_\theta$</td>
<td>$E_6$</td>
<td>$E_7$</td>
<td>$E_8$</td>
</tr>
<tr>
<td>char $\mathbb{K}$</td>
<td>3</td>
<td>$\neq 2$</td>
<td>$\neq 2$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It is remarkable that in characteristic zero and in the case where $\theta \geq 4$, these finite-dimensional Nichols algebras appear in the work of Lentner [34] related to coverings of Nichols algebras.

In the case of three simple summands, one has an additional family of examples which admits a non-standard root system. The dimensions of these Nichols algebras are shown in Table 2.

Table 2. Finite-dimensional Nichols algebras with a non-standard root system of rank three.

<table>
<thead>
<tr>
<th>dimension</th>
<th>$3^6 12^7$</th>
<th>$2^{12} 12^4$</th>
<th>$6^6 12^7$</th>
</tr>
</thead>
<tbody>
<tr>
<td>char $\mathbb{K}$</td>
<td>2</td>
<td>3</td>
<td>$\neq 2, 3$</td>
</tr>
</tbody>
</table>

The proof of Theorem 2.5 is based on a general PBW-type theorem on certain Nichols algebras from [25, Thm. 2.6], see Theorem 1.2, on the classification in the case $\theta = 2$ [28], and on the classification of connected indecomposable finite Cartan graphs of rank three [17]. In fact, we only need Lemma 3.1 from [17], for the proof of which we had to use the main result in [17]. In order to simplify our approach further, we prove the following theorem, see Theorem 4.2.

**Theorem.** Any connected indecomposable finite Cartan graph has an object with a Cartan matrix of finite type.

This result is of independent interest and its proof does not use the classification of finite Cartan graphs [17, 18]. At an early stage of our work we had a proof of our main classification theorem without using the classification in [17], but it was much more technical than the present work.

The paper is organized as follows. Notations, terminology and a review of the theory of Weyl groupoids of tuples of simple Yetter-Drinfeld modules over groups is given in Section 1. In Section 2 we state the main result of the paper, a classification of finite-dimensional Nichols algebras of semisimple Yetter-Drinfeld modules over groups in terms of skeletons of finite type. This section also contains the Hilbert series of each of the Nichols algebras appearing in our classification, see Theorems 2.6, 2.7, 2.8, 2.9, and 2.10. In Sections 3 and 4 we collect useful facts about finite Cartan graphs. In particular, in Theorem 4.2 we prove that every finite connected
integers, $K$. As usual, Yetter-Drinfeld modules were studied using known methods. Appendix B reviews the main results of [28], where cited and some new results, which are needed in the paper, are obtained for particular Yetter-Drinfeld modules $V$. Appendix A is devoted to the structure theory of (ad $V$) for particular Yetter-Drinfeld modules $V$ and $W$. Some known results are cited and some new results, which are needed in the paper, are obtained using known methods. Appendix B reviews the main results of [28], where finite-dimensional Nichols algebras of direct sums of two absolutely simple Yetter-Drinfeld modules were studied.

1. Preliminaries

1.1. As usual, $\mathbb{N}$ is the set of positive integers, $\mathbb{N}_0 = \mathbb{N} \cup \{0\}$, $\mathbb{Z}$ is the set of integers, $K$ is an arbitrary field of characteristic $\text{char } K$ and $K^* = K \setminus \{0\}$.

For a set $X$ we write $\vert X \vert$ for the cardinality of $X$.

For a group $G$ we write $\hat{G}$ for the set of linear characters of $G$ and $Z(G)$ for the center of $G$. For $g \in G$, we write $G^g$ for the centralizer of $g$ in $G$. The conjugacy class of $g$ will be denoted by $g^G$. For any $g, h \in G$ we sometimes write $g \unlhd h$ for $ghg^{-1}$. If $X \subseteq G$ is a subset, then $\langle X \rangle$ denotes the subgroup of $G$ generated by $X$.

The category of Yetter-Drinfeld modules over $G$ will be denoted by $\mathcal{YD}_G$. Recall that a Yetter-Drinfeld module over $G$, also called a $G$-graded $K$-module, is a $K$-module $V = \bigoplus_{g \in G} V_g$ such that $hV_g \subseteq V_{gh^{-1}}$ for all $g, h \in G$. It is a braided vector space with braiding $c: V \otimes V \to V \otimes V$ defined by $c(u \otimes v) = gv \otimes u$ for all $u \in V_g$, $v \in V$. The support of $V$ is $\text{supp } V = \{g \in G : V_g \neq 0\}$.

We say that $V$ is absolutely simple if $V \neq 0$ and if for any field extension $L$ of $K$ the only Yetter-Drinfeld submodules of $L \otimes_K V$ over $LG$ are $\{0\}$ and $L \otimes_K V$. (Absolutely) simple Yetter-Drinfeld modules over $G$ are parametrized by pairs $(g^G, \rho)$, where $g^G$ is a conjugacy class of $G$ and $\rho : K^G \to \text{End}(W)$ is an (absolutely) irreducible representation of the centralizer $G^g$. The (absolutely) simple Yetter-Drinfeld modules over $G$ are $M(g^G, \rho) = \text{Ind}_{g^G}^{G} \rho$

with the induced action $y(x \otimes w) = yx \otimes w$ for $x, y \in G$ and $w \in W$, and the coaction $\delta : M(g^G, \rho) \to K^G \otimes M(g^G, \rho)$ is given by $\delta(x \otimes w) = xgx^{-1} \otimes (x \otimes w)$ for all $w \in W$, $x \in G$. One also says that $x \otimes w$ has $G$-degree $xgx^{-1}$.

For a $G$-graded $K$-module $V$ we write $\mathcal{B}(V)$ for the Nichols algebra of $V$. Nichols algebras are connected strictly $\mathbb{N}_0$-graded braided Hopf algebras with $V$ as degree one part. The Hilbert series of an $\mathbb{N}_0$-graded algebra $R = \oplus_{n \in \mathbb{N}_0} R_n$ is $\sum_{n \geq 0} (\dim R_n) t^n \in \mathbb{Z}[[t]]$. For all $k \in \mathbb{N}_0$ and $t \in K$ let $(k)_t = 1 + t + \cdots + t^{k-1}$ be the usual $t$-number.
Many examples of finite-dimensional Nichols algebras of pairs of absolutely simple Yetter-Drinfeld modules are related to the groups $\Gamma_n$ defined in [25]; For all $n \in \mathbb{N}_{\geq 2}$, the group $\Gamma_n$ is defined by the generators $a, b, \nu$ and relations

$$ba = \nu ab, \quad \nu a = a\nu^{-1}, \quad \nu b = b\nu, \quad \nu^n = 1.$$  

1.2. Weyl groupoids and root systems. We review the basics of the theory of Weyl groupoids of tuples of simple Yetter-Drinfeld modules over groups. We refer to [7] and [26, 25] for details and proofs. We use the terminology introduced in [41] after several discussions with Andruskiewitsch and Schneider.

Let $\theta \in \mathbb{N}$ and let $I = \{1, \ldots, \theta\}$. Let $\mathcal{X}$ be a non-empty set and for each $X \in \mathcal{X}$ let $A^X = (a^X_{ij})_{1 \leq i, j \leq \theta}$ be a generalized Cartan matrix. For all $i \in I$ let $r_i: \mathcal{X} \to \mathcal{X}$ be a map. The quadruple

$$\mathcal{C} = \mathcal{C}(I, \mathcal{X}, r, A),$$

where $r = (r_i)_{i \in I}$ and $A = (A^X)_{X \in \mathcal{X}}$, is called a semi-Cartan graph if $r_i^2 = \text{id}_X$ for all $i \in I$, and $a^X_{ij} = a^X_{ji}(X)$ for all $X \in \mathcal{X}$ and $i, j \in I$. We say that a semi-Cartan graph $\mathcal{C}$ is connected if there is no proper non-empty subset $\mathcal{Y} \subset \mathcal{X}$ such that $r_i(Y) \in \mathcal{Y}$ for all $i \in I$ and $Y \in \mathcal{Y}$.

Let $\mathcal{C} = \mathcal{C}(I, \mathcal{X}, r, A)$ be a semi-Cartan graph. There exists a unique category $\mathcal{D}(\mathcal{X}, I)$ with $\mathcal{X}$ as its set of objects and with morphisms

$$\text{Hom}(X, Y) = \{(Y, f, X) : f \in \text{End}(\mathbb{Z}^\theta)\}$$

for $X, Y \in \mathcal{X}$ with the composition defined by

$$(Z, g, Y) \circ (Y, f, X) = (Z, gf, X)$$

for all $X, Y, Z \in \mathcal{X}$ and $f, g \in \text{End}(\mathbb{Z}^\theta)$.

We write $\alpha_1, \ldots, \alpha_\theta$ for the standard basis of $\mathbb{Z}^\theta$.

For each $X \in \mathcal{X}$ and $i \in I$ let

$$s_i^X \in \text{Aut}(\mathbb{Z}^\theta), \quad s_i^X \alpha_j = \alpha_j - a^X_{ij} \alpha_i$$

for all $j \in I$. Let $\mathcal{W}(\mathcal{C})$ be the subcategory of $\mathcal{D}(\mathcal{X}, I)$ generated by the morphisms $(r_i(X), s_i^X, X)$, where $i \in I$ and $X \in \mathcal{X}$. Then $\mathcal{W}(\mathcal{C})$ is a groupoid. For any $X, Y \in \mathcal{X}$ and $f \in \text{Aut}(\mathbb{Z}^\theta)$ with $w = (Y, f, X) \in \text{Hom}(X, Y)$ and for any $\alpha \in \mathbb{Z}^\theta$ we also write $w\alpha$ for $f\alpha$. For all $k \in \mathbb{N}_0$, $i_1, \ldots, i_k \in I$, $X_0, X_1, \ldots, X_k \in \mathcal{X}$ with $r_{i_m}(X_m) = X_{m-1}$ for all $1 \leq m \leq k$ let

$$\text{id}_{X_0} s_{i_1} \cdots s_{i_k} = s_{i_1}^{X_1} s_{i_2}^{X_2} \cdots s_{i_k}^{X_k} \in \text{Hom}(X_k, X_0).$$

For each $X \in \mathcal{X}$ the set of real roots of $\mathcal{C}$ at $X$ is

$$\Delta^\text{re} X = \{w\alpha_i : w \in \bigcup_{Y \in \mathcal{X}} \text{Hom}(Y, X)\} \subset \mathbb{Z}^\theta.$$  

The sets of positive real roots and negative real roots are

$$\Delta^\text{re}_+ X = \Delta^\text{re} X \cap \mathbb{N}_0^I, \quad \Delta^\text{re}_- X = \Delta^\text{re} X \cap -\mathbb{N}_0^I.$$
respectively. The semi-Cartan graph \( \mathcal{C} \) is **finite** if its set of real roots at \( X \) is finite for all \( X \in \mathcal{X} \). The semi-Cartan graph \( \mathcal{C} \) is a **Cartan graph** if the following hold:

1. For each \( X \in \mathcal{X} \) the set \( \Delta^{\text{re}} X \) consists of positive and negative roots.
2. Let \( X \in \mathcal{X} \) and \( i, j \in I \). If \( t_{ij}^X = |\Delta^{\text{re}} X \cap (\mathbb{N}_0 \alpha_i + \mathbb{N}_0 \alpha_j)| < \infty \) then \((r_i r_j)^{t_{ij}^X}(X) = X\).

If \( \mathcal{C} \) is a Cartan graph, the groupoid \( \mathcal{W}(\mathcal{C}) \) is the **Weyl groupoid** of \( \mathcal{C} \).

For all points \( X \in \mathcal{X} \) of the semi-Cartan graph \( \mathcal{C} \) let \( \Delta X \subseteq \mathbb{Z}^\theta \). We say that \( \mathcal{R} = \mathcal{R}(\mathcal{C}, (\Delta X)_{X \in \mathcal{X}}) \) is a **root system** of type \( \mathcal{C} \) if the following conditions hold:

1. \( \Delta X = (\Delta X \cap \mathbb{N}_0 I) \cup -(\Delta X \cap \mathbb{N}_0 I) \) for all \( X \in \mathcal{X} \).
2. \( \Delta X \cap \mathbb{Z} \alpha_i = \{\alpha_i, -\alpha_i\} \) for all \( i \in I, X \in \mathcal{X} \).
3. \( s_i^X(\Delta X) = \Delta r(X) \) for all \( i \in I, X \in \mathcal{X} \).
4. \( (r_i r_j)^{m_{ij}^X}(X) = X \) for all \( i, j \in I \) with \( i \neq j \) and all \( X \in \mathcal{X} \), where \( m_{ij}^X = |\Delta X \cap (\mathbb{N}_0 \alpha_i + \mathbb{N}_0 \alpha_j)| \) is finite.

Note that (4) is similar to the condition (2) of a Cartan graph, but here \( \Delta \) is involved instead of the set of real roots. Axiom (4) is necessary for the Coxeter relations of the Weyl groupoid. For any finite Cartan graph \( \mathcal{C} \) the family \( (\Delta^{\text{re}} X)_{X \in \mathcal{X}} \) defines the unique root system of type \( \mathcal{C} \), see [16, Props. 2.9 and 2.12].

A connected semi-Cartan graph is **indecomposable** if there exists \( X \in \mathcal{X} \) such that the Cartan matrix \( A^X \) is indecomposable, that is, there are no disjoint subsets \( I_1, I_2 \subseteq I \) such that \( I_1, I_2 \neq \emptyset, I_1 \cup I_2 = I \), and \( a_{ij}^X = 0 \) for all \( i \in I_1, j \in I_2 \). It is known by [16, Prop. 4.6] that if a connected finite Cartan graph \( \mathcal{C} \) is indecomposable, then \( A^X \) is an indecomposable Cartan matrix for all points \( X \) of \( \mathcal{C} \).

A semi-Cartan graph \( \mathcal{C} \) is **standard** if \( A^X = A^Y \) for all \( X, Y \in \mathcal{X} \). In this case the real roots form the set of real roots of the Weyl group attached to the Cartan matrix, and hence \( \mathcal{C} \) is a Cartan graph. We then say that the Weyl groupoid \( \mathcal{W}(\mathcal{C}) \) is standard. If \( \mathcal{R} \) is a root system of a standard Cartan graph \( \mathcal{C} \), then we say that \( \mathcal{R} \) is standard. The terminology is based on [3].

Let us review the connections between Cartan graphs and Nichols algebras. Let \( G \) be a group and \( \mathcal{G}YD \) be the category of Yetter-Drinfeld modules over \( G \). We write \( \mathcal{F}_\theta^G \) for the set of \( \theta \)-tuples of finite-dimensional absolutely simple objects in \( \mathcal{G}YD \) and \( \mathcal{X}_\theta \) for the \( \theta \)-tuples of isomorphism classes of finite-dimensional absolutely simple objects in \( \mathcal{G}YD \).

For any Yetter-Drinfeld module \( U \) over \( G \) and any \( x \in U, y \in B(U) \) we write \((\text{ad } x)(y)\) for \( \text{mult}(\text{id } - c)(x \otimes y) \), where \( \text{mult} \) denotes the multiplication map in \( B(U) \) and \( c \) is the braiding of \( B(U) \). Then for any two subsets \( U' \subseteq U \) and \( U'' \subseteq B(U) \) we write \((\text{ad } U')(U'')\) for the linear span of the elements \((\text{ad } x)(y)\) with \( x \in U', y \in U'' \).
Let \( \theta \in \mathbb{N} \) and let \( I = \{1, \ldots, \theta\} \). For \( M = (M_1, \ldots, M_\theta) \in \mathcal{F}_\theta^G \) let 
\([M] = ([M_1], \ldots, [M_\theta]) \in \mathcal{X}_\theta \) be the corresponding \( \theta \)-tuple of isomorphism classes. For all \( i \in I \) and \( j \in I \setminus \{i\} \) let 
\( a_{ij}^M = -\infty \) if \((\text{ad} M_i)^m(M_j) \neq 0\) for all \( m \geq 0 \) and let 
\( a_{ij}^M = -\sup\{m \in \mathbb{N}_0 : (\text{ad} M_i)^m(M_j) \neq 0\} \) otherwise. Moreover, let \( a_{ii}^M = 2 \) for all \( i \in I \). Then \( A^M = (a_{ij}^M)_{i,j \in I} \) is called the Cartan matrix of \( M \). Clearly, \( A^M \) depends only on the isomorphism class of \( M \) and hence we also write \( A^{[M]} \) for \( A^M \).

For all \( i \in I \) the reflection map \( R_i : \mathcal{F}_\theta^G \to \mathcal{F}_\theta^G \) is defined by \( R_i(N) = N \) if \( a_{ij}^N = -\infty \) for some \( j \in I \), and by \( R_i(N) = (N_1, \ldots, N_\theta) \), where 
\[ N_j' = \begin{cases} \text{(ad} N_i)^{-a_{ij}^N}(N_j) & \text{if } j \neq i, \\ N_i^* & \text{if } j = i, \end{cases} \]
only otherwise.

Since \([R_i(M)] = [R_i(N)]\) in \( \mathcal{X}_\theta \) for all \( M, N \in \mathcal{F}_\theta^G \) with \([M] = [N]\) and all \( i \in I \), we may define \( r_i : \mathcal{X}_\theta \to \mathcal{X}_\theta \) by \( r_i([N]) = [R_i(N)] \) for all \( i \in I \). We then define 
\[ \mathcal{F}_\theta^G(M) = \{R_{i_1} \cdots R_{i_k}(M) \in \mathcal{F}_\theta^G : k \in \mathbb{N}_0, i_1, \ldots, i_k \in I\}, \]
\[ \mathcal{X}_\theta(M) = \{r_{i_1} \cdots r_{i_k}([M]) \in \mathcal{X}_\theta : k \in \mathbb{N}_0, i_1, \ldots, i_k \in I\}. \]

A tuple \( M \in \mathcal{F}_\theta^G \) admits all reflections if \( a_{ij}^N \in \mathbb{Z} \) for all \( N \in \mathcal{F}_\theta^G(M) \) and all \( i, j \in I \).

For all \( M \in \mathcal{F}_\theta^G \) let \( \mathcal{B}(M) = \mathcal{B}(M_1 \oplus \cdots \oplus M_\theta) \). Following the terminology in \cite{26} we say that a Nichols algebra \( \mathcal{B}(M) \) is decomposable if there exists a totally ordered set \( L \) and a sequence \((W_l)_{l \in L}\) of finite-dimensional absolutely simple \( \mathbb{F}_\theta \)-graded objects in \( \mathcal{G} \mathcal{Y} \mathcal{D} \) such that 
\( \mathcal{B}(M) \simeq \otimes_{l \in L} \mathcal{B}(W_l) \).

In this case, the isomorphism classes of the \( W_l \) and the \( \mathbb{Z}^\theta \)-degrees are uniquely determined and hence one may define the set \( \Delta_{+}^{[M]} \) of positive roots and the set \( \Delta^{[M]} \) of roots of \([M]:\) 
\[ \Delta_{+}^{[M]} = \{\text{deg} W_l : l \in L\}, \quad \Delta^{[M]} = \Delta_{+}^{[M]} \cup -\Delta_{+}^{[M]} . \]

There are several results that imply the decomposability of a Nichols algebra. For example, Kharchenko proved \cite[Thm. 2]{33} that \( \mathcal{B}(M) \) is decomposable if \( G \) is abelian and \( \dim M_i = 1 \) for all \( i \in I \). In \cite{26} it is proved that if all finite tensor powers of \( M_1 \oplus \cdots \oplus M_\theta \) are direct sums of absolutely simple objects in \( \mathcal{G} \mathcal{Y} \mathcal{D} \) then \( \mathcal{B}(M) \) is decomposable.

Suppose that \( M \) admits all reflections. Then 
\[ \mathcal{C}(M) = (I, \mathcal{X}_\theta(M), (r_i)_{i \in I}, (A^X)_{X \in \mathcal{X}_\theta(M)} \) is a connected semi-Cartan graph and hence the groupoid \( \mathcal{W}(M) = \mathcal{W}(\mathcal{C}(M)) \) is defined.
We stress that the above reflection theory works more generally for tuples of simple Yetter-Drinfeld modules. From [25, Cor. 2.4 and Thm. 2.3] one obtains the following theorem.

**Theorem 1.1.** Let $\theta \in \mathbb{N}$, let $G$ be a group and let $M = (M_1, \ldots, M_\theta)$, where each $M_i$ is a simple Yetter-Drinfeld module over $G$. Assume that $M$ admits all reflections and that $\mathcal{W}(M)$ is finite. Then $\mathcal{B}(M)$ is decomposable and $\mathcal{C}(M)$ is a finite Cartan graph.

Clearly, the same theorem holds if one starts with a tuple of absolutely simple Yetter-Drinfeld modules. Since extension of the base field of a Nichols algebra is compatible with the grading and with taking coinvariants, any reflection of a tuple of absolutely simples is again a tuple of absolutely simples.

As in the case of Coxeter groups, on morphisms of Weyl groupoids one defines a length function, see [26, §1]. The following theorem is an analog of a PBW-decomposition for the Nichols algebras $\mathcal{B}(M)$ of tuples $M$ of absolutely simple Yetter-Drinfeld modules.

**Theorem 1.2.** [25, Thm. 2.6] Let $\theta \geq 2$ and $M \in \mathcal{F}_\theta^G$. Suppose that $M$ admits all reflections and that $\mathcal{W}(M)$ is finite. Let $w = \text{id}_{[M]}s_{i_1} \cdots s_{i_l}$ be a reduced decomposition of a longest element of $\sqcup_{[N] \in \mathcal{X}_0(M)} \text{Hom}([N], [M])$. Let

$$\beta_m = \text{id}_{[M]}s_{i_1} \cdots s_{i_{l-1}}\alpha_{i_l}$$

for all $m \in \{1, \ldots, l\}$, where $l$ is the length of $w$. Then $\mathbf{A}_M = \{\beta_1, \ldots, \beta_l\}$ and $\beta_k \neq \beta_m$ for all $k, m \in \{1, \ldots, l\}$ with $k \neq m$. There exist finite-dimensional absolutely simple subobjects $M_{\beta_m} \subseteq \mathcal{B}(M)$ in $\mathcal{G}YD$ of degree $\beta_m$ for all $m \in \{1, \ldots, l\}$ with $M_{\beta_m} \simeq R_{i_{m-1}} \cdots R_{i_2}R_{i_1}(M)_{i_m}$ in $\mathcal{G}YD$. Moreover, the multiplication map

$$\mathcal{B}(M_{\beta_1}) \otimes \cdots \otimes \mathcal{B}(M_{\beta_\theta}) \otimes \mathcal{B}(M_{\beta_1}) \rightarrow \mathcal{B}(M)$$

is an isomorphism of $\mathbb{N}_0^\theta$-graded objects in $\mathcal{G}YD$.

In this theorem, as everywhere else, we write $N_i$ for the $i$-th entry of a tuple $N \in \mathcal{F}_\theta^G$ (here $N = R_{i_{m-1}} \cdots R_{i_2}R_{i_1}(M)$), where $1 \leq i \leq \theta$.

For all $\alpha = \sum_{i=1}^\theta n_i \alpha_i \in \mathbb{Z}^\theta$, we write $t^\alpha$ for $t_1^{n_1} \cdots t_\theta^{n_\theta} \in \mathbb{Z}[[t_1, \ldots, t_\theta]]$. For any $\mathbb{N}_0^\theta$-graded object $X = \bigoplus_{\alpha \in \mathbb{N}_0^\theta} X_\alpha$ in $\mathcal{G}YD$, the (multivariate) Hilbert series of $X$ is

$$\sum_{\alpha \in \mathbb{N}_0^\theta} (\dim X_\alpha) t^\alpha \in \mathbb{Z}[[t_1, \ldots, t_\theta]].$$

The Yetter-Drinfeld modules $(\text{ad} V)^k(W) \subseteq \mathcal{B}(V \oplus W)$ for $k \in \mathbb{N}_0$ and $V, W \in \mathcal{G}YD$ can be computed as a certain subobject of $V^{\otimes k} \otimes W$ using Lemma 1.3 below and hence the $M_{\beta_m}$ in Theorem 1.2 can be computed effectively. This allows us to compute the Hilbert series of $\mathcal{B}(M)$. 
Lemma 1.3. [25, Thm. 1.1] Let $V$ and $W$ be Yetter-Drinfeld modules over a group. Let $\varphi_0 = 0$, $X_{0}^{V,W} = W$, and

\[
\varphi_{m+1} = \text{id} - c_{V} \otimes m_{V,W} c_{V} + (\text{id} \otimes \varphi_{m})c_{1,2}, \\
X_{m+1}^{V,W} = \varphi_{m+1}(V \otimes X_{m}^{V,W}) \subseteq V \otimes (m+1) \otimes W
\]

for all $m \geq 0$. Then $(\text{ad} V)^{n}(W) \simeq X_{n}^{V,W}$ for all $n \in \mathbb{N}_0$.

The following important fact on $(\text{ad} M_{i})^{m}(M_{j})$ for any $\theta \in \mathbb{N}$, $M \in \mathcal{F}^{G}_{\theta}$, $m \in \mathbb{N}$, and $i, j \in \{1, \ldots, \theta\}$ is also used heavily for explicit calculations. It is a variant of [26, Thm. 7.2(3)].

Theorem 1.4. Let $\theta \in \mathbb{N}$ and $M \in \mathcal{F}^{G}_{\theta}$. Assume that $M$ admits all reflections and that $\mathcal{W}(M)$ is finite. Let $i, j \in \{1, \ldots, \theta\}$ with $i \neq j$. Then $(\text{ad} M_{i})^{m}(M_{j}) \in \mathcal{G}^{\mathcal{YD}}_{G}$ is absolutely simple for all $0 \leq m \leq -a_{ij}^{M}$ and zero for all $m > -a_{ij}^{M}$.

2. Main results

We will need $q$-numbers and $q$-factorials in rings in different contexts. For any ring $R$, any $m \in \mathbb{N}_0$ and any $q \in R$ let

\[
(m)_{q} = \sum_{i=0}^{m-1} q^{i}, \quad (m)_{q}^{\dagger} = \prod_{i=1}^{m}(i)_{q}.
\]

Let $G$ be a group. For all $M \in \mathcal{F}^{G}_{\theta}$ let

$\text{supp} M = \text{supp} M_{1} \cup \cdots \cup \text{supp} M_{\theta}$.

Let $\mathcal{E}^{G}_{\theta}$ denote the subclass of $\mathcal{F}^{G}_{\theta}$ consisting of all tuples $M$ such that $G$ is generated by $\text{supp} M$.

Definition 2.1. Let $\theta \in \mathbb{N}$. Then $M \in \mathcal{F}^{G}_{\theta}$ is called braid-indecomposable, if there exists no decomposition $M' \oplus M''$ of $\oplus_{i=1}^{\theta} M_{i}$ in $\mathcal{G}^{\mathcal{YD}}_{G}$ such that $M', M'' \neq 0$ and $(\text{id} - c^{2})(M' \otimes M'') = 0$.

In this work we will attach a skeleton (a kind of decorated Dynkin diagram) to some tuples in $\mathcal{F}^{G}_{\theta}$.

Definition 2.2. Let $\theta \in \mathbb{N}_{\geq 2}$ and $M = (M_{1}, \ldots, M_{\theta}) \in \mathcal{F}^{G}_{\theta}$. Let $A = (a_{ij})_{1 \leq i, j \leq \theta}$ be the Cartan matrix of $M$. We say that $M$ has a skeleton if

(1) for all $1 \leq i \leq \theta$ there exist $s_{i} \in \text{supp} M_{i}$ and $\sigma_{i} \in \hat{G}^{s_{i}}$ such that $M_{i} \simeq M(s_{i}, \sigma_{i})$,

(2) for all $1 \leq i < j \leq \theta$ with $a_{ij} \neq 0$ at least one of $a_{ij}$, $a_{ji}$ is $-1$.

In this case the skeleton of $M$ is a partially oriented partially labeled loopless graph with $\theta$ vertices satisfying the following properties.

(1) For all $1 \leq i \leq \theta$, the $i$-th vertex is symbolized by $|\text{supp} M_{i}| = \dim M_{i}$ points. If $\dim M_{i} = 1$, then the vertex is labeled by $\sigma_{i}(s_{i})$. If $\dim M_{i} = 2$ and there is an additional restriction on $p = \sigma_{i}(s_{i}'s_{i}^{-1})$, ...
where $\text{supp } M_i = \{s_i, s'_i\}$, then the $i$-th vertex is labeled by $(p)$. Otherwise there is no label.

(2) For all $i, j \in \{1, \ldots, \theta\}$ with $i \neq j$ there are $a_{ij}a_{ji}$ edges between the $i$-th and $j$-th vertex. The edge is oriented towards $j$ if and only if $a_{ij} = -1$, $a_{ji} < -1$.

(3) Let $1 \leq i < j \leq \theta$ with $a_{ij} < 0$. If $\text{supp } M_i$ and $\text{supp } M_j$ commute, then the connection between the $i$-th and $j$-th vertex consists of continuous lines. Otherwise the connection consists of dashed lines. The connection is labeled with $\sigma_i(s_j)\sigma_j(s_i)$ if $\dim M_i = 1$ or $\dim M_j = 1$, and otherwise it is not labeled.

Remark 2.3. Let $i \in \{1, \ldots, \theta\}$ with $\dim M_i = 1$ in Definition 2.2. Since the Yetter-Drinfeld modules $M_j$ are absolutely simple for all $j$, the support of each $M_j$ is a conjugacy class of $G$ and the central element $s_i$ acts by a scalar on each $M_j$. Thus $\sigma_i(s_j)$ and $\sigma_j(s_i)$ do not depend on the choice of $s_j \in \text{supp } M_j$.

We will show in Lemma 5.3 that the label $(p)$ of a vertex with two points in Definition 2.2 is well-defined. Therefore all labels of the skeleton of $M$ are well-defined.

Definition 2.4. A skeleton is called simply-laced if any two vertices are connected by at most one edge. A skeleton is called connected if the underlying graph is connected. A connected skeleton with at least three vertices is said to be of finite type if it appears in Figure 2.1. For technical reasons we say that a skeleton of type $\alpha_2$ is of finite type.

The main result of this paper is the following theorem.

Theorem 2.5. Let $\theta \in \mathbb{N}_{\geq 3}$. Let $G$ be a non-abelian group and $M \in \mathcal{E}_{\theta}^G$. Assume that $M$ is braid-indecomposable. The following are equivalent:

(1) $M$ has a skeleton of finite type.

(2) $\mathcal{B}(M)$ is finite-dimensional.

(3) $M$ admits all reflections and the Weyl groupoid $\mathcal{W}(M)$ of $M$ is finite.

We record that the third property of $M$ in the theorem is also equivalent to the finiteness of the set of $\mathbb{N}_0$-graded right coideal subalgebras of $\mathcal{B}(M)$ by [27, Thm. 6.15].

Theorem 2.5 will be proved in Section 10. The Hilbert series of the Nichols algebras of Theorem 2.5 will be given in Subsections 2.1, 2.2, 2.3 and 2.4. In Sections 6, 7, 8, and 9 we give a description of all tuples in $\mathcal{F}_{\theta}^G$ which have a skeleton of finite type.

2.1. The ADE series. The following theorem will be proved in Section 6.

Theorem 2.6. Let $\theta \in \mathbb{N}_{\geq 2}$. Let $G$ be a non-abelian group and $M \in \mathcal{E}_{\theta}^G$. Assume that the Cartan matrix $A_M^\theta$ is of finite type and the Dynkin diagram of $A_M^\theta$ is connected and simply-laced. Then the following hold:

(1) $M$ has a simply-laced skeleton of finite type.
(2) $M$ admits all reflections and the Weyl groupoid $W(M)$ is finite with a finite root system of standard type $A_\theta$ with $\theta \geq 2$, $D_\theta$ with $\theta \geq 4$, $E_6$, $E_7$ or $E_8$.

(3) $B(M)$ is finite-dimensional and its Hilbert series is

$$\mathcal{H}(t) = \prod_{\alpha \in \Delta_+} (1 + t^\alpha)^2,$$

where $\Delta_+$ denotes the set of positive roots of the root system associated with the Cartan matrix $A^M$. The dimensions of these Nichols algebras are listed in Table 1.

### 2.2. The $C$ series

The following theorem will be proved in Section 7.

**Theorem 2.7.** Let $\theta \in \mathbb{N}_{\geq 3}$, $G$ be a non-abelian group and $M \in \mathcal{E}_G^\theta$. Assume that the Cartan matrix $A^M$ is of type $C_\theta$. Then the following are equivalent:

1. $\text{char } K \neq 2$ and $M$ has a skeleton of type $\gamma_0$.
2. $M$ admits all reflections and the Weyl groupoid $W(M)$ is finite.
3. $M$ admits all reflections and the Weyl groupoid $W(M)$ is standard.
In this case, the Hilbert series of $\mathcal{B}(M)$ is
\[ \mathcal{H}(t) = \prod_{\alpha \in \Delta_{\text{short}}^+} (1 + t^\alpha)^2 \prod_{\alpha \in \Delta_{\text{long}}^+} (1 + t^\alpha), \]
where $\Delta_{\text{short}}^+$ and $\Delta_{\text{long}}^+$ denote the set of short positive roots and long positive roots of the root system associated with $W(M)$, respectively. In particular
\[ \dim \mathcal{B}(M) = 2^{2\theta^2 - \theta}. \]

2.3. The $B$ series. Our main results in this subsection are the following two theorems.

**Theorem 2.8.** Let $\theta \in \mathbb{N}_{\geq 3}$. Let $G$ be a non-abelian group and $M \in \mathcal{E}_G^\theta$. Assume that $\dim M_1 = 1$ and that the Cartan matrix $A^M$ is of type $B_\theta$. Then the following are equivalent:

1. $\theta = 3$ and $M$ has a skeleton of type $\beta_3'$.
2. $M$ admits all reflections and the Weyl groupoid $W(M)$ is finite.
3. $\mathcal{B}(M)$ is finite-dimensional.

Let $h = 3$ if $\text{char } K = 2$, $h = 2$ if $\text{char } K = 3$, and $h = 6$ otherwise, and let $h' = 2$ if $\text{char } K = 3$ and $h' = 6$ otherwise. Then in the above cases the Hilbert series of $\mathcal{B}(M)$ is
\[ \mathcal{H}(t) = \prod_{\alpha \in \mathcal{O}_1} (h)_{t^\alpha} \prod_{\alpha \in \mathcal{O}_3} (2)_{t^\alpha} (3)_{t^\alpha} \prod_{\alpha \in \mathcal{O}_{233}} (2)_{t^\alpha} (h')_{t^\alpha}, \]
where $\mathcal{O}_1$, $\mathcal{O}_3$, and $\mathcal{O}_{233}$ are the sets of positive roots in the orbits of $\alpha_1$, $\alpha_3$, and $\alpha_2 + 2\alpha_3$, respectively, under the action of the automorphism group of the skeleton of $M$ in its Cartan graph, see Lemma 8.8. In particular,
\[ \dim \mathcal{B}(M) = h^6 12^4 (2h')^3. \]

**Theorem 2.9.** Let $\theta \in \mathbb{N}_{\geq 3}$. Let $G$ be a non-abelian group and $M \in \mathcal{E}_G^\theta$. Assume that $\dim M_1 > 1$, and that the Cartan matrix $A^M$ is of type $B_\theta$. Then the following are equivalent:

1. $\text{char } K = 3$ and $M$ has a skeleton of type $\beta_\theta$.
2. $M$ admits all reflections and the Weyl groupoid $W(M)$ is finite.
3. $M$ admits all reflections and the Weyl groupoid $W(M)$ is standard.
4. $\mathcal{B}(M)$ is finite-dimensional.

In this case the Hilbert series of $\mathcal{B}(M)$ is
\[ \mathcal{H}(t) = \prod_{\alpha \in \Delta_{\text{short}}^+} (1 + t^\alpha + t^{2\alpha})^2 \prod_{\alpha \in \Delta_{\text{long}}^+} (1 + t^\alpha)^2, \]
where $\Delta_{\text{short}}^+$ and $\Delta_{\text{long}}^+$ denote the set of short positive roots and long positive roots of the root system associated with $W(M)$, respectively. In particular
\[ \dim \mathcal{B}(M) = 2^{2\theta(\theta - 1)} 3^{2\theta}. \]

Theorems 2.8 and 2.9 will be proved in Section 8.
2.4. The exceptional case $F_4$. The following theorem will be proved in Section 9.

**Theorem 2.10.** Let $G$ be a non-abelian group and let $M \in \mathcal{E}_{\theta}^G$. Assume that the Cartan matrix $A^M$ is of type $F_4$. Then the following are equivalent:

1. $\text{char } K \neq 2$ and $M$ has a skeleton of type $\varphi_4$.
2. $M$ admits all reflections and the Weyl groupoid $W(M)$ is finite.
3. $M$ admits all reflections and the Weyl groupoid $W(M)$ is standard.
4. $\mathcal{B}(M)$ is finite-dimensional.

In this case, the Hilbert series of $\mathcal{B}(M)$ is

$$
\mathcal{H}(t) = (2)^{0}(2)^{5}(2)^{5}(2)^{5}(2)^{4}(2)^{3}(2)^{3}(2)^{2}(2)^{0}(2)^{0}(2)^{0}.
$$

In particular $\dim \mathcal{B}(M) = 2^{36}$.

3. Finite Cartan graphs of rank three

In this section we collect some facts about finite Cartan graphs of rank three which will be used for our classification. Our main reference is [17].

**Lemma 3.1.** Let $\mathcal{C} = \mathcal{C}(I, X, r, A)$ be a connected indecomposable finite Cartan graph with $|I| = 3$. If $A^X$ is not of type $A_3$ for all $X \in X$, then up to a permutation of $I$ one of the following holds.

1. $\mathcal{C}$ is standard of type $C_3$.
2. $\mathcal{C}$ is standard of type $B_3$.
3. For each point $X$ of $\mathcal{C}$, $A^X$ is one of the matrices

$$
\begin{pmatrix}
2 & -1 & 0 \\
-1 & 2 & -2 \\
0 & -1 & 2
\end{pmatrix},
\begin{pmatrix}
2 & -1 & 0 \\
-2 & 2 & -2 \\
0 & -1 & 2
\end{pmatrix}.
$$

4. For each point $X$ of $\mathcal{C}$, $A^X$ is one of the matrices

$$
\begin{pmatrix}
2 & -1 & 0 \\
-1 & 2 & -1 \\
0 & -2 & 2
\end{pmatrix},
\begin{pmatrix}
2 & -1 & 0 \\
-2 & 2 & -1 \\
0 & -2 & 2
\end{pmatrix}.
$$

5. For each point $X$ of $\mathcal{C}$, $A^X$ is one of the matrices

$$
\begin{pmatrix}
2 & -1 & 0 \\
-1 & 2 & -1 \\
0 & -2 & 2
\end{pmatrix},
\begin{pmatrix}
2 & -1 & 0 \\
-1 & 2 & -2 \\
0 & -2 & 2
\end{pmatrix},
\begin{pmatrix}
2 & -1 & 0 \\
-1 & 2 & -2 \\
0 & -2 & 2
\end{pmatrix}.
$$
(6) For each point $X$ of $C$, $A^X$ is one of the matrices

$$
\begin{pmatrix}
2 & -1 & 0 \\
-1 & 2 & -1 \\
0 & -2 & 2
\end{pmatrix},
\begin{pmatrix}
2 & -1 & 0 \\
-1 & 2 & -2 \\
0 & -2 & 2
\end{pmatrix},
\begin{pmatrix}
2 & -1 & 0 \\
-1 & 2 & -3 \\
0 & -1 & 2
\end{pmatrix},
\begin{pmatrix}
2 & -1 & 0 \\
-1 & 2 & -2 \\
0 & -1 & 2
\end{pmatrix}.
$$

The six cases correspond to the set of positive roots in [17, Appendix A] with number 3, 4, 13, 14, 25, and 28, respectively.

Remark 3.2. The Cartan graphs in cases Lemma 3.1(3),(4) also appeared in [16, Thm. 5.4].

Proof. Consider the list of all possible sets of positive roots in [17, Appendix A]. There are precisely 55 such sets up to permutation of $I$ and up to a choice of a point of $C$. By [17, Cor. 2.9], the Cartan matrix of the point $X$ can be obtained from the set $\Delta^X$ of its positive roots: $\alpha_j + m\alpha_i \in \Delta^X$ for $m \in \mathbb{Z}$, $i,j \in I$ with $i \neq j$, if and only if $0 \leq m \leq -a^X_{ij}$. Since the reflection $s^X_i$ for $i \in I$ maps $\Delta^X \cup \{\alpha_i\}$ bijectively to $\Delta^r(X) \cup \{\alpha_i\}$, one can calculate the Cartan matrices and the sets of positive roots in all points of $C$. The elementary calculations are done most efficiently by a computer program. □

For later reference we extract two easy corollaries of the lemma.

Corollary 3.3. Let $C = C(I, X, r, A)$ be a connected indecomposable finite Cartan graph with $|I| = 3$. If $A^X$ is not of type $A_3$ for all $X \in X$, then for all $X \in X$ and for all columns of $A^X$ there is at most one entry which is strictly smaller than $-1$.

Remark 3.4. The claim in Corollary 3.3 holds without the assumption in the second sentence, but we will not need this.

Corollary 3.5. Let $C = C(I, X, r, A)$ be a connected indecomposable finite Cartan graph with $|I| = 3$. If $A^X$ is not of type $A_3$ and not of type $C_3$ for all $X \in X$, then either $C$ is standard of type $B_3$ or there is a permutation of $I$ such that for all points $X$ the Cartan matrix $A^X$ is one of the matrices in Lemma 3.1(4).

4. Cartan matrices of finite type

Recall from [32, Thm. 4.3] the classification of a class of indecomposable real matrices. One says that a matrix $A = (a_{ij})_{i,j \in \{1, \ldots, n\}}$ is indecomposable, if there are no proper subsets $I, J$ of $\{1, \ldots, n\}$ such that $I \cap J = \emptyset$, $I \cup J = \{1, \ldots, n\}$, and $a_{ij} = a_{ji} = 0$ for all $i \in I$, $j \in J$. For $x, y \in \mathbb{R}^n$ we write $x > y$ ($x \geq y$, respectively) if $x - y$ has only positive (non-negative, respectively) entries.
Theorem 4.1. Let \( n \in \mathbb{N} \) and let \( A \) be an indecomposable real \( n \times n \)-matrix such that \( a_{ij} \leq 0 \) for all \( i, j \in \{1, 2, \ldots, n\} \) with \( i \neq j \), and \( a_{ji} = 0 \) whenever \( a_{ij} = 0 \). Then \( A \) has precisely one of the following properties.

(Fin) \( \det A \neq 0 \); there exists \( u > 0 \) such that \( Au > 0 \); \( Av \geq 0 \) implies \( v > 0 \) or \( v = 0 \).

(Aff) \( \text{corank} A = 1 \); there exists \( u > 0 \) such that \( Au = 0 \); \( Av \geq 0 \) implies that \( Av = 0 \).

(Ind) There exists \( u > 0 \) such that \( Au < 0 \); \( Av \geq 0 \), \( v \geq 0 \) imply that \( v = 0 \).

Then \( A \) is called of finite, affine, and indefinite type, respectively. Moreover, \( A^t \) has the same type as \( A \).

Now we apply this theorem in order to prove that any connected indecomposable finite Cartan graph has a point with a Cartan matrix of finite type. The classification of indecomposable Cartan matrices of finite type is well-known and can be found for example in [32].

Theorem 4.2. Let \( C = C(I, X, r, A) \) be a connected indecomposable finite Cartan graph. Then there exists \( X \in \mathcal{X} \) such that \( A^X \) is of finite type.

Proof. The indecomposability of \( C \) implies that \( A^X \) is indecomposable for all \( X \in \mathcal{X} \), see [16, Prop. 4.6]. We give an indirect proof of the theorem. So assume that for all \( X \in \mathcal{X} \) the Cartan matrix \( A^X \) is of affine or indefinite type.

Since \( C \) is finite and connected, \( \mathcal{X} \) is a finite set and \( \Delta_{\text{re}}^X \) is finite for all \( X \in \mathcal{X} \). Among all real roots of \( C \) in all objects, choose \( \alpha = \sum_{i \in I} x_i \alpha_i \) which is maximal with respect to \( > \). Let \( x = (x_i)_{i \in I} \) and let \( X \in \mathcal{X} \) be such that \( \alpha \in \Delta_{\text{re}}^X \). Let

\[
B = \{ s_{j_1} \cdots s_{j_k}^X (\alpha) \mid k \geq 0, j_1, \ldots, j_k \in I \}.
\]

Observe that \( s_j(\alpha) = \alpha - \sum_{i \in I} a_{ij} x_i \alpha_i \) for all \( j \in I \). Thus the maximality of \( \alpha \) implies that \( Ax \geq 0 \). Since \( x \geq 0 \) and \( x \neq 0 \), \( A \) is not of indefinite type. Then \( A \) is of affine type and \( Ax = 0 \). Consequently, \( s_j^X(\alpha) = \alpha \) for all \( j \in I \). Since \( \alpha \) is maximal, by induction on \( k \) we conclude that \( s_{j_1} \cdots s_{j_k}^X (\alpha) = \alpha \) for any \( k \in \mathbb{N}_0 \) and \( j_1, \ldots, j_k \in I \). Therefore \( B = \{ \alpha \} \).

On the other hand, \( \alpha \) is a real root which implies that \( s_{i_1} \cdots s_{i_k}^X (\alpha) = \alpha_i \) for some \( k \in \mathbb{N}_0, i_1, \ldots, i_k \in I \), and then \( s_{i_1} s_{i_2} \cdots s_{i_k}^X (\alpha) = -\alpha_i \neq \alpha \). This is clearly a contradiction. \( \square \)

5. Auxiliary lemmas

In this section, let \( G \) be a group.

5.1. We first extend results of [29]. We start with considerations in a general setting.

Lemma 5.1. Let \( s \in G \). Assume that \(|s^G| = 2\). Let \( r, \epsilon \in G \) be such that \( rs = \epsilon sr \), \( \epsilon \neq 1 \). Then the following hold:
(1) $s^G = \{s, es\}$, $re = e^{-1}r$, and $ge = eg$, $ges = esg$ for all $g \in G^s$.

(2) $r^{-1}sr = rsr^{-1} = es$ and $r^{-1}gr, rgr^{-1} \in G^s$ for all $g \in G^s$.

(3) $(e^m s^n)^G = \{e^m s^n, e^{n-m} s^n\}$ for all $m, n \in \mathbb{Z}$.

(4) Let $H$ be a subgroup of $G$ containing $r$ and $s$. Then $H$ is generated by $(H \cap G^s) \cup \{r\}$.

Proof. Since $r \in H$ and $|H| = 2$ in $H$, we conclude that $s^G = \{s, es\}$.

(2) and (3) follow by similar arguments.

(4) Since $|s^G| = 2$, $G^s$ has index 2 in $G$. Therefore $H \cap G^s$ has index at most 2 in $H$. Since $r \in H \setminus G^s$, we conclude the claim.

Lemma 5.2. Let $r, s, e \in G$. Assume that $|r^G| = |s^G| = 2$, $rs = e$, and $e \neq 1$. Then the following hold:

(1) $r^G = \{r, er\}$, $s^G = \{s, es\}$, $e^2 = 1$ and $e \in Z(G)$.

(2) Let $t \in G$. Assume that $|t^G| = 2$, $rt = tr$, and $st \neq ts$. Then $t^G = \{t, et\}$ and $st = et$.

Proof. (1) Lemma 5.1(1) implies that $s^G = \{s, es\}$, $r^G = \{r, e^{-1}r\}$, $G^r$ and $G^s$ commute with $e$, and $re = e^{-1}r$. Thus $e^2 = 1$. Since $G^s$ and $r$ generate $G$, we conclude that $e \in Z(G)$.

(2) Since $s^G = \{s, es\}$ by (1) and since $st \neq ts$, we obtain that $ts = est$. Thus (1) with $r = t$ implies that $t^G = \{t, et\}$ and $st = et$.

We shall also need the following lemmas.

Lemma 5.3. Let $s_1, s_2 \in G$ be such that $s_1 \neq s_2$, and let $V \in G^G \YD$. Assume that $\dim V = 2$ and that $\supp V = s_1^G \cup s_2^G$. Then there exist unique $p_1, p_2 \in \mathbb{K} \setminus \{0\}$ such that $s_1 v = p_1 v$ and $s_2 v = p_2 v$ for all $v \in V_{s_1}$. Moreover,  

$$s_2 s_1^{-1} v = p_2 p_1^{-1} v, s_1 w = p_2 w, s_2 w = p_1 w, s_1 s_2^{-1} w = p_2 p_1^{-1} w$$

for all $v \in V_{s_1}, w \in V_{s_2}$. 

Proof. Since $s_i^G = \{s_i, s_i^r\}$ by assumption, there exists $r \in G$ such that $rs_1 = s_2 r$ and $rs_2 = s_1 r$. Moreover, $p_1, p_2$ exist since $s_1 s_2 = s_2 s_1$ by Lemma 5.1 and since $\dim V_{s_i} = 1$ for all $i \in \{1, 2\}$. Then $s_1 rv = r s_2 v = p_2 rv$ and $s_2 rv = r s_1 v = p_1 rv$ for all $v \in V_{s_1}$. This implies the claim since $V_{s_2} = r V_{s_1}$.

Lemma 5.4. Let $V, W \in G^G \YD$ be non-zero Yetter-Drinfeld modules such that $(\id - c_{W,V} c_{W,V})(V \otimes W) = 0$. Then $\supp V$ and $\supp W$ commute, and for any $s \in \supp V, t \in \supp W$ there exists $\lambda_{st} \in \mathbb{K} \setminus \{0\}$ such that $sw = \lambda_{st} w$ for all $w \in W_t$ and $tv = \lambda_{st}^{-1} v$ for all $v \in V_s$.

Proof. Let $s \in \supp V$, $t \in \supp W$, $v \in V_s \setminus \{0\}$, and $w \in W_t \setminus \{0\}$. Then  

$$(\id - c_{W,V} c_{W,V})(v \otimes w) = v \otimes w - st s^{-1} v \otimes sw.$$
Since \(sw \in W_{st-1}\), the latter is zero if and only if \(st = ts\) and \(sw = \lambda_{st}w\),\(tv = \lambda_{st}^{-1}v\) for some \(\lambda_{st} \in \mathbb{K}\ \backslash \{0\}\). These conditions are independent of the choice of \(v\) and \(w\), and therefore the lemma follows. \(\square\)

We will also need a stronger claim in a more specific context.

**Lemma 5.5.** Let \(s, t, \epsilon \in G\), \(\sigma \in \hat{G}^s\), \(\tau \in \hat{G}^t\), and let \(V, W \in \mathcal{G} Y \mathcal{D}\). Assume that \(\epsilon \neq 1\), \(s^G = \{s, \epsilon s\}\), and \(t^G = \{t, et\}\), and \(V \simeq M(s, \sigma), W \simeq M(t, \tau)\). Then the following hold:

1. \(\epsilon \in G^s \cup G^t\).
2. If \(G^s \neq G^t\) and \(st = ts\) then \(\sigma(\epsilon) = \tau(\epsilon) = 1\).
3. The following are equivalent:
   a. \((\text{id} - c_{V,W}c_{V,W})(V \otimes W) = 0\),
   b. \(st = ts\), \(\sigma(t)\tau(s) = 1\), and \(\sigma(\epsilon)\tau(\epsilon) = 1\).

**Proof.** Since \(s^G = \{s, \epsilon s\}\) and \(t^G = \{t, et\}\), Lemma 5.1(1) tells that \(\epsilon \in G^s \cup G^t\). Note that \(\epsilon\) is possibly not central if \(s\) and \(t\) commute.

2. Assume that \(G^s \neq G^t\). Since both \(G^s\) and \(G^t\) have index two in \(G\), there exists \(r \in G^t\) with \(rs = \epsilon sr\). If \(st = ts\), then \(s, \epsilon \in G^t\) and hence \(\tau(rs) = \tau(\epsilon)\tau(sr)\). Thus \(\tau(\epsilon) = 1\) and similarly \(\sigma(\epsilon) = 1\).

3. Let \(v \in \mathcal{V}_s \setminus \{0\}\), \(w \in \mathcal{W}_t \setminus \{0\}\), and let \(r \in \hat{G}\) be such that \(rs = \epsilon sr\). Since \(\mathbb{K} G w = W\) and the braiding commutes with the action of \(G\), we conclude that \((\text{id} - c_{V,W}c_{V,W})(V \otimes W) = 0\) if and only if \((\text{id} - c_{V,W}c_{V,W})(v' \otimes w) = 0\) for all \(v' \in \mathcal{V}_s \cup \mathcal{V}_s\). Since \(V = \mathbb{K} v + \mathbb{K} rv\), by Lemma 5.4 the latter claim is equivalent to

\[
(5.1) \quad st = ts, \quad v \otimes w = tv \otimes sw, \quad rv \otimes w = trv \otimes \epsilon sw.
\]

The second equation in (5.1) is equivalent to \(\sigma(t)\tau(s) = 1\). If \(G^s = G^t\), then \(r\) and \(t\) do not commute. Hence \(tr = r(\epsilon t)\), and the third equation in (5.1) is equivalent to \(\sigma(\epsilon t)\tau(\epsilon s) = 1\). This implies (2). On the other hand, if \(G^s \neq G^t\), then we may assume that \(r \in G^t\). In that case the last equation in (5.1) is equivalent to the second, and the last equation in (b) is a tautology because of (1). Thus again (2) holds. \(\square\)

The following lemma is contained partially in [29, Lemmas 5.13, 5.15].

**Lemma 5.6.** Let \(V, W \in \mathcal{G} Y \mathcal{D}\) be non-zero finite-dimensional objects such that \((\text{ad} V)^2(W) = 0\) in \(\mathcal{B}(V \oplus W)\).

1. If \((\text{ad} V)(W) \neq 0\) then \(\text{supp} V\) is commutative.
2. Let \(s \in \text{supp} V\) and \(t \in \text{supp} W\). Assume that \((\text{id} - c^2)(V_s \otimes W_t) \neq 0\), \(st = ts\), and that there exists \(\lambda \in \mathbb{K}\) such that \(sw = \lambda w\) for all \(w \in W_t\). Then \(G^t \subseteq G^s\).
3. Let \(s \in \text{supp} V\) and \(t \in \text{supp} W\). Assume that \((\text{id} - c^2)(V_s \otimes W_t) \neq 0\), \(st = ts\), and that there exist \(\lambda, \lambda' \in \mathbb{K}\) such that \(sw = \lambda w\) and \(tv = \lambda' v\) for all \(w \in W_t, v \in V_s\). Then \(\dim V_s = 1\).
(4) If \( s \in \text{supp} V \) and \( t \in \text{supp} W \) with \( st \neq ts \), then \((\text{ad} V)(W) \neq 0\), \( \varphi_{|\text{supp} V} \) is the transposition \((s \triangleright t)\), \( \dim V_{s} = 1 \), and \( sv = -v \) for all \( v \in V_{s} \).

Proof. (1) Let \( s \in \text{supp} V \), \( t \in \text{supp} W \) be such that \((\text{ad} V_{s})(W_{t}) \neq 0\). Assume that \( \text{supp} V \) is not commutative. Since \( \text{supp} V \) is a union of conjugacy classes of \( G \), there exists \( r \in \text{supp} V \setminus \{s, t^{-1} \triangleright s\} \) such that \( rs \neq sr \). Then \((\text{ad} V_{r})(\text{ad} V_{s})(W_{t}) \neq 0\) by [29, Prop. 5.5], a contradiction to \((\text{ad} V)^{2}(W) = 0\).

(2) Let \( u \in V_{s} \), \( w \in W_{t} \setminus \{0\} \), and \( \lambda \in \mathbb{K}^{x} \) such that \( sw = \lambda w \). Then

\[
(id - c^{2})(u \otimes w) = u \otimes w - tu \otimes sw = (u - \lambda tu) \otimes w.
\]

Thus, by assumption, there exists \( v \in V_{s} \) such that \( tv \neq \lambda^{-1}v \).

Let \( g \in G^{s} \), \( s' = gsg^{-1} \), and \( v' = gv \). Then \( v' \in V_{s'} \) and \( s't = ts' \).

Moreover,

\[
(id - c^{2})(v' \otimes w) = v' \otimes w - tv' \otimes gsg^{-1}w = g(v - \lambda tv) \otimes w
\]

and hence \((id - c^{2})(v' \otimes w) \neq 0\). Assume that \( g \notin G^{s} \), that is, \( s' \neq s \). Recall that \((\text{ad} V)^{2}(W) \simeq X_{2}^{V,W} \) in \( \mathcal{D}^{YD} \), and that \( X_{2}^{V,W} = \varphi_{2}(id \otimes \varphi_{1})(V \otimes V \otimes W) \).

Then

\[
\varphi_{2}(id \otimes \varphi_{1})(v' \otimes v \otimes w) = (id + c_{12} - c^{2}_{23}c_{12} - c_{12}c^{2}_{23}c_{12})(v' \otimes (v - \lambda tv) \otimes w) = (id - c_{12}c^{2}_{23}c_{12})(v' \otimes (v - \lambda tv) \otimes w) + s'(v - \lambda tv) \otimes (id - c^{2})(v' \otimes w).
\]

Since \( s \) and \( s' \) commute by (1), the first summand of the last expression is in \( V_{s'} \otimes V_{s} \otimes W \), and the second is non-zero in \( V_{s} \otimes V_{s'} \otimes W \). This is a contradiction to \((\text{ad} V)^{2}(W) = 0\).

(3) Assume to the contrary that \( v, v' \in V_{s} \) are linearly independent. By a computation similar to one in the proof of (2), we obtain that

\[
(id - c_{12}^{2}c_{23}c_{12})(v' \otimes (v - \lambda tv) \otimes w) + s(v - \lambda tv) \otimes (id - c^{2})(v' \otimes w) = 0.
\]

Since \( tv = \lambda'v \) and \( tv' = \lambda'v' \), we conclude that \( \lambda \lambda' \neq 1 \) and

\[
(1 - \lambda \lambda')(v' \otimes v - \lambda \lambda' sv' \otimes sv + (1 - \lambda \lambda')sv \otimes v') \otimes w = 0.
\]

Applying to the second tensor factor a functional \( v'^{*} \in V_{s}^{*} \) with \( v'^{*}(v) = 0 \), \( v'^{*}(v') = 1 \), implies that \( sv \in \mathbb{K}sv' \), which yields the desired contradiction.

(4) Since \((\text{ad} V_{s})(W_{t}) \simeq (id - c_{W_{t},V_{s}}c_{W_{s},V})(V_{s} \otimes W_{t}) \) in \( \mathcal{D}^{YD} \) and \( st \neq ts \), we conclude from [29, Prop. 5.5] that \((\text{ad} V_{s})(W_{t}) \neq 0\). If \( \text{supp} V = \{s, t \triangleright s\} \), then \( \varphi_{|\text{supp} V} = (s(t \triangleright s)) \). So assume that \( |\text{supp} V| \geq 3 \). Let \( r \in \text{supp} V \) be such that \( r \notin \{s, t^{-1} \triangleright s\} \). Since \((\text{ad} V_{r})(\text{ad} V_{s})(W_{t}) = 0 \) by assumption, [29, Prop. 5.5] implies that \( rt = tr \). Hence \( \varphi_{|\text{supp} V} = (s t^{-1} \triangleright s) \). This implies the claim on \( \varphi_{|\text{supp} V} \).
Let now $v_1, v_2 \in V_s$ and $w \in W_t$. Then
\[
\varphi_2(\text{id} \otimes \varphi_1)(v_1 \otimes v_2 \otimes w) = \varphi_2(v_1 \otimes v_2 \otimes w - v_1 \otimes sts^{-1}v_2 \otimes sw)
\]
\[
= (v_1 \otimes v_2 + sv_2 \otimes v_1) \otimes w
\]
\[
- (sv_2 \otimes sts^{-1}v_1 + s^2ts^{-1}v_1 \otimes sv_2) \otimes sw
\]
\[
- (v_1 \otimes sts^{-1}v_2 + s^2ts^{-1}v_2 \otimes v_1) \otimes sw
\]
\[
+ (s^2ts^{-1}v_2 \otimes s^2ts^{-2}v_1 + s^2ts^{-1}v_1 \otimes s^2ts^{-1}v_2) \otimes s^2w.
\]
Since $sw \in W_{sts^{-1}}$ and $w, s^2w \notin W_{sts^{-1}}$, if $(\text{id} \otimes V)^2(W) = 0$ then the second and third line in the last expression have to cancel. Since
\[
s^2ts^{-1}V_s = V_{ssts^{-1}s^{-2}}
\]
and $s^2sts^{-2} \neq s$, we conclude that
\[
sv_2 \otimes sts^{-1}v_1 + v_1 \otimes sts^{-1}v_2 = 0.
\]
In particular, $\dim V_s = 1$ and $sv + v = 0$ for all $v \in V_s$. \qed

**Lemma 5.7.** Let $\theta \in \mathbb{N}$ and $V_1, \ldots, V_\theta$ be Yetter-Drinfeld modules over $G$. Let $i \in \{1, \ldots, \theta\}$ and $J \subseteq \{1, \ldots, \theta\} \setminus \{i\}$ be such that $\text{supp} V_j, \text{supp} V_k$ commute for all $j, k \in J \cup \{i\}$. Assume that $G$ is generated by $\bigcup_{j=1}^\theta \text{supp} V_j$, $V_i$ is absolutely simple, $\dim V_i < \infty$, and that $(\text{id} - cv_j.v_i)(V_i \otimes V_j) = 0$ for all $j \in \{1, \ldots, \theta\} \setminus (J \cup \{i\})$. Then $\dim V_i = 1$.

**Proof.** Lemma 5.4 and the conditions on $\text{supp} V_i$ imply that $\text{supp} V_i$ commutes with $\text{supp} V_j$ for all $1 \leq j \leq \theta$. Since $\text{supp} V_i$ is a conjugacy class of $G$ and $G$ is generated by $\bigcup_{j=1}^\theta \text{supp} V_j$, we conclude that $|\text{supp} V_i| = 1$. Let $t \in \text{supp} V_i$ and let $J' = J \cup \{i\}$. By assumption, $rs = sr$ for all $r, s \in \bigcup_{j \in J} \text{supp} V_j$, and hence the elements of $\bigcup_{j \in J'} \text{supp} V_j$ have a common eigenspace $V$ in $K \otimes_K V_i$ for some field extension $K$ of $K$. Further, for all $r \in \text{supp} V_j$ with $j \in \{1, \ldots, \theta\} \setminus J'$ there exists $\lambda_r \in K$ such that $rv = \lambda_r v$ for all $v \in V_j$ by Lemma 5.4. Since $G$ is generated by $\bigcup_{j=1}^\theta \text{supp} V_j$, we conclude that all elements of $G$ act by a constant on $V$. Since $V_i$ is absolutely simple, it follows that $\dim V_i = 1$. \qed

Similar calculations as in the proof of Lemma 5.6 prove the following claim on braided vector spaces of diagonal type, which will be needed in the proof of Lemma 5.14.

**Lemma 5.8.** Let $g_1, g_2, g_3 \in G$ and let $V \in \mathcal{WYD}$. Assume that $g_i g_j = g_j g_i$ for all $1 \leq i < j \leq 3$, and that there exist $(q_{ij})_{1 \leq i, j \leq 3} \in (K^\times)^{3 \times 3}$ and linearly independent elements $v_i \in V_{g_i}$ for $i \in \{1, 2, 3\}$ such that $g_i v_j = q_{ij} v_j$ for all $i, j \in \{1, 2, 3\}$. Then $(\text{ad} v_1)(\text{ad} v_2)(v_3) = 0$ if and only if $q_{23}q_{32} = 1$ or $q_{13}q_{31} = q_{12}q_{21} = 1$. 
Proof. In the proof of [25, Thm. 1.1] it was shown that \((\operatorname{ad} v_1)(\operatorname{ad} v_2)(v_3) = 0\) if and only if \(\varphi_2(\operatorname{id} \otimes \varphi_1)(v_1 \otimes v_2 \otimes v_3) = 0\). Since
\[
\varphi_1(v_2 \otimes v_3) = (1 - q_{23}q_{32})v_2 \otimes v_3,
\]
\[
\varphi_2(v_1 \otimes v_2 \otimes v_3) = v_1 \otimes (1 - q_{12}q_{21}q_{13}q_{31})v_2 \otimes v_3
\]
\[+ q_{12}(1 - q_{13}q_{31})v_2 \otimes v_1 \otimes v_3,
\]
the claim follows from the linear independence of \(v_1, v_2, v_3\). \qed

Finally, we make an important observation on tuples with certain Cartan matrices.

**Proposition 5.9.** Let \(\theta \in \mathbb{N}_{\geq 2}, M \in \mathcal{F}_G^\theta\), and \(i, j \in \{1, \ldots, \theta\}\) be such that \(i \neq j\). Assume that \(\{-a^{M}_{ij}, -a^{M}_{ji}\} \subseteq \{0\}, \{1\}, \{1, 2\}\). Then \((\operatorname{ad} M_i)^m(M_j) = M_j\) is absolutely simple or zero for all \(m \in \mathbb{N}_0\).

**Proof.** Since \(M \in \mathcal{F}_G^\theta\), \((\operatorname{ad} M_i)^0(M_j) = M_j\) is absolutely simple. On the other hand, \((\operatorname{ad} M_i)^a(M_j) = R_1(M_i, M_j)_2\) for \(a = -a^{M}_{ij}\) is absolutely simple by [7, Thm. 3.8], and \((\operatorname{ad} M_i)^m(M_j) = 0\) for all \(m > a\). Thus the claim holds whenever \(a_{ij} \in \{0, -1\}\). The only remaining case is when \(a_{ij}^{M} = -2, a_{ji}^{M} = -1, \) and \(m = 1\). In this case
\[
(\operatorname{ad} M_i)(M_j) \simeq (\operatorname{id} - e_{M_j,M_i}c_{M_i,M_j})(M_i \otimes M_j) \simeq (\operatorname{ad} M_j)(M_i)
\]
which is absolutely simple by a previous argument since \(a^{M}_{ji} = -1\). \qed

### 5.2. Cartan matrices and restrictions.

Let \(H \subseteq G\) be a subgroup and let \(V \in G\mathcal{YD}\). If \(\text{supp} V \subseteq H\), then by restricting the \(G\)-module structure of \(V\) to \(H\) one obtains a unique Yetter-Drinfeld module \(V' \in H\mathcal{YD}\) which we will denote by \(\text{Res}^G_H V\).

**Lemma 5.10.** Let \(H\) be a subgroup of \(G\). Let \(X \subseteq G\) be a union of conjugacy classes of \(G\) such that \(X \cup H\) generates \(G\). Then
\[
G = \langle X \rangle H = H \langle X \rangle.
\]

**Proof.** It follows from \(hx = (hx^{-1})h\) for all \(h \in H, x \in X\), since \(G\) is generated by \(X \cup H\). \qed

**Lemma 5.11.** Let \(H\) be a subgroup of \(G\). Let \(X \subseteq G\) be a union of conjugacy classes of \(G\) such that \(X \cup H\) generates \(G\).

1. Let \(V\) be a simple \(\mathbb{K}G\)-module. If \(xv \in \mathbb{K}v\) for all \(v \in V\) and all \(x \in X\), then \(V\) is a simple \(\mathbb{K}H\)-module by restriction.
2. Let \(V\) be a simple Yetter-Drinfeld module over \(G\). Assume that \(\text{supp} V \subseteq H\). Let \(h \in \text{supp} V\). If \(xv \in \mathbb{K}v\) for all \(x \in X, v \in V_h\), then \(\text{Res}^G_H V \subseteq H\mathcal{YD}\) is simple.

**Proof.** (1) By Lemma 5.10, \(G = H \langle X \rangle\). Hence
\[
V = \mathbb{K}Gv = \mathbb{K}H \langle X \rangle v = \mathbb{K}Hv
\]
for all \(v \in V \setminus \{0\}\). Therefore \(V\) is a simple \(\mathbb{K}H\)-module by restriction.
Lemma 5.10 implies that $G = H \langle X \rangle$. Since $V$ is simple and $xv \in Knv$ for all $x \in X$ and $v \in V_h$, we conclude from (5.2) that $Khv = V$ for all $v \in V_h \setminus \{0\}$. Thus $Res^H_G V$ is simple. □

The last three lemmata in this subsection will be used for induction arguments.

**Lemma 5.12.** Let $\theta \in \mathbb{N}_{\geq 2}$ and $M \in \mathcal{E}_G^\theta$. Assume that $a_{12}^M = a_{21}^M = -1$ and that $a_{1j}^M = 0$ for all $j \in \{3, \ldots, \theta\}$. Assume further that $\text{supp } M_1$ and $\text{supp } M_2$ commute. Then $\dim M_1 = 1$ and $\dim M_2 = 1$.

**Proof.** From Lemma 5.6(1) we obtain that $\text{supp } M_1$ and $\text{supp } M_2$ are commutative since $a_{12}^M = a_{21}^M = -1$. Hence $\dim M_1 = 1$ by Lemma 5.7 with $i = 1$ and $J = \{2\}$. Let $r_1 \in Z(G)$ with $\text{supp } M_1 = \{r_1\}$ and let $r_2 \in \text{supp } M_2$. Since any $s_2 \in \text{supp } M_2$ acts by a constant on $M_1$, Lemma 5.6(2) with $V = M_2$ and $W = M_1$ implies that $G^{r_1} \subseteq G^{r_2}$. Hence $G^{r_2} = G$, that is, $r_2 \in Z(G)$ and $\text{supp } M_2 = \{r_2\}$. Since $r_1 \in Z(G)$ and $M_2$ is absolutely simple, there exists $\lambda' \in \mathbb{K}^x$ such that $r_1v_2 = \lambda'v_2$ for all $v_2 \in M_2$. Then Lemma 5.6(3) with $V = M_2$, $W = M_1$ implies that $\dim M_2 = 1$. □

**Lemma 5.13.** Let $\theta \in \mathbb{N}_{\geq 2}$ and $M \in \mathcal{E}_G^\theta$. Assume that $a_{12}^M = a_{21}^M = -1$ and that $a_{1j}^M = 0$ for all $j \in \{3, \ldots, \theta\}$. Assume further that $\text{supp } M_1$ and $\text{supp } M_2$ do not commute. Then $|\text{supp } M_1| = |\text{supp } M_2| = 2$ and $\dim M_1 = \dim M_2 = 2$.

**Proof.** Since $a_{12}^M = a_{21}^M = -1$, Lemma 5.6(1) tells that $\text{supp } M_1$ and $\text{supp } M_2$ are commutative. Moreover, since $\text{supp } M_1$ and $\text{supp } M_2$ do not commute, Lemma 5.6(4) implies that $\varphi_r|_{\text{supp } M_2}$ and $\varphi_s|_{\text{supp } M_1}$ are transpositions for all $r \in \text{supp } M_1$, $s \in \text{supp } M_2$. Let $r \in \text{supp } M_1$ and $s \in \text{supp } M_2$. Then $r$ commutes with $\text{supp } M_i$ for all $3 \leq i \leq \theta$ by Lemma 5.4. It follows that $\text{supp } M_i = r^G = \{r, s \triangleright r\}$. Moreover, $\dim(M_1)_r = 1$ and $\dim(M_2)_s = 1$ by Lemma 5.6(4). Since $s$ does not commute with any element of $r^G$, the same holds for all $s' \in s^G$. Then $|\text{supp } M_2| = 2$ since $\varphi_r|_{\text{supp } M_2}$ is a transposition. □

**Lemma 5.14.** Let $\theta \in \mathbb{N}_{\geq 3}$ and $M \in \mathcal{E}_G^\theta$. Assume that $a_{12}^M = a_{21}^M = a_{23}^M = -1$ and that $a_{1j}^M = 0$ for all $j \in \{3, \ldots, \theta\}$. Let $H = \langle \bigcup_{j=2}^\theta \text{supp } M_j \rangle$ and $M' = (\text{Res}^G_H M_j)_{2 \leq j < \theta}$. Then $M' \in \mathcal{E}_H^{\theta-1}$. If $H$ is abelian, then $G$ is abelian.

**Proof.** If $\text{supp } M_1$ and $\text{supp } M_2$ commute, then $\dim M_1 = 1$ by Lemma 5.12. Hence $\text{supp } M_1$ consists of a central element of $G$, and the claim follows from Lemma 5.11(2).

Assume that $\text{supp } M_1$ and $\text{supp } M_2$ do not commute. Then $\dim M_1 = \dim M_2 = 2$ and $|\text{supp } M_1| = |\text{supp } M_2| = 2$ by Lemma 5.13. In particular, either $\text{supp } M_2 \subseteq Z(H)$ or $\text{Res}^G_H M_2 \in H \mathcal{YD}$ is absolutely simple. Assume first that $\text{supp } M_2$ does not commute with $\text{supp } M_i$ for some $3 \leq i < \theta$. Then $\text{Res}^G_H M_2 \in H \mathcal{YD}$ is absolutely simple. Further, $\text{Res}^G_H M_i \in H \mathcal{YD}$ is
absolutely simple for all \( i \geq 3 \) by Lemmas 5.4 and 5.11(2). Then \( M' \in \mathcal{E}_{\theta-1}^H \) and \( H \) is non-abelian.

Assume that \( \text{supp} \ M_1 \) and \( \text{supp} \ M_2 \) do not commute, and that \( \text{supp} \ M_2 \) commutes with \( \text{supp} \ M_3 \). Let \( r, r', s, s' \in G \) be such that \( r \neq r' \), \( s \neq s' \), and \( \text{supp} \ M_1 = \{ r, r' \} \), \( \text{supp} \ M_2 = \{ s, s' \} \). Let \( t \in \text{supp} \ M_3 \) be such that \((\text{id} - c^2)(M_2)_{s} \otimes (M_3)_{t}) \neq 0\). By Lemma 5.4, there exists \( \lambda \in \mathbb{K}^\times \) such that \( rw = \lambda w \) for all \( w \in (M_3)_t \). Assume that \( \mathbb{K} \) contains all eigenvalues of the action of \( s \) and \( s' \) on \( (M_3)_t \). Since \( G' \) is generated by \((G' \cap G^s) \cup \{ r \}) \) by Lemma 5.1(4), a joint eigenspace \( W \) of \( s \) and \( s' \) in \( (M_3)_t \) is then invariant under the action of \( G' \). Since \( M_3 \) is absolutely simple, we conclude that \( s \) and \( s' \) act by a constant on \( (M_3)_t \). Since \( rsw^{-1} = s' \), these two constants coincide. By the same reason, \( t \) acts by a constant on \( M_2 = (M_2)_s \oplus (M_2)_{s'} \). Since \( a_{23}^M = -1 \) and \((\text{id} - c^2)((M_2)_{s} \otimes (M_3)_{t}) \neq 0\), Lemma 5.8 implies that \( \text{ad} (M_2)_{s} \text{ad} (M_2)_{s'} ((M_3)_{t}) \neq 0 \), which is a contradiction to \( a_{23}^M = -1 \). \( \square \)

**5.3. Skeletons of finite type.** Here we collect two basic lemmas about skeletons and their reflections.

**Lemma 5.15.** Let \( J, K \subseteq \{ 1, \ldots, \theta \} \) be disjoint non-empty subsets and let \( i \in J \). Let \( M \in \mathcal{F}_G^\theta \) be such that \( a_{ij}^M \in \mathbb{Z} \) for all \( j \in \{ 1, \ldots, \theta \} \). If \( a_{jk}^M = 0 \) for all \( j \in J \) and \( k \in K \) then \( a_{jk}^{R_i(M)} = 0 \) for all \( j \in J \) and \( k \in K \).

**Proof.** Suppose that \( j \neq i \). Recall that \( R_i(M)_j = (\text{ad} M_i)_m(M_j) \), where \( m = -a_{ij}^M \), and \((\text{ad} M_i)_m(M_j) \simeq \varphi(M_i^{\otimes m} \otimes M_j) \) for some morphism \( \varphi \) in \( G(Y \overline{\mathcal{D}}), \) see Lemma 1.3. In particular, \( R_i(M)_k = M_k \) for all \( k \in K \). Moreover, \( a_{jk}^M = 0 \) if and only if \( c_{M_k, M_i} c_{M_j, M_k} = 1 \). Since \( c^2 \) is a natural isomorphism, it commutes with \( \varphi \otimes \text{id} \). This implies the claim of the lemma for \( j \neq i \). The case where \( j = i \) means that \((\text{id} - c_{W,V} c_{W',V'}) (V \otimes W) = 0 \) implies that \((\text{id} - c_{W,V} c_{W',V'}) (V^* \otimes W) = 0 \) for \( V = M_i \) and \( W = M_k \), where \( k \in K \). The latter is well-known. \( \square \)

The following lemma and the remark below will be used to simplify the calculations of the skeletons of reflections of tuples.

**Lemma 5.16.** Let \( \theta \geq 3 \), \( i \in \{ 1, \ldots, \theta \} \) and let \( M \in \mathcal{F}_G^\theta \). Suppose that \( M \) has a skeleton and that for all \( j, k \in \{ 1, \ldots, \theta \} \setminus \{ i \} \) with \( j \neq k \), the triple \( R_1(M_i, M_j, M_k) \) has a skeleton \( S'_{jk} \). Then \( R_i(M) \) has a skeleton \( S' \). Moreover, \( S' \) is uniquely determined such that it restricts to \( S'_{jk} \) when considering only the vertices \( i, j, \) and \( k \).

Note that \( R_1(M_i, M_j, M_k) \) means reflection on the first entry of the triple, that is, on \( M_i \).

**Proof.** The definition of a skeleton of \( R_i(M) \) and its existence consist of a family of conditions in each of which at most two entries \( R_i(M)_{j}, R_i(M)_{k} \) with \( j, k \in \{ 1, \ldots, \theta \} \) are involved. Thus these conditions can be obtained from \( R_1(M_i, M_j, M_k) \). This implies the claim. \( \square \)
Remark 5.17. Let \( \theta \geq 3, i \in \{1, \ldots, \theta\} \) and let \( M = (M_1, \ldots, M_\theta) \in \mathcal{F}_\theta^G \). Suppose that \( M \) has a connected skeleton \( \mathcal{S} \). Lemma 5.16 can be used to obtain quickly the skeleton of \( R_i(M) \) for some \( M \in \mathcal{F}_\theta^G \) (if it exists).

Assume that for all \( j, k \in \{1, \ldots, \theta\} \setminus \{i\} \) such that \( j \neq k \) and the skeleton of \( (M_i, M_j, M_k) \) is connected, the triple \( R_1(M_i, M_j, M_k) \) has a skeleton \( \mathcal{S}'_{jk} \). We show that then the conditions of Lemma 5.16 are fulfilled and hence \( R_i(M) \) has a skeleton.

Indeed, for any triple \( (i, j, k) \) with \(|\{i, j, k\}| = 3 \) one of the following possibilities occurs:

1. \( j \) and \( k \) are not connected with \( i \) in \( \mathcal{S} \). Then \( R_i(M)_j = M_j, R_i(M)_k = M_k \), and hence \( R_1(M_i, M_j, M_k) \) has a skeleton \( \mathcal{S}'_{jk} \). In this skeleton, \( j \) and \( k \) are not connected with \( i \) by Lemma 5.15. Hence \( \mathcal{S}'_{jk} \) coincides with the skeleton of \( (M_i, M_j, M_k) \).

2. \( (M_i, M_j, M_k) \) has a connected skeleton. Then \( R_1(M_i, M_j, M_k) \) has a connected skeleton by assumption.

3. Precisely one of \( j \) and \( k \) (say \( j \)) is connected with the vertex \( i \) and the other is neither connected with \( i \) nor with \( j \). Then \( R_i(M)_k = M_k \). Moreover, there exists \( l \in \{1, \ldots, \theta\} \setminus \{i, j, k\} \) such that \( (M_i, M_j, M_l) \) has a connected skeleton. Then \( R_1(M_i, M_j, M_l) \) has a connected skeleton by assumption. Then \( R_1(M_i, M_j, M_k) \) has a skeleton with two connected components by Lemma 5.15.

This leads to the claim on the existence (and the shape) of the skeleton of \( R_i(M) \).

6. Proof of Theorem 2.6: The case ADE

In this section we require that all assumptions in Theorem 2.6 hold. Thus let \( \theta \in \mathbb{N}_{\geq 2} \) and let \( G \) be a non-abelian group and \( M \in \mathcal{E}_\theta^G \). Assume that the Cartan matrix \( A^M \) of \( M \) is a Cartan matrix of type \( A_\theta \) with \( \theta \geq 2 \), or \( D_\theta \) with \( \theta \geq 4 \), or \( E_\theta \) with \( \theta \in \{6, 7, 8\} \).

Lemma 6.1. The following hold:

1. \( |\text{supp } M_i| = 2 = \dim M_i \) for all \( i \in \{1, \ldots, \theta\} \).

2. \( \text{supp } M_i \) does not commute with \( \text{supp } M_j \) whenever \( a^M_{ij} = -1 \).

Proof. We proceed by induction on \( \theta \). If \( \theta = 2 \), then \( A^M \) is of type \( A_2 \). If \( \text{supp } M_1 \) and \( \text{supp } M_2 \) commute, then Lemma 5.12 implies that \( G \) is commutative, which is a contradiction to our assumption. Hence \( \text{supp } M_1 \) and \( \text{supp } M_2 \) do not commute, and the lemma follows from Lemma 5.13. Assume that \( \theta \geq 3 \). Let \( I = \{1, \ldots, \theta\} \). By the assumptions on \( A^M \) there exist \( i, j, k \in I \) such that \( a^M_{ij} = a^M_{ji} = a^M_{jk} = -1 \), and \( a^M_{il} = 0 \) for all \( l \in I \setminus \{i, j\} \). Let \( H \) be the subgroup of \( G \) generated by \( \bigcup_{i \in I \setminus \{i\}} \text{supp } M_i \). Then \( M' = (\text{Res}_H^G M_i)_{i \in I \setminus \{i\}} \in \mathcal{E}_{\theta-1}^H \) by Lemma 5.14, and \( a^M_{il} = a^M_{im} \) for all \( l, m \in I \setminus \{i\} \). Hence, by induction hypothesis, the lemma holds for all \( l \in I \setminus \{i\} \). In particular, \( \dim M_j = 2 \). Then \( \text{supp } M_i \) and \( \text{supp } M_j \) do not commute and \( |\text{supp } M_i| = 2 = \dim M_i \) by Lemmas 5.12 and 5.13. \( \square \)
The following lemma describes the structure of the Yetter-Drinfeld modules encoded in a skeleton of types $\alpha_0$, $\delta_0$, $\varepsilon_6$, $\varepsilon_7$ and $\varepsilon_8$.

**Lemma 6.2.** Let $N \in \mathcal{F}_G^G$. The following are equivalent:

1. $N$ has a connected simply-laced skeleton of finite type.
2. There exist
   - a symmetric indecomposable Cartan matrix $A \in \mathbb{Z}^{\theta \times \theta}$ of finite type,
   - an element $\epsilon \in Z(G)$ with $\epsilon^2 = 1$, and
   - for all $i \in \{1, \ldots, \theta\}$, $s_i \in \text{supp} N_i$ a unique character $\sigma_i$ of $G^{s_i}$, such that $\text{supp} N_i = \{s_i, \varepsilon s_i\}$ and $N_i \simeq M(s_i, \sigma_i)$ for all $i \in \{1, \ldots, \theta\}$, and the following conditions hold:

   (6.1) $\sigma_i(s_j)\sigma_j(s_i) = \sigma_i(\epsilon)\sigma_j(\epsilon) = 1$ for all $i, j$ such that $a_{ij} = 0$,

   (6.2) $\sigma_i(\varepsilon s_i^2)\sigma_j(\varepsilon s_i^2) = 1$ for all $i, j$ such that $a_{ij} = -1$,

   (6.3) $\sigma_i(s_i) = -1$ for all $i \in \{1, \ldots, \theta\}$,

   (6.4) $s_is_j = \varepsilon s_j s_i$ for all $i, j$ such that $a_{ij} = -1$,

   (6.5) $s_is_j = s_js_i$ for all $i, j$ such that $a_{ij} = 0$.

3. Let $P = (\text{Res}_{H}^{G}N_1, \ldots, \text{Res}_{H}^{G}N_{\theta})$, where $H \subseteq G$ is the subgroup generated by $\bigcup_{i=1}^{\theta} \text{supp} N_i$. Then $H$ is non-abelian, $P \in \mathcal{F}_G^H$, and $A^P$ is of type $A_\theta$ with $\theta \geq 2$, $D_\theta$ with $\theta \geq 4$, or $E_\theta$ with $\theta \in \{6, 7, 8\}$.

**Proof.** The implication (1)$\Rightarrow$(3) follows from the definition of a simply-laced skeleton.

We prove that (3) implies (2). Let $A = A^P(= A^N)$. Then $A$ is a symmetric indecomposable Cartan matrix of finite type and $|\text{supp} N_i| = \dim \bar{N}_i = 2$ for all $i \in \{1, \ldots, \theta\}$ by Lemma 6.1. Moreover, Lemmas 6.1 and 5.4 imply that $\text{supp} N_i$ commutes with $\text{supp} N_j$, where $i \neq j$, if and only if $a_{ij} = 0$. Let $s_i \in \text{supp} N_i$ for all $i \in \{1, \ldots, \theta\}$. Then for all $i \in \{1, \ldots, \theta\}$ there exists a unique character $\sigma_i$ of $G^{s_i}$ such that $N_i \simeq M(s_i, \sigma_i)$. Lemma 5.2 implies that there exists $\epsilon \in Z(G)$ such that $\epsilon^2 = 1$, $\text{supp} N_i = \{s_i, \varepsilon s_i\}$ for all $i \in \{1, \ldots, \theta\}$, and (6.4) holds. Now (6.3) holds by Lemma 5.6(4), and (6.1) follows from Lemma 5.5. Finally, if $a_{ij} = -1$ then $(\text{ad} N_i)(N_j)$ is absolutely simple. Therefore (6.2) follows from Lemma A.3.

Finally we prove that (2) implies (1). Let $i, j \in \{1, \ldots, \theta\}$ be such that $i \neq j$. Since $\epsilon \in Z(G)$, we conclude from Lemma 5.5 and from (6.1) and (6.5), that $(\text{ad} N_i)(N_j) = 0$ if $a_{ij} = 0$. Finally, if $a_{ij} = -1$ then (6.2)--(6.4) and Corollary A.7 imply that $a_{ij}^N = -1$. This proves (1). \qed

We now study some reflections. In the case of rank three one has the following lemma.

**Lemma 6.3.** Let $N \in \mathcal{F}_3^G$. Assume that $N$ has a skeleton $S$ of type $\alpha_3$. Then $S$ is a skeleton of $R_k(N)$ for each $k \in \{1, 2, 3\}$. 


Proof. By symmetry of the skeleton of type $\alpha_3$, it suffices to prove the lemma for the reflections $R_1$ and $R_2$. Let $s_i \in G$ and $\sigma_i \in \hat{G}^{s_i}$ be as in Lemma 6.2(2). Let $(U, V, W) = R_1(M)$. Then Lemma A.8 implies that $U \simeq M(s_1^{-1}, \sigma_1^*), V \simeq M(s_1s_2, \sigma')$ and $W = M_3$, where $\sigma' \in \hat{G}^{s_1s_2}$ with $\sigma'(s_1s_2) = -1$ and $\sigma'(h) = \sigma_1(h)\sigma_2(h)$ for all $h \in G^{s_1} \cap G^{s_2}$. For the proof of the claim we use Lemma 6.2. For $(U, V, W)$, Conditions (6.1) and (6.5) follow from Lemmas 5.15 and 5.5. Conditions (6.2) and (6.4) for $i, j = \{1, 2\}$ and (6.3) for $i \in \{1, 2\}$ hold by Lemma A.8. Condition (6.3) for $i = 3$ holds since $R_1(M)_3 = M_3$. Thus we need to prove (6.2) and (6.4) for $i = 2, j = 3$.

Clearly, (6.4) follows easily, since $s_1s_3 = s_3s_1$ and $s_2s_3 = \varepsilon s_3s_2$ imply that $s_1s_2s_3 = \varepsilon s_3s_1s_2$. Regarding (6.2) we obtain the following:

$$\sigma'(\varepsilon s_3^2 \sigma_3 (\varepsilon s_1s_2)^2) = \sigma_1(\varepsilon s_3^2) \sigma_2(\varepsilon s_3^2) \sigma_3(s_1s_2)^2 = \sigma_1(\varepsilon) \sigma_3(\varepsilon) = 1,$$

where the last equation follows from Lemma 5.5.

Let now $(U', V', W') = R_2(M)$. By Lemma A.8,

$$U' \simeq M(s_2s_1, \rho), \quad V' \simeq M(s_2^{-1}, \sigma_2^*), \quad W' \simeq M(s_2s_3, \tau),$$

where $\rho \in \hat{G}^{s_2s_1}$ with $\rho(s_2s_1) = -1, \rho(h) = \sigma_1(h)\sigma_2(h)$ for all $h \in G^{s_1} \cap G^{s_2}$, and $\tau \in \hat{G}^{s_2s_3}$ with $\tau(s_2s_3) = -1, \tau(h) = \sigma_2(h)\sigma_3(h)$ for all $h \in G^{s_2} \cap G^{s_3}$. As in the first part of the proof of the Lemma, one needs to check the conditions of Lemma 6.2 for $R_2(M)$.

Conditions (6.2)–(6.4) follow from Lemma A.8. For (6.5) we record that

$$(s_2s_1)(s_2s_3) = s_2\varepsilon s_2s_1s_3 = s_2\varepsilon s_2s_3s_1 = s_2s_3s_2s_1$$

since $\varepsilon^2 = 1$. Finally, $s_1^{-1}s_3 \in G^{s_1} \cap G^{s_2} \cap G^{s_3}$ and hence we get (6.1) from the calculations

$$\rho(s_2s_3)\tau(s_2s_1) = \rho(s_2s_1s_3^{-1}s_3)\tau(s_2s_3s_1^{-1}s_1)$$

$$= (-1)\rho(s_1^{-1}s_3)\tau(s_3^{-1}s_1)$$

$$= \sigma_1(s_1^{-1}s_3)\sigma_2(s_1^{-1}s_3s_1)\sigma_3(s_1^{-1}s_1) = 1$$

and

$$\rho(\varepsilon)\tau(\varepsilon) = \sigma_1(\varepsilon)\sigma_2(\varepsilon)^2\sigma_3(\varepsilon) = 1.$$

This completes the proof. \qed

The reflections are studied by the following proposition.

**Proposition 6.4.** Let $N \in \mathcal{F}_G^\theta$. Suppose that $N$ has a skeleton $S$ of type $\alpha_3, \delta_0$ (with $\theta \geq 4$), $\varepsilon_6, \varepsilon_7$, or $\varepsilon_8$. Then $S$ is a skeleton of $R_k(N)$ for all $k \in \{1, \ldots, \theta\}$.

Proof. For $\theta = 2$ the claim follows from Lemmas 6.2 and A.8. Assume that $\theta \geq 3$. By Remark 5.17, it is enough to prove that for all pairwise distinct $i, j, k \in \{1, \ldots, \theta\}$ such that the skeleton $S_{ijk}$ of $(M_i, M_j, M_k)$ is connected, $S_{ijk}$ is a skeleton of $R_k(M_i, M_j, M_k)$. All such skeletons are of type $\alpha_3$. Hence the claim follows from Lemma 6.3. \qed
Now we are ready to complete the proof of Theorem 2.6.

Proof of Theorem 2.6. (1) holds by Lemma 6.2(3)⇒(1), and (2) follows from (1) and Proposition 6.4.
(3) Theorem 1.2 applies because of (2). Since the Cartan graph of $M$ is standard, the root system of $M$ coincides with the root system associated with the Cartan matrix $A^M$. Hence

$$\mathcal{H}(t) = \prod_{\alpha \in \Delta_{\theta}} \mathcal{H}_{\mathcal{B}(M_{\theta})}(t^\alpha).$$

The Nichols algebras $\mathcal{B}(M_i)$ are quantum linear spaces with Hilbert series $(1 + t)^2$, see also Theorem [25, Thm. 4.6(2)]. Then the claim on the Hilbert series of $\mathcal{B}(M)$ follows from Theorem 1.2. □

7. Proof of Theorem 2.7: The case $C$

In this section we require that all assumptions in Theorem 2.7 hold. Let $\theta \in \mathbb{N}_{\geq 3}$ and let $G$ be a non-abelian group. Assume that $M \in E_G^\theta$ and that $A^M$ is a Cartan matrix of type $C_\theta$, where $a_{\theta^{-1},\theta}^M = -2$ and $a_{ij}^M = -1$ for $|i - j| = 1$, $(i,j) \neq (\theta - 1, \theta)$.

7.1. We first study some particular aspects for triples.

Lemma 7.1. Assume that $\theta = 3$. Then the following hold:

(1) $\supp M_1 = \supp M_2 = \dim M_1 = \dim M_2 = 2$ and $\dim M_3 = 1$.
(2) $\supp M_1$ does not commute with $\supp M_2$.

Proof. Suppose that $\supp M_1$ and $\supp M_2$ commute. Then $\dim M_i = 1$ for all $i \in \{1,2\}$ by Lemma 5.12. Since $a_{32}^M = -1$, Lemma 5.6(1) implies that $\supp M_3$ is commutative. Then $G$ is abelian, a contradiction. Hence $\supp M_1$ and $\supp M_2$ do not commute. Then Lemma 5.13 implies that $|\supp M_1| = |\supp M_2| = \dim M_1 = \dim M_2 = 2$.

Let $r \in \supp M_1$, $s_1, s_2 \in \supp M_2$ with $s_1 \neq s_2$, and $t \in \supp M_3$. Then $rt = tr$ because of $a_{13}^M = 0$. Hence

$$\supp M_3 \ni s_1 t s_1^{-1} r(s_1 t s_1^{-1}) r^{-1} = s_2 r t r^{-1} s_2^{-1} = s_2 t s_2^{-1}.$$ 

Assume that $\supp M_2$ and $\supp M_3$ do not commute. Then $s_1, s_2$ act on $\supp M_3$ via conjugation by the same transposition because of Lemma 5.6. Since $\supp M_3$ is a conjugacy class of $G$, we conclude that $|\supp M_3| = 2$. Moreover, $\dim (M_3)_i = 1$ by Lemma 5.6(4). Let now $\sigma$ be a character of $G^{s_1}$ such that $M_2 \simeq M(s_1, \sigma)$. Then Corollary A.7 for $(M_1, M_2)$ and $(M_2, M_3)$ implies that $\sigma(s_1) = -1$ and $\sigma(s_1) = 1$, char $K = 3$, respectively. This is clearly impossible. Hence $\supp M_2$ and $\supp M_3$ commute.

Since $a_{32}^M = -1$ and $\supp M_3$ commutes with $\supp M_1$ and $\supp M_2$, we conclude from Lemma 5.7 for $\theta = 3$, $V_1 = M_1$, $V_2 = M_2$, $V_3 = M_3$, $i = 3$, $J = \{2\}$, that $\dim M_3 = 1$. □
Lemma 7.4. which is motivated by Lemma 7.1 and will be used crucially in the proof of Lemma 5.2(1). Assume further that \( \epsilon \).

Lemma 7.2. The following are equivalent:

1. \( A^N \) is of type \( C_3 \).
2. The following hold:
   \[
   \rho(\epsilon s^2)\sigma(\epsilon r^2) = \rho(t)\tau(r) = 1, \quad \rho(r) = \sigma(s) = -1,
   \]
   \[
   (\tau(t) + 1)(\sigma(t)\tau(st) - 1) = 0, \quad \sigma(t)\tau(s) \neq 1.
   \]

Proof. We first prove that (1) implies (2). Since \( N \in \mathcal{F}_3^G \) and \( A^N \) is of type \( C_3 \), Proposition 5.9 implies that \( (ad N_i)^m(N_j) \) is absolutely simple or zero for all \( m \in \mathbb{N}_0 \) and all \( i, j \in \{1, 2, 3\} \) with \( i \neq j \). By Corollary A.7, \( a_{12}^N = a_{21}^N = -1 \) implies that \( \rho(\epsilon s^2)\sigma(\epsilon r^2) = 1 \) and \( \rho(r) = \sigma(s) = -1 \). Further, from Lemma A.14 and from \( a_{13}^N = 0, a_{23}^N \neq 0 \) we obtain that \( \rho(t)\tau(r) = 1, \sigma(t)\tau(s) \neq 1 \). Finally, since \( a_{32}^N = -1 \), Lemma A.2 implies that \( (\tau(t) + 1)(\sigma(t)\tau(st) - 1) = 0 \).

Now assume that (2) holds. Then \( a_{12}^N = a_{21}^N = -1 \) by Corollary A.7, \( a_{13}^N = a_{31}^N = 0 \) by Lemma A.14, and \( a_{23}^N = -2 \) by Lemmas A.15 and A.16(1). Finally, \( a_{32}^N = -1 \) by Lemma A.2. This proves (1). \( \square \)

The classes \( \psi_0^G \) and \( \psi_1^G \) of pairs are introduced in Definition A.17.

Lemma 7.3. Suppose that \( N \) admits all reflections and the Weyl groupoid of \( N \) is finite. Then \( (N_2, N_3) \in \psi_0^G \) or \( (N_2, N_3) \in \psi_1^G \).

Proof. Regard \( N_1 \) and \( N_2 \) as absolutely simple Yetter-Drinfeld modules over \( H = (\text{supp}(N_1) \cup N_2)) \). Then \( H \) is a non-abelian epimorphic image of \( \Gamma_2 \). By Theorem 1.4, the Yetter-Drinfeld modules \( (ad N_1)^m(N_2) \) and \( (ad N_2)^m(N_1) \) are absolutely simple or zero for all \( m \geq 0 \), and they are zero for some \( m \in \mathbb{N} \). Thus Lemma A.6 implies that

\[
(7.1) \quad \rho(r)^2 = \sigma(s)^2 = 1, \quad \rho(\epsilon s^2)\sigma(\epsilon r^2) = 1, \quad \text{and} \quad \rho(r) = \sigma(s) = -1 \text{ if char } K = 0.
\]

Moreover, Corollary A.24 applied to \( (N_2, N_3) \) implies that \( (N_2, N_3) \in \psi_i^G \) for some \( i \in \{0, 1, 2, 3, 4\} \), since \( \epsilon^2 = 1 \) — see also Definition A.17 and Table 3. But \( \sigma(s)^2 = 1 \) implies that \( (N_2, N_3) \notin \psi_4^G \).
Consider \( R_2(N) = (U, V, W) \). Since \( \text{supp} N_3 = \{ t \} \) and \( t \in Z(G) \), Lemma A.2 implies that \( (U, V, W) \) satisfies the assumptions of the lemma. In particular, \( (V, W) \notin \mathcal{G}_1 \), and hence

\[
(N_2, N_3) \notin \mathcal{G}_2
\]

by Remark A.23.

Consider \( R_2(N) = (U', V', W') \). Then (7.1) and Lemma A.8 for \( (N_2, N_1) \) imply that

\[
\dim U' = \dim V' = |\text{supp} U'| = |\text{supp} V'| = 2
\]

and \( \text{supp} U', \text{supp} V' \) do not commute. Moreover, Remark A.23 for \( (N_2, N_3) \) implies that \( \dim W' = 1 \). In particular, \( (U', V', W') \) satisfies the assumptions of the lemma. Therefore \( (V', W') \notin \mathcal{G}_2 \), and hence

\[
(N_2, N_3) \notin \mathcal{G}_3
\]

by Remark A.23. This finishes the proof of the lemma. \( \square \)

Now we look again at our main tuple \( M \).

**Lemma 7.4.** Suppose that \( \theta = 3 \), \( M \) admits all reflections, and the Weyl groupoid of \( M \) is finite. Then \( (M_2, M_3) \in \mathcal{G}_1(2) \) and \( \text{char } \mathbb{K} \neq 2 \).

**Proof.** By Lemma 7.1, \( M \) satisfies the assumptions on \( N \) above Lemma 7.2. Let \( \rho, \sigma, \tau \) as there. Since \( a_{23}^M \neq 0 \), we obtain from Lemma 7.3 that \( (M_2, M_3) \in \mathcal{G}_1 \). In particular, \( \sigma(t)\tau(st) = 1 \) and \( \tau(t) \neq 1 \). Moreover, since \( A^M \) is of type \( C_3 \), the formulas in Lemma 7.2(2) hold. Let \( M' = R_2(M) \). Since \( a_{23}^M = -1 \), Lemma A.8 implies that \( M_1' \simeq M(sr, \rho') \), where \( \rho' \in \overline{G^s} \) with \( \rho'(sr) = -1 \), \( \rho'(h) = \rho(h)\sigma(h) \) for all \( h \in G^r \cap G^s \). Further, \( M_2' \simeq M(s^{-1}, \sigma^t) \) and \( M_3' \simeq M(es^2t, \tau_2) \) by Lemma A.15, since \( a_{23}^M = -2 \). Hence \( \epsilon = 1 \) and \( \sigma(s) = -1 \), we obtain that

\[
\tau_2(r) = -\sigma(\rho^2), \tau_2(s) = \sigma(\rho^2), \tau_2(t) = \sigma(t^2)\tau(t).
\]

Then

\[
\rho'(es^2t)\tau_2(sr) = \rho(es^2t)\sigma(\rho^2)\sigma(\rho^2)\tau(\rho^2)(-\sigma(\rho^2)\tau(r)) = -\sigma(\rho^2)\tau(s).
\]

Now Lemma 7.3 for \( N = (M_2', M_3') \) implies that \( (M_1', M_3') \in \mathcal{G}_3 \) or \( (M_1', M_1') \in \mathcal{G}_1 \). In the first case \( \sigma(t)\tau(s) = -1 \), and hence \( \tau(t) = -1 \) and

\[
(M_2, M_3) \in \mathcal{G}_1(2).
\]

Moreover, \( \text{char } \mathbb{K} \neq 2 \) since \( \tau(t) \neq 1 \) by the first paragraph.

Assume that \( (M_1', M_3') \in \mathcal{G}_1 \). Since \( (M_2', M_2') \in \mathcal{G}_1 \), Remark A.23 implies that \( a_{13}^{M'} = a_{23}^{M'} = -2 \). Moreover, since \( A^M \) is of type \( C_3 \), the Cartan graph of \( M \) has no point with a Cartan matrix of type \( A_3 \) by Theorem 2.6. This is a contradiction to \( a_{13}^{M'} = a_{23}^{M'} = -2 \) because of Corollary 3.3. \( \square \)
7.2. Recall the assumptions of Section 7: \( \theta \in \mathbb{N}_{\geq 3} \), \( G \) is a non-abelian group, and \( M \in \mathcal{E}_G^G \) such that \( A^M \) is of type \( C_\theta \).

**Lemma 7.5.** The following hold:

1. \( |\text{supp } M_i| = 2 = \dim M_i \) for all \( 1 \leq i \leq \theta - 1 \), and \( \dim M_{\theta} = 1 \).
2. \( \text{supp } M_i \) does not commute with \( \text{supp } M_{i+1} \) for \( 1 \leq i \leq \theta - 2 \).

**Proof.** We proceed by induction on \( \theta \). For \( \theta = 3 \) the claim holds by Lemma 7.1.

Assume that \( \theta > 3 \). Let \( H \) be the subgroup of \( G \) generated by \( \cup_{i=2}^\theta \text{supp } M_i \). Then

\[
M' = (\text{Res}_H^G M_2, \ldots, \text{Res}_H^G M_\theta) \in \mathcal{E}_G^H
\]

by Lemma 5.14, and \( H \) is non-abelian. Clearly, \( A^{M'} \) is of type \( C_{\theta-1} \). Then induction hypothesis yields the claim except for \( i = 1 \). In particular, \( \dim M_2 = |\text{supp } M_2| = 2 \). Then \( \text{supp } M_1 \) and \( \text{supp } M_2 \) do not commute by Lemma 5.12, and \( |\text{supp } M_1| = 2 = \dim M_1 \) by Lemma 5.13. \( \square \)

Before we prove Theorem 2.7, we have to study skeletons of type \( \gamma_\theta \).

**Lemma 7.6.** Assume that \( \text{char } \mathbb{K} \neq 2 \). Let \( \theta \in \mathbb{N}_{\geq 3} \) and let \( N \in \mathcal{F}_G^G \). The following are equivalent:

1. \( N \) has a skeleton of type \( \gamma_\theta \).
2. There exists \( \epsilon \in \mathbb{Z}(G) \) with \( \epsilon^2 = 1 \), \( \epsilon \neq 1 \), and for all \( i \in \{1, \ldots, \theta\} \) and all \( s_i \in \text{supp } N_i \) there exists a unique character \( \sigma_i \) of \( G^{s_i} \) such that \( \text{supp } N_i = \{s_i, \epsilon s_i\} \) for all \( i \in \{1, \ldots, \theta-1\} \), \( \text{supp } N_\theta = \{s_\theta\} \) and \( N_i \simeq M(s_i, \sigma_i) \) for all \( i \in \{1, \ldots, \theta\} \), and the following hold:

\[
\begin{align*}
(7.3) \quad & \sigma_i(s_j)\sigma_j(s_i) = 1 \quad \text{if } |i - j| \geq 2 \text{ and } 1 \leq i, j \leq \theta, \\
(7.4) \quad & \sigma_i(\epsilon)\sigma_j(\epsilon) = 1 \quad \text{if } |i - j| \geq 2 \text{, } i, j < \theta, \\
(7.5) \quad & \sigma_{\theta-1}(s_\theta)\sigma_\theta(s_{\theta-1}) = -1, \\
(7.6) \quad & \sigma_i(\epsilon s_{i+1})\sigma_{i+1}(\epsilon s_i^2) = 1 \quad \text{for all } i \in \{1, \ldots, \theta - 2\}, \\
(7.7) \quad & \sigma_i(s_i) = -1 \quad \text{for all } i \in \{1, \ldots, \theta\}, \\
(7.8) \quad & s_i s_{i+1} = \epsilon s_{i+1} s_i \quad \text{for all } i \in \{1, \ldots, \theta - 2\}, \\
(7.9) \quad & s_j s_i = s_i s_j \quad \text{if } j \geq i + 2 \text{ or } j = \theta.
\end{align*}
\]

**Proof.** We first prove that (2) implies (1). For this, the only non-trivial task is to show that the Cartan matrix \( A^N \) is of type \( C_\theta \). Now \( a_{i+1}^N = a_{i+1}^N = -1 \) for all \( i \in \{1, \ldots, \theta - 2\} \) by Corollary A.7, \( a_{i\theta}^N = a_{\theta i}^N = 0 \) for \( i \in \{1, \ldots, \theta - 2\} \) by Lemma A.14, \( a_{ij}^N = a_{ji}^N = 0 \) for \( i, j \in \{1, \ldots, \theta - 1\} \) with \( |i - j| > 1 \) by Lemma 5.5, and \( a_{\theta-1,\theta}^N = -2 \) by Lemmas A.15 and A.16. Finally, \( a_{\theta-1,\theta}^N = -1 \) by Lemma A.2. This proves (1).

Assume now that (1) holds. Then the claims in (2) on \( \epsilon \) and \( \text{supp } N_i \) for \( i \in \{1, \ldots, \theta\} \) including (7.8) and (7.9) follow from Lemma 5.2(1). Moreover, \( A^N \) is of type \( C_\theta \), and hence Proposition 5.9 implies that \( \text{ad } N_j \) is absolutely simple or zero for all \( i, j \in \{1, \ldots, \theta\} \) with \( i \neq j \). Then (7.5) holds.
by assumption on the skeleton and (7.3)–(7.7) follow from Lemmas 5.5, A.14, A.2, and from Corollary A.7.

For the reflections one needs the following lemmas.

**Lemma 7.7.** Let $N \in \mathcal{F}_G^2$. Assume that $\text{char } K \neq 2$ and that $N$ has a skeleton $S$ of type $\gamma_3$. Then $S$ is a skeleton of $R_k(N)$ for all $k \in \{1, 2, 3\}$.

**Proof.** Since $N$ has a skeleton of type $\gamma_3$, by Lemma 7.6 there exist $r, s, t, \epsilon \in G$ and $\rho \in \widetilde{G}^r$, $\sigma \in \widetilde{G}^s$, $\tau \in \widetilde{G}$ as above Lemma 7.2. Moreover, $\rho, \sigma, \tau$ satisfy the equations in Lemma 7.6(2) with $s_1 = r, s_2 = s, s_3 = t, \sigma_1 = \rho, \sigma_2 = \sigma, \sigma_3 = \tau$. In particular, $\sigma(t)\tau(s) = \tau(t) = -1$.

Let $(U, V, W) = R_1(N)$. Then Lemma A.8 implies that $U \simeq M(r^{-1}, \rho^s)$, $V \simeq M(r, \sigma^s)$ and $W = W$, where $\sigma' \in \widetilde{G}^s$ with $\sigma'(r) = -1$ and $\sigma'(h) = \rho(h) \sigma(h)$ for all $h \in G^r \cap G^s$. Now we use Lemma 7.6 to prove that $S$ is a skeleton of $R_1(N)$. Lemma 7.6(2) for $N$, especially Equations (7.3) and (7.7), imply that $\rho(t)\sigma(r) = 1$ and $\rho(r) = -1$. Hence $\rho^s(t)\tau(r^{-1}) = 1$ and $\rho^s(r^{-1}) = -1$. Further, $\rho'^s(\epsilon rs^2)\sigma'(r^{-2}) = 1$ by Lemma A.8. Finally, 

$$
\sigma'(t)\tau(rs) = \rho(t)\sigma(t)\tau(r)\tau(s) = -1.
$$

Let now $(U', V', W') = R_2(N)$. Lemmas A.8 and A.22(1) imply that $U' \simeq M(sr, \rho')$, $V' \simeq M(s^{-1}, \sigma')$ and $W' \simeq M(s^{-2}t, \tau')$, where $\rho' \in \widetilde{G}^s$ with $\rho'(sr) = -1$, $\rho'(h) = \rho(h) \sigma(h)$ for all $h \in G^r \cap G^s$, and $\tau' \in \widetilde{G}$ with $\tau'(r) = -\sigma(er^2)\tau(r)$, $\tau'(z) = \sigma(zr^{-1}sr)\tau(z)$ for all $z \in G^s$. Again we use Lemma 7.6 to prove that $S$ is a skeleton of $R_2(N)$. Lemmas A.8 and A.22(1) imply that $\rho'(sr) = -1$, $\sigma'(s^{-1}) = -1$, $\tau'(s^2t) = -1$, and

$$
\rho'(s^2t)\tau'(sr) = \rho(s^2t)\sigma(s^2t)(-\sigma(er^2)\tau(r))\sigma(sr^{-1}sr)\tau(s) = -\rho(s^2t)\sigma(er^2)\rho(t)\tau(r)\sigma(e^2s^4)\sigma(t)\tau(s) = 1.
$$

Finally,

$$
\rho'(s^2t)\tau'(sr) = \rho(s^2t)\sigma(s^2t)(-\sigma(er^2)\tau(r))\sigma(sr^{-1}sr)\tau(s) = -\rho(s^2t)\sigma(er^2)\rho(t)\tau(r)\sigma(e^2s^4)\sigma(t)\tau(s) = 1.
$$

Thus $S$ is a skeleton of $R_2(N)$.

Now let $(U'', V'', W'') = R_3(N)$. Then Lemmas A.22(5) and A.2 imply that $U'' = U$, $V'' \simeq M(st, \sigma'')$ and $W'' \simeq M(t^{-1}, \tau'')$ where $\sigma'' \in \widetilde{G}^s$ with $\sigma''(z) = \sigma(z)\tau(z)$ for all $z \in G^s$. Lemmas A.22(5) and A.2 imply all conditions in Lemma 7.6(2) for $(U'', V'', W'')$ except (7.6) and (7.3) for $i = 1, j = 3$. These two we obtain as follows:

$$
\rho(es^2t^2)\sigma''(er^2) = \rho(es^2t^2)\sigma(er^2)\rho(t^2)\tau(er^2) = 1,
$$

$$
\rho(t^{-1})\tau^s(r) = \rho(t)^{-1}\tau(r)^{-1} = 1.
$$

Thus $S$ is a skeleton of $R_3(N)$.

**Proposition 7.8.** Let $\theta \geq 3$ and $N \in \mathcal{F}_G^2$. If $N$ has a skeleton $S$ of type $\gamma_\theta$, then $A^N$ is of type $C_\theta$ and $S$ is a skeleton of $R_k(N)$ for all $k \in \{1, \ldots, \theta\}$. 

Proof. Proceed as in the proof of Proposition 6.4 and apply Lemmas 7.7 and 6.3.

We are now ready to prove Theorem 2.7.

Proof of Theorem 2.7. We prove the implications (1)⇒(4)⇒(2)⇒(1) and (1)⇒(3)⇒(2).

(1)⇒(4). Since $M \in \mathcal{E}_\theta^G$ has a skeleton of type $\gamma_\theta$, Proposition 7.8 implies that $M$ admits all reflections and $\mathcal{W}(M)$ is standard of type $C_\theta$. Moreover, from Lemma 7.6 we conclude that $\mathcal{B}(M_i)$ is finite-dimensional for all $i \in \{1, \ldots, \theta\}$. More precisely,

$$\mathcal{H}_{\mathcal{B}(M_i)}(t) = (2)_t^2, \quad \mathcal{H}_{\mathcal{B}(M_{\theta})}(t) = (2)_t$$

for all $i \in \{1, \ldots, \theta - 1\}$. Since the long roots are on the orbit of $\alpha_\theta$ and the short roots on the orbit of (any) $\alpha_i$ with $i < \theta$, Theorem 1.2 implies that $\mathcal{B}(M)$ is finite-dimensional with the claimed Hilbert series.

(4)⇒(2). Since $\dim \mathcal{B}(M) < \infty$, the tuple $M$ admits all reflections by [7, Cor. 3.18] and the Weyl groupoid is finite by [7, Prop. 3.23].

(2)⇒(1). It is assumed that $M$ admits all reflections, $A^M$ is of type $C_\theta$, and $\mathcal{W}(M)$ is finite. Thus $\mathcal{C}(M)$ is a connected indecomposable finite Cartan graph by Theorem 1.1. For the proof of (1) we just have to verify the conditions in Lemma 7.6(2) and that $\text{char } K \neq 2$. Now Lemma 7.5 tells that $\text{supp} M_i = \dim M_i = 2$ for all $i \in \{1, \ldots, \theta - 1\}$, $\dim M_{\theta} = 1$, and $\text{supp} M_i$ and $\text{supp} M_{i+1}$ do not commute for $1 \leq i \leq \theta - 2$. Moreover, an iterated application of Lemma 5.14 implies that

$$(\text{Res}_{H}^G M_{\theta-2}, \text{Res}_{H}^G M_{\theta-1}, \text{Res}_{H}^G M_{\theta}) \in \mathcal{E}_{\theta}^H,$$

where $H$ is the (non-abelian) subgroup of $G$ generated by $\cup_{i=\theta-2}^{\theta} \text{Supp} M_i$. Therefore Lemma 7.4 implies that $\text{char } K = 2$ and that the conditions in Lemma 7.6(2) hold whenever $i, j \in \{\theta - 2, \theta - 1, \theta\}$. The remaining claims in Lemma 7.6(2) follow from Lemmas 5.5, A.2, and Corollary A.7.

(1)⇒(3). Since $M \in \mathcal{E}_\theta^G$ has a skeleton of type $\gamma_\theta$, Proposition 7.8 implies that $M$ admits all reflections and $\mathcal{W}(M)$ is standard of type $C_\theta$.

(3)⇒(2). This is clear, see e.g. [16, Thm. 3.3].

8. Proof of Theorems 2.8 and 2.9: The case B

In the whole section let $G$ be a non-abelian group. In order to prove Theorems 2.8 and 2.9, we collect first some information on skeletons of type $\beta_\theta$, $\beta'_\theta$, and $\beta''_\theta$ for $\theta \geq 3$, on tuples in $\mathcal{F}_\theta^G$ with such skeletons, and on a particular Cartan graph.

Extending the definition of a skeleton of type $\beta_3'$ and $\beta_3''$, we say that the skeletons in Figure 8.1 are of type $\beta_\theta'$ and $\beta_\theta''$, respectively. We will need them for the proof of Theorem 2.8. We want to stress that the skeletons of type $\beta_\theta'$ and $\beta_\theta''$ are of finite type if and only if $\theta = 3$.

For tuples with skeletons of type $\beta_\theta$, $\beta_\theta'$, and $\beta_\theta''$, respectively, where $\theta \geq 3$, one obtains the following.
Lemma 8.1. Suppose that \( \text{char } K = 3 \). Let \( \theta \in \mathbb{N}_{\geq 3} \) and \( M \in \mathcal{F}_G^G \). The following are equivalent:

1. \( M \) has a skeleton of type \( \beta_\theta \).
2. There exist \( \epsilon \in Z(G) \) with \( \epsilon^2 = 1 \), \( \epsilon \neq 1 \), and for all \( i \in \{1, \ldots, \theta\} \) and \( s_i \in \text{supp } M_i \) a unique character \( \sigma_i \) of \( G^{s_i} \) such that \( \text{supp } M_i = \{s_i, \epsilon s_i\} \) and \( M \simeq M(s_i, \sigma_i) \) for all \( i \in \{1, \ldots, \theta\} \), and such that the following conditions hold:

\[
\begin{align*}
\sigma_i(s_j)\sigma_j(s_i) &= \sigma_i(\epsilon)\sigma_j(\epsilon) = 1 \quad \text{for all } i, j \text{ such that } |i - j| \geq 2, \\
\sigma_i(\epsilon s_{i+1}^2)\sigma_{i+1}(\epsilon s_i^2) &= 1 \quad \text{for all } i \in \{1, \ldots, \theta - 1\}, \\
\sigma_i(s_i) &= -1 \quad \text{for all } i \in \{1, \ldots, \theta - 1\}, \\
\sigma_\theta(\epsilon^2) &= 1, \\
s_is_{i+1} &= \epsilon s_{i+1}s_i \quad \text{for all } i \in \{1, \ldots, \theta - 1\}, \\
s_is_j &= s_js_i \quad \text{for all } i, j \text{ such that } |i - j| \geq 2.
\end{align*}
\]

Proof. We first prove that (2) implies (1). By Definition 2.2 and the assumptions in (2), it only remains to prove that the Cartan matrix \( A^M \) is of type \( B_\theta \). Now \( a_{i+1,i} = a_{i+1,i}^M = -1 \) for all \( i \in \{1, \ldots, \theta - 2\} \) by Corollary A.7(1), \( a_{ij}^M = a_{ji}^M = 0 \) for \( i, j \in \{1, \ldots, \theta\} \) with \( |i - j| > 1 \) by Lemma 5.5, and \( a_{\theta-1,\theta}^M = -1, a_{\theta,\theta-1}^M = -2 \) by Corollary A.7(2). This proves (1).

Assume now that (1) holds. Then the claims in (2) on \( \text{supp } M_i \) for all \( i \in \{1, \ldots, \theta\} \) including (8.5) and (8.6) follow from Lemma 5.2(1) and the shape of the skeleton of \( M \). Moreover, \( A^M \) is of type \( B_\theta \) by (1) and the definition of a skeleton. Then (8.1)–(8.4) follow from Lemmas 5.5 and from Corollary A.7.

\[ \square \]

Lemma 8.2. Let \( \theta \in \mathbb{N}_{\geq 3} \) and \( M \in \mathcal{F}_G^G \). The following are equivalent:

1. \( M \) has a skeleton of type \( \beta_\theta^\prime \), and there exist \( t_1, t_2 \in \text{supp } M_\theta \) such that \( t_1t_2 \neq t_2t_1 \).
2. Let \( s_i \in \text{supp } M_i \) for all \( i \in \{1, \ldots, \theta\} \). There exists \( \epsilon \in G \) with \( \epsilon^3 = 1, \epsilon \neq 1 \), and unique characters \( \sigma_i \) of \( G^{s_i} \) such that \( \text{supp } M_i = \{s_i\} \) for all \( i \in \{1, \ldots, \theta - 1\} \), \( \text{supp } M_\theta = \{s_\theta, \epsilon s_\theta, \epsilon^2 s_\theta\} \) and \( M \simeq \ldots \)
Let $a_i$ from Lemma A.2, since $a_i$ and all $j > i$ is of type the assumptions in (2), it only remains to prove that the Cartan matrix $A^M$.

We first prove that (2) implies (1). According to Definition 2.2 and Proof.

(8.1) $M(s_i, \sigma_i)$ for all $i \in \{1, \ldots, \theta\}$, and the following hold:

(8.7) $\sigma_i(s_j)\sigma_j(s_i) = 1$ if $|i - j| \geq 2$,

(8.8) $\sigma_i(s_{i+1})\sigma_{i+1}(s_i) = p^{-1}$ for all $i \in \{1, \ldots, \theta - 1\}$,

(8.9) $\sigma_i(s_i) = p$ for all $i \in \{1, \ldots, \theta - 1\}$,

(8.10) $\sigma_\theta(s_\theta) = -1$,

(8.11) $\epsilon_\theta = s_\theta \epsilon^{-1}$,

where $p \in \mathbb{K}$ with $1 - p + p^2 = 0$.

Proof. We first prove that (2) implies (1). According to Definition 2.2 and the assumptions in (2), it only remains to prove that the Cartan matrix $A^M$ is of type $B_\theta$. Now $a_{i+1}^M = a_{i+1}^M = -1$ and $a_{i+1}^M = 0$ for all $i \in \{1, \ldots, \theta - 2\}$ and all $j > i + 1$ with $j \neq \theta$ by Lemma A.1. Further, $a_{i+1}^M = -1$ and $a_{i+1}^M = 0$ (and hence $a_{i+1}^M = 0$) for all $i < \theta - 1$ by Lemma A.2. Finally $a_{i+1}^M = -2$ because of Lemma A.10. This proves (1).

Assume now that (1) holds. In particular, $A^M$ is of type $B_\theta$ by the definition of a skeleton and a skeleton of type $B'_\theta$. Let $s_\theta \in \text{supp} M_\theta$. Since $|\text{supp} M_\theta| = 3$, (1) and Lemma A.9 imply that there exists $\epsilon \in G$ such that $\epsilon^3 = 1$, $\epsilon \neq 1$, $\epsilon s_\theta = s_\theta \epsilon^{-1}$, and $\text{supp} M_\theta = \{s_\theta, \epsilon s_\theta, \epsilon^2 s_\theta\}$. Then (8.7) follows from Lemma A.2, since $a_{ij}^M = 0$ whenever $|i - j| \geq 2$. Equations (8.8) and (8.9) are given in the skeleton. Since $a_{i+1}^M = -2$, (8.10) follows from Lemma A.10.

Lemma 8.3. Let $M \in F_\theta'$. The following are equivalent:

1. $M$ has a skeleton of type $B'_\theta$.
2. Let $s_i \in \text{supp} M_i$ for all $i \in \{1, \ldots, \theta\}$. There exists $\epsilon \in G$ with $\epsilon^3 = 1$, $\epsilon \neq 1$, and $\sigma_i \in G^{s_i}$ for all $i \in \{1, \ldots, \theta\}$ such that $\text{supp} M_i = \{s_i\}$ for all $i \in \{1, \ldots, \theta - 2\}$, $\text{supp} M_{\theta - 1} = \{s_{\theta - 1}, \epsilon s_{\theta - 1}\}$, $\text{supp} M_{\theta} = \{s_\theta, \epsilon s_\theta, \epsilon^2 s_\theta\}$, $M_i \simeq M(s_i, \sigma_i)$ for all $i \in \{1, \ldots, \theta\}$, and the following hold:

(8.12) $\sigma_i(s_j)\sigma_j(s_i) = 1$ if $|i - j| \geq 2$, $i, j \leq \theta$,

(8.13) $\sigma_i(s_{i+1})\sigma_{i+1}(s_i) = p^{-1}$ for all $i \in \{1, \ldots, \theta - 2\}$,

(8.14) $\sigma_i(s_i) = p$ for all $i \in \{1, \ldots, \theta - 2\}$,

(8.15) $\sigma_{\theta - 1}(s_{\theta - 1}) = \sigma_\theta(s_\theta) = -1$,

(8.16) $\sigma_{\theta - 1}(\epsilon) = -p$,

(8.17) $\sigma_{\theta - 1}(\epsilon s_\theta^2)\sigma_\theta(\epsilon s_{\theta - 1}^2) = 1$,

(8.18) $s_\theta s_{\theta - 1} = \epsilon s_{\theta - 1} s_\theta$,

(8.19) $\epsilon s_\theta = s_\theta \epsilon^{-1}$,

where $p \in \mathbb{K}$ with $1 - p + p^2 = 0$. 

□
Proof. Again we first prove that (2) implies (1). According to Definition 2.2 and the assumptions in (2), it only remains to prove that the off-diagonal entries of $A^M$ correspond to the integers obtained from the skeleton of type $\beta_\theta'$. Now $a^M_{i+1} = a^M_{i+1} = -1$ for all $i \in \{1, \ldots, \theta - 3\}$ by Lemma A.1 and $a^M_{i,j} = 0$ for all $1 \leq i, j \leq \theta$ with $j \geq i + 2$ by Lemma A.2. Also, $a^M_{\theta - 2 \theta - 1} = -1$ by Lemma A.2. Moreover, $a^M_{\theta - 1 \theta - 2} = -2$ by Lemmas A.15 and A.16(1). Finally, $a^M_{\theta - 1 \theta} = -1$ and $a^M_{\theta - 1 \theta} = -2$ because of Lemma A.13. This proves (1).

Assume now that (1) holds. Since $s^G_{\theta - 1}$ and $s^G_\theta$ do not commute and since $|s^G_{\theta - 1}| = 2$, we obtain that $s_\theta s_{\theta - 1} \neq s_{\theta - 1} s_\theta$. Let $e \in G$ be such that $s^G_{\theta - 1} = \{s_{\theta - 1}, e s_{\theta - 1}\}$. Then $c^2 = 1$, supp $M_\theta = \{s_\theta, e s_\theta, e^2 s_\theta\}$, and (8.18), (8.19) hold by Lemma A.12. It remains to prove (8.12)–(8.17).

Now (8.12) follows from Lemma A.2, since $a^M_{ij} = 0$ whenever $1 \leq i < j - 1$. By Proposition 5.9, all $(ad M_i)^m M_j$ for $i \neq j$, $m \geq 0$, are absolutely simple or zero because of (1). Since $a^M_{\theta - 1 \theta} = -1$ and $a^M_{\theta - 1 \theta} = -2$, (8.15) and (8.17) follow from Lemma A.13. Finally, Conditions (8.13), (8.14), and (8.16) are given in the skeleton. \hfill \square

In the following three propositions we study reflections of skeletons of type $\beta_\theta$, $\beta'_\theta$, and $\beta''_\theta$ with $\theta \geq 3$.

**Proposition 8.4.** Let $\theta \in \mathbb{N}$ with $\theta \geq 3$ and let $M \in \mathcal{F}^G_\theta$. Assume that $M$ has a skeleton $S$ of type $\beta_\theta$. Then the Cartan matrix of $M$ is of type $B_\theta$, and $S$ is a skeleton of $R_\theta(M)$ for all $k \in \{1, \ldots, \theta\}$.

**Proof.** Following the arguments in the proof of Proposition 6.4 and using Lemma 6.3, it suffices to prove the claim for $\theta = 3$. In this case, one obtains the claim following the proof of Lemma 6.3 and using Lemma 8.1. \hfill \square

**Proposition 8.5.** Let $M \in \mathcal{F}^G_\theta$. Assume that $M$ has a skeleton $S$ of type $\beta'_\theta$. Then $S$ is a skeleton of $R_\theta(M)$ for $1 \leq k \leq \theta - 1$, and $R_\theta(M)$ has a skeleton of type $\beta''_\theta$.

**Proof.** By Remark 5.17, it is enough to consider connected subgraphs of $S$ with three vertices $i_1, i_2, i_3$. If $\theta \notin \{i_1, i_2, i_3\}$ and $k \in \{i_1, i_2, i_3\}$, then Lemma 8.2 implies that $M_{i_1} \oplus M_{i_2} \oplus M_{i_3}$ is a braided vector space of Cartan type with Cartan matrix of type $A_3$, and hence the tuple $R_j(M_{i_1}, M_{i_2}, M_{i_3})$ for $j \in \{1, 2, 3\}$ has the same skeleton as $(M_{i_1}, M_{i_2}, M_{i_3})$. Thus it remains to prove the proposition for $\theta = 3$ and $k \in \{1, 2, 3\}$.

Assume first that $k = 1$. Then dim $M_k = 1$, $a^M_{12} = -1$, and $a^M_{13} = 0$. Hence $R_1(M)_{11} = M^*_1$, $R_1(M)_{12} \simeq M_1 \otimes M_2$ by Lemma A.1, and $R_1(M)_{13} = M_3$. We now verify the conditions in Lemma 8.2 for $R_1(M)$. The only non-trivial condition is (8.8) for $i = 2$. For this we obtain that

$$\sigma_1 \sigma_2 (s_3) \sigma_3 (s_1 s_2) = \sigma_1 (s_3) \sigma_3 (s_1) \sigma_2 (s_3) \sigma_3 (s_2) = p^{-1},$$

and hence $S$ is a skeleton of $R_1(M)$. \hfill \square
Assume now that $k = 2$. Then $\dim M_k = 1$ and $a_{21}^M = a_{23}^M = -1$. Hence $R_2(M)_1 \simeq M_2 \otimes M_1$, $R_2(M)_2 \simeq M_2^*$, and $R_2(M)_3 \simeq M_2 \otimes M_3$ by Lemma A.2. We verify the conditions in Lemma 8.2 for $R_2(M)$. We obtain that

$$
\sigma_1 \sigma_2(s_2 s_3) \sigma_2 s_3(s_2 s_1) = \sigma_1(s_3) \sigma_3(s_1) \sigma_1(s_2) \sigma_2(s_1 s_2 s_3) \sigma_3(s_2) = p^{-1} p^2 p^{-1} = 1,
$$

$$
\sigma_1 \sigma_2(s_2^{-1}) \sigma_2^2(s_2 s_1) = (s_1(s_2) \sigma_2(s_1))^{-1} \sigma_2(s_2) = p p^{-2} = p^{-1},
$$

$$
\sigma_2(s_2 s_3) \sigma_2 s_3(s_2^{-1}) = (s_3(s_3) \sigma_3(s_2))^{-1} \sigma_2(s_2) = p p^{-2} = p^{-1},
$$

$$
\sigma_1 \sigma_2(s_1 s_2) = p p^{-1} p = p,
$$

$$
\sigma_2^2(s_2^{-1}) = p, \quad \sigma_2 s_3(s_2 s_3) = pp^{-1} \sigma_3(s_3) = \sigma_3(s_3).
$$

Condition (8.11) for $R_2(M)$ is clear. Therefore $S$ is a skeleton of $R_2(M)$.

Finally, assume that $k = 3$. Then $R_3(M) = (M_1, (\text{ad} M_3)^2(M_2), M_3^*)$. We have to show that $R_3(M)$ has a skeleton of type $\beta_3''$. To do so we apply Lemma 8.3. By Proposition A.11, $R_3(M)_2 \simeq M(s', \sigma')$ and $M_3^* \simeq M(s_3^{-1}, \sigma_3^{-1})$, where $s' = \epsilon s_3 s_3^2$, $\sigma' = p^{-2} = -p$ (which proves (8.16)), and $\sigma'(h) = \tau(h)^2 \sigma(h)$ for all $h \in G^c \cap G^{s_3}$. Now Conditions (8.12), (8.14), (8.18) and (8.19) are clear. Moreover, (8.15) and (8.17) follow from the last claim of Proposition A.11. We verify now (8.13):

$$
\sigma_1(s') \sigma'(s_1) = \sigma_1(\epsilon s_3 s_3^2) \sigma_2(s_1) \sigma_3(s_1)^2 = \sigma_1(s_2) \sigma_2(s_1) (\sigma_1(s_3) \sigma_3(s_1))^2 = p^{-1}
$$

and the proof is completed. \( \square \)

For the proof of the third of three propositions we will use the following lemma, which will also play a role in the proof of Proposition 9.3.

**Lemma 8.6.** Let $M \in \mathcal{F}_3^G$. Assume that $M$ has a skeleton $S$ as in Figure 8.2, where $p = -1$ if $q^2 = 1$. Then $S$ is a skeleton of $R_k(M)$ for all $k \in \{1, 2, 3\}$.

**Proof.** By assumption, there exist $r, t \in \mathbb{Z}(G)$, $s, \epsilon \in G$ and $\rho, \tau \in \hat{G}$, $\sigma \in \hat{G}^s$ such that $M_1 \simeq M(r, \rho)$, $M_2 \simeq M(t, \tau)$, $M_3 \simeq M(s, \sigma)$, $s^G = \{s, \epsilon s\}$, and $\epsilon \neq 1$. By Lemma 5.1, there exists $x \in G$ such that $x s = s \epsilon x$ and $x \epsilon = \epsilon^{-1} x$. The skeleton contains additionally the following information, see Lemmas A.1 and A.14:

$$
\rho(r) = p, \quad \tau(t) = p, \quad \sigma(\epsilon) = q, \quad \rho(t) \tau(r) = p^{-1}, \quad \rho(s) \sigma(r) = 1, \quad \tau(s) \sigma(t) = p^{-1},
$$

and that $a_{12}^M = -2$. Since $a_{22}^M = -2$, Lemma A.14 implies that $p \neq 1$. Since $a_{ij}^M a_{ji}^M \in \{0, 1, 2\}$ for all $i, j \in \{1, 2, 3\}$ with $i \neq j$, Proposition 5.9 and
Lemmas A.15, A.16 imply that the relations in one of the following three lines hold:

\[ \sigma(s) = -1, \quad \sigma(\epsilon^2) \neq 1, \quad \sigma(\epsilon^2 t^2) \tau(s^2) = 1, \]
\[ \sigma(s) = -1, \quad \sigma(\epsilon^2) = 1, \]
\[ \sigma(s) \neq -1, \quad \sigma(\epsilon^2) \neq 1, \quad \sigma(st) \tau(s) = 1, \quad \sigma(\epsilon^2 s^2) = 1. \]

Since \( \sigma(t) \tau(st) = 1 \), we conclude that \( (M_3, M_2) \in \varphi_5 \cup \varphi_1 \cup \varphi_7 \).

Let now \( (U, V, W) = R_1(M) \). Then \( U \simeq M(r^{-1}, \rho^*) \), \( V \simeq M(tr, \rho\tau) \), and \( W = M_3 \simeq M(s, \sigma) \). In particular,

\[ \rho\tau(s)\sigma(rt) = \tau(s)\sigma(t) = p^{-1}. \]

Using the above formulas and the definition of a skeleton, we conclude that \( S \) is a skeleton of \( R_1(M) \).

Let \( (U', V', W') = R_2(M) \). Then \( U'' \simeq M(tr, \tau\rho) \), \( V' \simeq M(t^{-1}, \tau^*) \), and \( W' \simeq M(ts, \tau\sigma) \). Then

\[ \tau\rho(ts)\tau\sigma(tr) = (t^2)\tau(s)\sigma(t)\rho(t)\tau(r)\rho(s)\sigma(r) = p^2p^{-1}p^{-1} = 1 \]

and

\[ \tau\sigma(ets) = \tau(ts)\sigma(t)\sigma(\epsilon s) = q. \]

Then Lemma A.22(5) implies that \( S \) is a skeleton of \( R_2(M) \).

Now let \( (U'', V'', W'') = R_3(M) \). Then \( U'' = M_1 \simeq M(r, \rho) \), \( V'' \simeq M(\epsilon s^2 t, \tau_2) \), and \( W'' \simeq M(s^{-1}, \sigma^*) \), where \( \tau_2 \in G \) as in Lemma A.15. We record that \( (s^{-1})^G = \{ s^{-1}, \epsilon^{-1}s^{-1} \} \) and that \( \sigma^*(\epsilon^{-1}) = \sigma(\epsilon) \). Moreover,

\[ \tau_2(r)\rho(\epsilon s^2 t) = \sigma(s^2)\tau(r)\rho(s^2 t) = \rho(t)\tau(r) = p^{-1}. \]

Thus, if \( (M_3, M_2) \in \varphi_5, \varphi_1, \text{ and } \varphi_7 \), respectively, then Lemma A.22(2), (1), and (3), respectively, implies that \( S \) is a skeleton of \( R_3(M) \). Here, in the case of \( \sigma(\epsilon^2) = 1 \) we used (and needed) that \( p = -1 \) in order to identify \( S \) as a skeleton of \( R_3(M) \). This completes the proof.

**Proposition 8.7.** Let \( M \in \mathcal{F}^G_\theta \). Assume that \( M \) has a skeleton \( S \) of type \( \beta''_\theta \). Then \( S \) is a skeleton of \( R_k(M) \) for \( 1 \leq k \leq \theta - 1 \), and \( R_\theta(M) \) has a skeleton of type \( \beta'_\theta \).

**Proof.** By Remark 5.17, it is enough to consider connected subgraphs of \( S \) with three vertices \( i_1, i_2, i_3 \) and their reflections. If \( i_1, i_2, i_3 \leq \theta - 2 \), then \( M_{i_1} \oplus M_{i_2} \oplus M_{i_3} \) is a braided vector space of Cartan type and their reflections have the same skeleton. If \( \{ i_1, i_2, i_3 \} = \{ \theta - 3, \theta - 2, \theta - 1 \} \), then the reflections of \( M_{i_1} \oplus M_{i_2} \oplus M_{i_3} \) have the same skeleton as \( M_{i_1} \oplus M_{i_2} \oplus M_{i_3} \). Indeed, \( (3)_{-p} = 0 \) by assumption and hence \( p \neq 1 \). Therefore \( (-p)^2 = 1 \) implies that \( \rho = -1 \) and hence Lemma 8.6 applies.

We are left to determine the skeleton of \( R_k(M_{\theta-2}, M_{\theta-1}, M_{\theta}) \) for all \( k \in \{ 1, 2, 3 \} \), that is, to prove the claim for \( \theta = 3 \). To do so, assume that \( \theta = 3 \), and let \( s_1, s_2, s_3, \epsilon \in G \) and \( \sigma_1, \sigma_2, \sigma_3 \) as in Lemma 8.3.

Let \( (U, V, W) = R_1(M) \). Then \( U \simeq M(s_1^{-1}, \sigma^*) \), \( V \simeq M(s_1 s_2, \sigma_1 \sigma_2) \), and \( W \simeq M(s_3, \sigma_3) \) by Lemma A.2. Then

\[ \sigma_1 \sigma_2 (\epsilon s_3^2) \sigma_3 (\epsilon s_1^2 s_2^3) = (\sigma_1(s_3) \sigma_3(s_1))^2 \sigma_2 (\epsilon s_3^2) \sigma_3 (\epsilon s_2^2) = 1 \]
and hence $S$ is a skeleton of $R_1(M)$ by Lemmas 8.3 and A.22(5).

Let $(U', V', W') = R_2(M)$. Then

$$V' \simeq M(s_2^{-1}, \sigma^*), \quad (s_2^{-1})^G = \{s_2^{-1}, \epsilon^{-1}s_2^{-1}\},$$

and $U' \simeq M(\epsilon s_2^3 s_1, \rho')$ for some $\rho' \in \hat{G}$ by Lemmas A.15, A.16. Moreover, the skeleton of $(M_1, M_2)$ is a skeleton of $(U', V')$ by Lemma A.22(1) (if $p \neq -1$) and by Lemma A.22(2) (if $p = -1$), since $\sigma_2(s_2) = -1$. Further, since $(3)\sigma_2(\epsilon) = 0$ by (8.16), we conclude from Lemma A.13 that $W' \simeq M(\epsilon^{-1}s_2 s_3, \tau')$, where $\tau' \in \hat{G}^{s_3}$ with $\tau'(s_3) = \sigma_3(\epsilon s_2^{-1})\sigma_2(\epsilon)$ and $\tau'(h) = \sigma_2(h)\sigma_3(h)$ for all $h \in G^{s_2} \cap G^{s_3}$. Then

$$\sigma^*_3(s_2) = \sigma_2(s_2) = 1,$$

$$\tau'(\epsilon^{-1}s_2 s_3) = \sigma_2(\epsilon^{-1}s_2)\sigma_3(\epsilon^{-1}s_2)\sigma_2(\epsilon) = \sigma_2(s_2) = 1,$$

$$\sigma^*_2(\epsilon^{-1}) = \sigma_2(\epsilon) = -p,$$

$$\sigma^*_2(\epsilon^{-1}s_2 s_3)^2\tau'(\epsilon^{-1}s_2^{-2}) = \sigma_2(\epsilon^{-1}s_2 s_3)^2\sigma_2(\epsilon^{-1}s_2)^{-1} = 1,$$

$$\epsilon^{-1}s_2 s_3 s_2^{-1} = \epsilon^{-1}s_2^{-1}(\epsilon^{-1}s_2 s_3).$$

Therefore $S$ is a skeleton of $R_3(M)$ by Lemma 8.3.

Let $(U'', V'', W'') = R_3(M)$. Then $U'' = M_1$ and $W'' \simeq M(s_3^{-1}, \sigma_3^*)$.

Lemma A.13 implies that $V'' \simeq M(\epsilon^{-1}s_2 s_3, \sigma'')$, where $\sigma'' \in \hat{G}$ such that

$$\sigma''(\epsilon) = 1, \quad \sigma''(s_3) = -\sigma_3(\epsilon^{-1}s_2)\sigma_2(\epsilon), \quad \sigma''(h) = \sigma_3(h)^2\sigma_2(h)$$

for all $h \in G^{s_2} \cap G^{s_3}$. Now we verify the conditions in Lemma 8.2 for $R_3(M) \in \mathcal{F}_3^G$. Except (8.9) for $i = 2$ and except (8.9), everything is clear or can be seen directly. Since $\epsilon^{-1}s_2 \in Z(G)$ by Lemma A.12, for (8.9), $i = 2$, we obtain that

$$\sigma''(\epsilon^{-1}s_2^{-2}s_3) = \sigma_3(\epsilon s_2^{-1})^2\sigma_2(\epsilon)^2\sigma_3(\epsilon^{-1}s_2)^2\sigma_2(\epsilon^{-1}s_2) = \sigma_2(\epsilon s_2) = p.$$

Finally, for (8.8) we calculate the following:

$$\sigma_1(\epsilon^{-1}s_2^{-2}s_3)\sigma''(s_1) = \sigma_1(s_1)s_2\sigma_3(s_1)^2\sigma_2(s_1) = p^{-1},$$

$$\sigma''(s_3^{-1})\sigma^*_3(\epsilon^{-1}s_2^{-2}s_3) = -\sigma_3(\epsilon^{-1}s_2)\sigma_2(\epsilon^{-1})\sigma_3(\epsilon s_2^{-1}) = -\sigma_2(\epsilon^{-1}) = p^{-1}.$$

Thus $R_3(M)$ has a skeleton of type $\beta'_3$. This completes the proof of the proposition.

Before proving Theorem 2.8 we also need more information on the finite Cartan graph in Lemma 3.1(4).

**Lemma 8.8.** Let $C = C(I, \mathcal{X}, r, A)$ be the Cartan graph with $I = \{1, 2, 3\}$, $\mathcal{X} = \{X, Y\}$, such that $r_1 = r_2 = \text{id}$, $r_3$ is the transposition $(X Y)$ and

$$A^X = \begin{pmatrix} 2 & -1 & 0 \\ -1 & 2 & -1 \\ 0 & -2 & 2 \end{pmatrix}, \quad A^Y = \begin{pmatrix} 2 & -1 & 0 \\ -2 & 2 & -1 \\ 0 & -2 & 2 \end{pmatrix}.$$
Let $W_0 \subset W(C)$ be the automorphism group of $X$. Then

$$\Delta^X_+ = \{1, 2, 3, 12, 23, 123, 23^2, 123^2, 12^23^2, 12^23^3, 12^23^4, 12^33^4, 12^23^3\},$$

$$\Delta^X_+ = \{1, 2, 3, 12, 23, 12^2, 123, 23^2, 12^23, 123^2, 12^23^2, 12^23^3, 12^23^2\},$$

and the orbits of $\Delta^X$ with respect to the action of $W_0$ are

$$\{\pm 1, \pm 2, \pm 12, \pm 12^23^4, \pm 12^33^4, \pm 1^22^23^4\},$$

$$\{\pm 3, \pm 23, \pm 123, \pm 12^23^3\},$$

$$\{\pm 23^2, \pm 123^2, \pm 12^23^2\},$$

where $1^a2^b3^c$ and $-1^a2^b3^c$ mean $a \alpha_1 + b \alpha_2 + c \alpha_3$ and $-a \alpha_1 - b \alpha_2 - c \alpha_3$, respectively, for all $a, b, c \in \mathbb{Z}$.

**Proof.** It is clear from the definition that $C$ is a semi-Cartan graph. It is a Cartan graph by [16, Thm. 5.4]. The root system with number 14 in [17, Appendix A], where one interchanges $\alpha_1$ and $\alpha_2$, has $C$ as a Cartan graph and corresponds to the point $Y$, see also the proof of Lemma 3.1. From this one obtains easily the set $\Delta^X = s_3^X (\Delta^Y)$.

By the proof of [16, Thm. 5.4], see [16, Eqs. (5.4),(5.5)], $W_0$ is generated as a group by $s_1^X, s_2^X, t$, and $t = s_3 s_2 s_3^X$. (Observe that in [16] the role of 1 and 3 in $I$ are interchanged.) We record that

$$t(\alpha_1) = \alpha_1 + 2\alpha_2 + 4\alpha_3, \quad t(\alpha_2) = \alpha_2, \quad t(\alpha_3) = - (\alpha_2 + \alpha_3).$$

Applying successively these generators of $W_0$ to the elements of $\Delta^X$ one obtains the last claim of the lemma. \qed

Now we are able to prove Theorems 2.8 and 2.9.

**Proof of Theorem 2.8:** $\dim M_1 = 1$.

(1) $\Rightarrow$ (3). Since $\theta = 3$ and $M$ has a skeleton of type $\beta^3_3$, Propositions 8.5 and 8.7 imply that $M$ admits all reflections and the skeletons of $M$ and of $R_3(M)$ form the points of the semi-Cartan graph $C$ in Lemma 8.8. This semi-Cartan graph is a finite Cartan graph, and the positive roots of its points are given in Lemma 8.8. Since $M$ has a skeleton of type $\beta^3_3$, Lemma 8.2 implies that $B(M_i)$ is finite-dimensional for all $i \in \{1, 2, 3\}$. More precisely,

$$H_{B(M_1)}(t) = H_{B(M_2)}(t) = (h)_{t}, \quad H_{B(M_3)}(t) = (2)^2 (3)_{t},$$

where $h = 3$ if char $K = 2$, $h = 2$ if char $K = 3$, and $h = 6$ otherwise. Similarly, Lemma 8.3 implies that $R_3(M)_2$ is a braided vector space of diagonal type with braiding matrix

$$\begin{pmatrix} -1 & -\zeta \\ -\zeta & -1 \end{pmatrix}$$

where $\zeta = \sigma(\epsilon)$ in the notation of Lemma 8.3. Therefore

$$H_{B(R_3(M)_2)}(t) = (2)_{t} (h')_{t} = \begin{cases} (2)^2_{t} & \text{if char } K = 3, \\ (2)^2 (3)_{t} & \text{if char } K \neq 3, \end{cases}$$

\end{document}
where $h' = 6$ if char $K \neq 3$ and $h' = 2$ if char $K = 3$. Now Theorem 1.2, using the decomposition of $\Delta^X_+$ into $W_0$-orbits in Lemma 8.8, implies that $\mathcal{B}(M)$ is finite-dimensional with the claimed Hilbert series.

(3)$\Rightarrow$(2). Since dim $\mathcal{B}(M) < \infty$, the tuple $M$ admits all reflections by [7, Cor. 3.18] and the Weyl groupoid is finite by [7, Prop. 3.23].

(2)$\Rightarrow$(1). It is assumed that dim $M_1 = 1$, $M$ admits all reflections, $A^M$ is of type $B_9$, and $W(M)$ is finite. Thus Theorem 1.1 tells that $\mathcal{C}(M)$ is a connected indecomposable finite Cartan graph.

Assume first that $\theta = 3$. If $\mathcal{C}(M)$ has a point with a Cartan matrix of type $A_3$ or $C_3$, then $M$ is standard of type $A_3$ and $C_3$, respectively, by Theorems 2.6 and 2.7. Since the Cartan matrix $A^M$ especially the claim on the support of $M$ is of type $B_3$, from Corollary 3.5 we conclude that either $M$ is standard of type $B_3$ or each point of $\mathcal{C}(M)$ has one of the two Cartan matrices in Lemma 3.1(4).

Since dim $M_1 = 1$, Lemma 5.12 implies that dim $M_2 = 1$. Let $H$ be the subgroup generated by supp $M_2 \cup$ supp $M_3$. Then $H$ is non-abelian, $M' = (\text{Res}^G_H M_2, \text{Res}^G_H M_3) \in \mathcal{E}^H_2$, $M'$ admits all reflections, and $W(M')$ is standard of type $B_2$ because of Corollary 3.5. Now [28, Thm. 2.1, Table 1], especially the claim on the support of $M'$, imply immediately that supp $M_3$ is non-abelian and $|\text{supp } M_3| \in \{3, 4\}$. Moreover, the only possible example with $|\text{supp } M_3| = 4$ would be [28, Ex. 1.7]. However, this example has a root system which is standard of type $G_2$, and hence a Cartan matrix of type $B_2$ is impossible if $|\text{supp } M_3| = 4$. On the other hand, $M'$ being standard implies that $M' \notin \mathfrak{g}_5$ in the notation of [28, 7.1,8.4]. The only remaining possibility is discussed in [28, Thm. 8.2]: There exist $r, s \in Z(G)$, $t, \epsilon \in G$, characters $\rho, \sigma$ of $G$ and $\tau$ of $G$ such that

$$M_1 \simeq M(r, \rho), \quad M_2 \simeq M(s, \sigma), \quad M_3 \simeq M(t, \tau),$$

and $G$ is generated by $r, s, t, \epsilon$, the relations $t \epsilon = \epsilon^{-1} t$ and $\epsilon^3 = 1$ hold in $G$, and

$$(8.20) \quad (3)_{-\sigma(s)} = 0, \quad \sigma(st)\tau(s) = 1, \quad \tau(t) = -1.$$ 

Moreover, the condition $a^M_{13} = 0$ is equivalent to $\rho(t)\tau(r) = 1$.

Both if $M$ is standard and if $\Delta^+_{+}$ is the root system of $X$ in Lemma 8.8, we obtain that

$$\Delta^M = \Delta^{R_1(M)} = \Delta^{R_2(M)} \quad \text{and} \quad A^M = A^{R_1(M)} = A^{R_2(M)}.$$ 

Since $R_1(M) \simeq (M^*_1, M_1 \otimes M_2, M_3)$ and $M_1 \otimes M_2 \simeq M(rs, \rho \sigma)$, the above arguments for $M$ applied to $R_1(M)$ imply that

$$\quad (3)_{-\rho(rs)\sigma(rs)} = 0, \quad \rho(rst)\sigma(rst)\tau(rs) = 1$$ 

and hence $\rho(rs)\sigma(r) = 1$. Similarly, $R_2(M) \simeq (M_1 \otimes M_2, M_2^*, M_2 \otimes M_3)$. Then $a^{R_2(M)}_{13} = 0$ implies that

$$\rho \sigma(st)\tau(rs) = 1,$$

and therefore $\rho(s)\sigma(rs) = 1$. Thus $M$ has a skeleton of type $\beta'_3$ by Lemma 8.2.
Assume now that \( \theta \geq 4 \). Since \( \dim M_1 = 1 \), Lemma 5.12 implies that \( \dim M_2 = 1 \). Let \( H \) be the subgroup generated by \( \bigcup_{i=2}^{\theta} \text{supp } M_i \). Then \( H \) is non-abelian, \( M' = (\text{Res}_H M_i)_{2 \leq i \leq \theta} \in \mathcal{E}_{\theta-1}^H \), \( M' \) admits all reflections, \( \mathcal{W}(M') \) is finite, and \( A^{M'} \) is of type \( B_{\theta-1} \). Thus it suffices to lead these assumptions to a contradiction in the case \( \theta = 4 \).

Assume that \( \theta = 4 \). By the claim for \( \theta = 3 \) we conclude that there exist \( r', r, s \in Z(G) \), \( t, \epsilon \in G \), and characters \( \rho', \rho, \sigma \) of \( G \) and \( \tau \) of \( G' \) such that \( r', r, s, t, \epsilon \) generate \( G \), and the relations \( \epsilon^3 = 1 \), \( t \epsilon = \epsilon^{-1} t \) hold in \( G \). Moreover,

\[
M_1 \simeq M(r', \rho'), \quad M_2 \simeq M(r, \rho), \quad M_3 \simeq M(s, \sigma), \quad M_4 \simeq M(t, \tau),
\]

and the characters satisfy the relations

\[
\rho'(s) \sigma(r') = 1, \quad \rho'(t) \tau(r') = 1, \quad \rho(r s) \sigma(r) = 1, \quad \rho(t) \tau(r) = 1,
\]

\[
\rho(s) \sigma(r s) = 1, \quad (3)_{\sigma(s)} = 0, \quad \sigma(s t) \tau(s) = 1, \quad \tau(t) = -1.
\]

Since \( R_1(M) \in \mathcal{E}_4^G \) and \( \dim R_1(M)_1 = 1 \), we conclude that

\[
M' = (R_1(M)_i)_{i \in \{2, 3, 4\}} \in \mathcal{E}_3^H,
\]

where \( H \) is the subgroup of \( G \) generated by \( \bigcup_{i=2}^{\theta} \text{supp } R_1(M)_i \). We record that

\[
M'_1 \simeq M_1 \otimes M_2, \quad M'_2 \simeq M_3, \quad M'_3 \simeq M_4.
\]

We now apply Theorem 2.5 for \( \theta = 3 \). This is possible since the proof does not use results on tuples in \( \mathcal{F}_n^G \), \( n \geq 4 \). Since \( c_{M'_1, M'_2} c_{M'_2, M'_3} \neq \text{id}_{M'_1 \otimes M'_3} \), according to Theorem 2.5 and the equations \( \dim M'_1 = \dim M'_2 = 1 \) we conclude that either \( c_{M'_2, M'_1} c_{M'_1, M'_2} = \text{id}_{M'_1 \otimes M'_2} \) or \( (M'_1, M'_2, M'_3) \) has a skeleton of type \( 3' \). This implies that

\[
\rho' \rho(s) \sigma(rr') = 1 \quad \text{or} \quad \rho'(r' r) \rho' \rho(s) \sigma(rr') = 1.
\]

The first case is impossible since \( \rho(s) \sigma(r) \neq 1 \), \( \rho'(s) \sigma(r') = 1 \). Therefore \( \rho'(r' r) \rho(r') = 1 \).

Since \( a_{21}^M = -1 \), we know that \( \rho(r) = -1 \) or \( \rho(rr') \rho'(r) = 1 \). Assume first that \( \rho(rr') \rho'(r) = 1 \). Then Propositions 8.5 and 8.7 imply that there is a finite Cartan graph with two points corresponding to the skeleton of \( M \) and of \( R_4(M) \), respectively, such that the Cartan matrices of these points are

\[
\begin{pmatrix}
2 & -1 & 0 & 0 \\
-1 & 2 & -1 & 0 \\
0 & -1 & 2 & -1 \\
0 & 0 & -2 & 2
\end{pmatrix}, \quad \begin{pmatrix}
2 & -1 & 0 & 0 \\
-1 & 2 & -1 & 0 \\
0 & -2 & 2 & -1 \\
0 & 0 & -2 & 2
\end{pmatrix}.
\]

However, by [16, Thm. 5.4] there is no such finite Cartan graph, which establishes the desired contradiction.

Assume now that \( \rho'(r) \rho(r') \neq 1 \) and \( \rho(r) = -1 \). Since \( (3)_{-\rho(r)} = 0 \), this implies that \( \text{char } \mathbb{K} = 3 \). Let \( M'' = (R_2(M)_1, R_2(M)_3, R_2(M)_4) \) and let now
$H$ be the subgroup of $G$ generated by $\text{supp} M''$. Since $R_2(M) \in \mathcal{E}_4^G$ and $\dim R_2(M)_2 = 1$, we conclude that $M'' \in \mathcal{E}_3^H$. Moreover,

$$M''_1 \simeq M_1 \otimes M_2, \quad M''_2 \simeq M_2 \otimes M_3, \quad M''_3 \simeq M_4.$$ 

Since

$$\rho'(r,s)\rho(r') = \rho'(r) \rho(r') \neq 1,$$

the tuple $M''$ is braid-indecomposable. From Theorem 2.5 for $\theta = 3$ and from the facts that $\dim M''_1 = \dim M''_2 = 1$ and $\rho(r,s) = -1$ we conclude that $\rho'(r,s)\rho(r') = -1$. This immediately implies that $\rho'(r)\rho(r') = 1$, a contradiction to $a_{12}^{M''} \neq 0$. Thus $\theta \neq 4$ and the proof of the theorem is completed. 

**Proof of Theorem 2.9:** $\dim M_1 > 1$.

(1)$\Rightarrow$(3),(4). Since $M \in \mathcal{E}_9^G$ has a skeleton of type $\beta_\theta$, Proposition 8.4 implies that $M$ admits all reflections and $\mathcal{W}(M)$ is standard of type $B_\theta$. Lemma 8.1 implies that $\mathcal{B}(M_i)$ is finite-dimensional for all $i \in \{1,\ldots,\theta\}$. Moreover precisely,

$$\mathcal{H}_{\mathcal{B}(M_1)}(t) = (2)_t^2, \quad \mathcal{H}_{\mathcal{B}(M_\theta)}(t) = (3)_t^2.$$ 

Now Theorem 1.2 implies that $\mathcal{B}(M)$ is finite-dimensional with the claimed Hilbert series.

(4)$\Rightarrow$(2). Since $\dim \mathcal{B}(M) < \infty$, the tuple $M$ admits all reflections by [7, Cor. 3.18] and the Weyl groupoid is finite by [7, Prop. 3.23].

(2)$\Rightarrow$(1). It is assumed that $\dim M_1 > 1$, $M$ admits all reflections, $A^M$ is of type $B_\theta$, and $\mathcal{W}(M)$ is finite. Thus Theorem 1.1 tells that $\mathcal{C}(M)$ is a connected indecomposable finite Cartan graph.

Since $\theta \geq 3$ and $\dim M_1 > 1$, it follows from Lemma 5.12 and Lemma 5.13 that $\text{supp} M_1$ and $\text{supp} M_2$ do not commute and that

$$\dim M_1 = \dim M_2 = |\text{supp} M_1| = |\text{supp} M_2| = 2.$$ 

Let $H$ be the subgroup generated by $\cup_{i=2}^\theta \text{supp} M_i$. Then Lemma 5.14 implies that $M' = (\text{Res}_H^G M_i)_{2 \leq i \leq \theta} \in \mathcal{E}_3^H$.

Assume first that $\theta = 3$. Let $r \in \text{supp} M_1$, $s \in \text{supp} M_2$, and $t \in \text{supp} M_3$. Since $a_{13}^{M'} = 0$, we conclude that

$$s \triangleright t = r \triangleright (s \triangleright t) = (r \triangleright s) \triangleright (r \triangleright t) = (r \triangleright s) \triangleright t,$$

where $\triangleright$ means conjugation: $s \triangleright t = sts^{-1}$. Since $s \neq r \triangleright s$, this means that both elements of $\text{supp} M_2$ act in the same way on $\text{supp} M_3$. Then [28, Thm. 2.1] implies that $\text{char } \mathbb{K} = 3$, $\dim M_3 = |\text{supp} M_3| = 2$, and that the conditions in Lemma 8.1(2) hold. Then Lemma 8.1 implies (1).

Assume now that $\theta > 3$. Since $\dim M_2 > 1$, the claim for $\theta - 1$ implies that $\text{char } \mathbb{K} = 3$ and $M'$ has a skeleton of type $\beta_{\theta-1}$. In particular, by Lemma 8.1 there exist $s_2,\ldots,s_\theta,\epsilon \in G$ such that $\epsilon s_i = s_i \epsilon$ and $s_i^H = \{s_i, \epsilon s_i\}$ for $2 \leq i \leq \theta$, where $H \subseteq G$ is the subgroup generated by $s_2,\ldots,s_\theta,\epsilon$. Let $s_1 \in \text{supp} M_1$. Since $s_1s_2 \neq s_2s_1$ and $\epsilon^2 = 1$, we conclude from Lemma 5.1 that $\text{supp} M_1 = \{s_1, \epsilon s_1\}$ and $s_1 \epsilon = \epsilon s_1$. Since $G$ is generated by $s_1,\ldots,s_\theta,\epsilon$, 

we conclude that $\epsilon \in Z(G)$. In order to prove that $M$ has a skeleton of type $\beta_\theta$, one has to check conditions (8.1)--(8.6) in Lemma 8.1 for $i = 1$. These follow from Lemmas A.3, A.4, and 5.5.

(3) $\Rightarrow$ (2) is clear. \qed

9. Proof of Theorem 2.10: The case $F_4$

In this section we require that all the assumptions of Theorem 2.10 hold. Thus let $G$ be a non-abelian group and let $M = (M_1, M_2, M_3, M_4) \in \mathcal{E}_4^G$. Assume that $A^M$ is a Cartan matrix of type $F_4$. More precisely,

$$a_{12}^M = a_{21}^M = a_{23}^M = a_{34}^M = a_{43}^M = -1, \quad a_{32}^M = -2,$$

and $a_{ij}^M = 0$ otherwise if $i \neq j$.

**Lemma 9.1.** Let $H = (\cup_{i=2}^4 \text{supp } M_i)$ and $M' = (\text{Res}_{H}^{G} M_i)_{2 \leq i \leq 4}$. Then $H$ is non-abelian, $M' \in \mathcal{C}_3^H$ and $A^{M'}$ is of type $C_3$. Moreover, $\dim M_1 = 1$.

**Proof.** Lemma 5.14 implies that $M' \in \mathcal{C}_3^H$ and that $H$ is non-abelian. Since $A^{M}$ is of type $F_4$, we conclude that $A^{M'}$ is of type $C_3$.

Since $H$ is non-abelian, Lemma 7.5 for $M'$ implies that $\dim M_2 = 1$. Therefore $\text{supp } M_2$ commutes with $\text{supp } M_1$ and hence $\dim M_1 = 1$ by Lemma 5.12.

The skeleton of type $\varphi_4$ is described in the following lemma.

**Lemma 9.2.** Assume that $\text{char } \mathbb{K} \neq 2$. Let $N \in \mathcal{F}_4^G$. The following are equivalent:

1. $N$ has a skeleton of type $\varphi_4$.
2. There exists $\epsilon \in Z(G)$ with $\epsilon^2 = 1$ and for all $i \in \{1, \ldots, 4\}$ and all $s_i \in \text{supp } M_i$ there exists a unique character $\sigma_i$ of $G^{s_i}$ such that $\text{supp } M_i = \{s_i\}$ for $i \in \{1, 2\}$, $\text{supp } M_i = \{s_i, \epsilon s_i\}$ for $i \in \{3, 4\}$, $M_i \simeq M(s_i, \sigma_i)$ for all $i \in \{1, \ldots, 4\}$, and the following conditions hold:

\begin{align*}
\sigma_1(s_1) &= \sigma_2(s_2) = \sigma_3(s_3) = \sigma_4(s_4) = -1, \\
\sigma_4(\epsilon s_3^2)\sigma_3(\epsilon s_4^2) &= 1, \\
\sigma_4(s_1)\sigma_1(s_4) &= \sigma_3(s_1)\sigma_1(s_3) = \sigma_4(s_2)\sigma_2(s_4) = 1, \\
\sigma_3(s_2)\sigma_2(s_3) &= -1, \\
\sigma_1(s_2)\sigma_2(s_1) &= -1, \\
s_3s_4 &= \epsilon s_4s_3.
\end{align*}

**Proof.** Suppose that $N$ has a skeleton of type $\varphi_4$. Then $A^N$ is of type $F_4$. Lemma 5.2(1) implies now the existence of $\epsilon$ such that (9.6) holds and the supports of $M_3, M_4$ are of the given form. Since $A^{(N_3, N_4)}$ is of type $A_2$, Corollary A.7 implies (9.2) and that $\sigma_4(s_4) = \sigma_3(s_3) = -1$. The remaining conditions in (9.1) and (9.4), (9.5) hold by definition of the skeleton. Now (9.3) follows from Lemma A.2 since $a_{14}^M = a_{13}^M = a_{24}^M = 0$. 


The converse follows immediately from the definition of a skeleton of type \( \varphi_4 \) using Lemmas A.2, A.15, A.16, and Corollary A.7.

Reflections of the skeleton of type \( \varphi_4 \) are considered in the following lemma.

**Proposition 9.3.** Let \( M \in \mathcal{F}_4^G \). Assume that \( M \) has a skeleton \( S \) of type \( \varphi_4 \). Then \( S \) is a skeleton of \( R_k(M) \) for all \( k \in \{1, 2, 3, 4\} \).

**Proof.** According to Remark 5.17 it suffices to determine the skeletons of \( R_k(M_{i_1}, M_{i_2}, M_{i_3}) \), where \( i_1, i_2, i_3 \) correspond to three vertices of a connected subgraph of \( S \) and \( k \in \{1, 2, 3\} \). There are only two such subgraphs and hence the proposition follows from Lemmas 8.6 and 7.7.

We are now ready to prove Theorem 2.10.

**Proof of Theorem 2.10.** We prove the implications (1) \( \Rightarrow \) (4) \( \Rightarrow \) (2) \( \Rightarrow \) (1) and (1) \( \Rightarrow \) (3) \( \Rightarrow \) (2).

(3) \( \Rightarrow \) (2). This is clear, see e.g. [16, Thm. 3.3].

(1) \( \Rightarrow \) (3), (4). Since \( M \in \mathcal{E}_4^G \) has a skeleton of type \( \varphi_4 \), Proposition 9.3 implies that \( M \) admits all reflections and \( \mathcal{W}(M) \) is standard of type \( F_4 \). The longest element of the Weyl group of type \( F_4 \) is

\[
\begin{align*}
& s_1 s_2 s_1 s_3 s_2 s_1 s_3 s_2 s_1 s_3 s_2 s_3 s_1 s_3 s_2 s_3 s_4.
\end{align*}
\]

The Nichols algebras \( \mathcal{B}(M_i) \) are finite-dimensional for \( i \in \{1, \ldots, 4\} \) and

\[
\mathcal{H}_{\mathcal{B}(M_i)}(t) = \begin{cases} 
(2)_i & \text{if } i \in \{1, 2\}, \\
(2)_2 & \text{if } i \in \{3, 4\}.
\end{cases}
\]

With respect to the Cartan matrix of type \( F_4 \) one computes

\[
\begin{align*}
\beta_1 &= \alpha_1, & \beta_2 &= \alpha_1 + \alpha_2, \\
\beta_3 &= \alpha_2, & \beta_4 &= \alpha_1 + \alpha_2 + \alpha_3, \\
\beta_5 &= \alpha_1 + 2\alpha_2 + 2\alpha_3, & \beta_6 &= \alpha_1 + \alpha_2 + 2\alpha_3, \\
\beta_7 &= \alpha_2 + \alpha_3, & \beta_8 &= \alpha_2 + 2\alpha_3, \\
\beta_9 &= \alpha_3, & \beta_{10} &= \alpha_1 + 2\alpha_2 + 3\alpha_3 + \alpha_4, \\
\beta_{11} &= \alpha_1 + 2\alpha_2 + 2\alpha_3 + \alpha_4, & \beta_{12} &= 2\alpha_1 + 3\alpha_2 + 4\alpha_3 + 2\alpha_4, \\
\beta_{13} &= \alpha_1 + 3\alpha_2 + 4\alpha_3 + 2\alpha_4, & \beta_{14} &= \alpha_1 + \alpha_2 + 2\alpha_3 + \alpha_4, \\
\beta_{15} &= \alpha_1 + 2\alpha_2 + 4\alpha_3 + 2\alpha_4, & \beta_{16} &= \alpha_2 + 2\alpha_3 + \alpha_4, \\
\beta_{17} &= \alpha_1 + 2\alpha_2 + 3\alpha_3 + 2\alpha_4, & \beta_{18} &= \alpha_1 + \alpha_2 + \alpha_3 + \alpha_4, \\
\beta_{19} &= \alpha_1 + 2\alpha_2 + 2\alpha_3 + 2\alpha_4, & \beta_{20} &= \alpha_1 + \alpha_2 + 2\alpha_3 + 2\alpha_4, \\
\beta_{21} &= \alpha_2 + \alpha_3 + \alpha_4, & \beta_{22} &= \alpha_2 + 2\alpha_3 + 2\alpha_4, \\
\beta_{23} &= \alpha_3 + \alpha_4, & \beta_{24} &= \alpha_4.
\end{align*}
\]

The long and short roots are \( \beta_j \) with

\[
\begin{align*}
& j \in \{1, 2, 3, 5, 6, 8, 12, 13, 15, 19, 20, 22\}.
\end{align*}
\]
and 
\[ j \in \{4, 7, 9, 10, 11, 14, 16, 17, 18, 21, 23, 24\}, \]
respectively. By Theorem 1.2, 
\[ \mathcal{B}(M) \simeq \mathcal{B}(M_{\beta_{24}}) \otimes \cdots \otimes \mathcal{B}(M_{\beta_1}) \]
as \( \mathbb{N}_0^\gamma \)-graded objects in \( \mathcal{G} \text{YD} \). Thus a direct calculation shows that \( \mathcal{B}(M) \) is finite-dimensional with the claimed Hilbert series.

(4)\( \Rightarrow \) (2). Since \( \dim \mathcal{B}(M) < \infty \), the tuple \( M \) admits all reflections by [7, Cor. 3.18] and the Weyl groupoid is finite by [7, Prop. 3.23].

(2)\( \Rightarrow \) (1). Let \( H \) be the subgroup of \( G \) generated by \( \bigcup_{i=2}^4 \text{supp } M_i \). Let \( N = (\text{Res}^G_i M_i)_{i \in \{2, 3, 4\}} \). Lemma 9.1 implies that \( N \in \mathcal{E}_3^H \) and \( A^N \) is of type \( C_3 \). Therefore, by Theorem 2.7(2)\( \Rightarrow \) (1), \( N \) has a skeleton of type \( \gamma_3 \) and \( \text{char } \mathbb{K} \neq 2 \). Moreover, \( \dim M_1 = 1 \) by Lemma 9.1. For all \( i \in \{1, 2, 3, 4\} \) let \( s_i \in G \) and \( \sigma_i \in \tilde{G}^{s_i} \) such that \( M_i \simeq M(s_i, \sigma_i) \). Then \( \sigma_2(s_2) = -1 \), \( \sigma_2(s_3)\sigma_3(s_2) = -1 \), and
\[ (9.7) \quad (\sigma_1(s_1) + 1)(\sigma_1(s_1 s_2)\sigma_2(s_1) - 1) = 0, \quad \sigma_1(s_3)\sigma_3(s_1) = 1 \]
by Lemma A.1, since \( a_{12}^M = -1 \) and \( a_{13}^M = 0 \). We are left to show that \( \sigma_1(s_1) = \sigma_2(s_2) = -1 \).

Let \( M' = R_2(M) \). Then \( M'_1 \simeq M(s_2 s_1, \sigma_2 \sigma_1) \), \( M'_3 \simeq M(s_2 s_3, \sigma_2 \sigma_3) \), and \( M'_4 = M_4 \) by Lemma A.2. In particular, \( \dim M'_1 = 1 \), \( \dim M'_3 = \dim M'_1 = 2 \), and \( \text{supp } M'_3 \) and \( \text{supp } M'_4 \) do not commute. Moreover, \( a_{14}' = 0 \) by Lemma 5.15. Then \( (M'_1, M'_3, M'_4) \in \mathcal{F}_3^{H'} \), where \( H' \subseteq G \) is the subgroup generated by \( \text{supp } M'_1 \cup \text{supp } M'_3 \cup \text{supp } M'_4 \). The Weyl groupoid of \( (M'_1, M'_3, M'_4) \) is finite by assumption. We apply Theorem 2.5 for \( \theta = 3 \), which is possible, since its proof for \( \theta = 3 \) does not use anything about \( \theta \)-tuples with \( \theta \geq 4 \). We obtain that either \( a_{13}^{M'} = 0 \) or the triple \( (M'_1, M'_3, M'_4) \) has a skeleton of type \( \gamma_3 \). In the second case, necessarily \( \sigma_2 \sigma_1(s_2 s_3)\sigma_3(s_2 s_1) = -1 \) holds. Equations \( \sigma_2(s_2) = \sigma_2(s_3)\sigma_3(s_2) = -1 \) and (9.7) imply that
\[ \sigma_2 \sigma_1(s_2 s_3)\sigma_2 \sigma_3(s_2 s_1) = -\sigma_1(s_2)\sigma_2(s_1), \]
and hence in the second of the above two cases necessarily \( \sigma_1(s_2)\sigma_2(s_1) = 1 \) holds. Since \( \sigma_1(s_2)\sigma_2(s_1) \neq 1 \) because of \( a_{12}^M \neq 0 \) and Lemma A.2, we conclude that the second case is impossible and hence \( a_{13}^{M'} = 0 \). Then \( \sigma_1(s_2)\sigma_2(s_1) = -1 \), in which case \( \sigma_1(s_1) = -1 \) by (9.7). Thus we are done, as said at the end of the previous paragraph.

**10. PROOF OF THEOREM 2.5: THE CLASSIFICATION**

Recall that \( \theta \in \mathbb{N}_{\geq 3} \), \( G \) is a non-abelian group and \( M \in \mathcal{E}_\theta^G \) is a braided-indecomposable tuple.

**Proof of Theorem 2.5.** (1)\( \Rightarrow \) (2) Assume that \( M \) has a skeleton \( S \) of finite type. If \( M \) has a skeleton of type \( \alpha_\theta \) or \( \delta_\theta \) or \( \varepsilon_\theta \), then \( \dim \mathcal{B}(M) < \infty \) by Theorem 2.6. If \( M \) has a skeleton of type \( \gamma_\theta \) or \( \varphi_4 \), then \( \dim \mathcal{B}(M) < \infty \) by Theorem 2.7 and 2.10, respectively. If \( M \) has a skeleton of type \( \beta_\theta \), then
\[\dim M_1 > 1\] by Lemma 8.1 and hence \(\dim \mathcal{B}(M) < \infty\) by Theorem 2.9. If \(M\) has a skeleton of type \(\beta_3^2\), then \(\dim M_1 = 1\) by Lemma 8.2 and hence \(\dim \mathcal{B}(M) < \infty\) by Theorem 2.8. Finally, if \(M\) has a skeleton of type \(\beta_3^3\), then \(R_3(M)\) has a skeleton of type \(\beta_3^2\) by Proposition 8.7. Hence \(\dim \mathcal{B}(R_3(M)) < \infty\). Since \(R_3(R_3(M)) \simeq M\) by [7, Thm. 3.12], we conclude from [7, Thm. 1] that \(\dim \mathcal{B}(M) = \dim \mathcal{B}(R_3(M)) < \infty\).

\(2) \Rightarrow (3)\) Since \(\dim \mathcal{B}(M) < \infty\), the tuple \(M\) admits all reflections by [7, Cor. 3.18] and the Weyl groupoid is finite by [7, Prop. 3.23].

\(3) \Rightarrow (1)\) Recall that \(M\) is braid-indecomposable. Suppose that \(M\) admits all reflections and \(\mathcal{W}(M)\) is finite. Then \(\mathcal{C}(M)\) is a connected indecomposable finite Cartan graph by Theorem 1.1. Therefore by Theorem 4.2 there exist \(k \in \mathbb{N}_0\) and \(i_1, \ldots, i_k \in \{1, \ldots, \theta\}\) such that \(A^N\) is an indecomposable Cartan matrix of finite type for \(N = R_{i_1} \cdots R_{i_k}(M)\). The set of all indecomposable Cartan matrices of finite type is well-known: They are of ADE types or of type \(B_\theta, C_\theta,\) or \(F_4\). By Theorems 2.6, 2.8, 2.9, 2.7, and 2.10 the tuple \(N\) has a skeleton of finite type. Since \(M \simeq R_{i_k} \cdots R_{i_1}(N)\), from Propositions 6.4, 7.8, 9.3, 8.4, 8.5, and 8.7 we conclude that \(M\) has a skeleton of finite type. \(\square\)

**Appendix A. Reflections of a pair**

A.1. For one-dimensional Yetter-Drinfeld modules \(U, V\) over a group \(H\), the Yetter-Drinfeld modules \((\text{ad } U)^m(V)\) and \((\text{ad } V)^m(U)\) for \(m \geq 1\) are well-known by the theory of Nichols algebras of diagonal type. The following lemma goes back to Rosso, see [37, Lemma 14].

**Lemma A.1** (Rosso). Let \(H\) be a group and let \(U, V \in H^U YD\). Assume that \(U \simeq M(r, \rho)\) and \(V \simeq M(s, \sigma),\) where \(r, s \in Z(H)\) and \(\rho, \sigma\) are characters of \(H\). Then \((\text{ad } U)^m(V) \neq 0\) for a given \(m \in \mathbb{N}\) if and only if

\[
(m)^!_{\rho(r)} \prod_{i=0}^{m-1} (\rho(r^i s) \sigma(r) - 1) \neq 0.
\]

In this case, \((\text{ad } U)^m(V) \simeq M(r^m s, \sigma_m),\) where \(\sigma_m\) is the character of \(H\) given by \(\sigma_m(h) = \rho(h)^m \sigma(h)\) for all \(h \in H\).

Rosso’s lemma is a special case of a more general statement which we prove here.

**Lemma A.2.** Let \(H\) be a group and let \(U, V \in H^U YD\). Assume that \(U \simeq M(r, \rho)\) and \(V \simeq M(s, \sigma),\) where \(r \in Z(H), s \in H, \rho \in \hat{H},\) and \(\sigma\) is a representation of \(H^s\). Assume also that \(\sigma(r)\) is a constant automorphism of \(V\). Then \((\text{ad } U)^m(V) \neq 0\) for a given \(m \in \mathbb{N}\) if and only if

\[
(m)^!_{\rho(r)} \prod_{i=0}^{m-1} (1 - \rho(r^i s) \sigma(r)) \neq 0.
\]

In this case, \((\text{ad } U)^m(V) \simeq M(r^m s, \sigma_m),\) where \(\sigma_m\) is the representation of \(H^s\) given by \(\sigma_m(h) = \rho(h)^m \sigma(h)\) for all \(h \in H^s\).
Proof. By Lemma 1.3, it suffices to prove the claim for \( X_m^{UV} \) instead of \((\text{ad}U)^m(V)\).

Let \( u \in U \setminus \{0\} \) and \( v \in V_s \setminus \{0\} \). For all \( m \geq 1 \) let
\[
\gamma_m = (m)_{\rho(r)}(1 - \rho(r^{-1}s)\sigma(r)).
\]

We prove that
\[
(A.1) \quad X_m^{UV} = \gamma_1 \cdots \gamma_m U^{\otimes m} \otimes V
\]
for all \( m \geq 1 \). Then \( X_m^{UV} = 0 \) if \( \gamma_i = 0 \) for some \( i \in \{1, \ldots, m\} \), and otherwise \( X_m^{UV} \simeq M(r^m, \sigma_m) \). Indeed,
\[
X_m^{UV} = \bigoplus_{t \in \text{supp} V(U^{\otimes m} \otimes V_t)}
\]
in the latter case and
\[
h(u^{\otimes m} \otimes w) = \rho(h)^m u^{\otimes m} \otimes hw
\]
for all \( w \in V_s \).

We prove by induction on \( m \) that
\[
(A.2) \quad \psi_m(u^{\otimes m} \otimes v) = \gamma_m u^{\otimes m} \otimes v
\]
for all \( m \geq 1 \) and all \( v \in V_s \). This clearly implies (A.1).

Let \( v \in V_s \). For \( m = 1 \) we have \( \varphi_1(u \otimes v) = (\text{id} - c^2)(u \otimes v) \) and
\[
(c^2(u \otimes v) = c(rv \otimes u) = \sigma(r)su \otimes v = \rho(s)\sigma(r)u \otimes v.
\]
Therefore \( \varphi_1(u \otimes v) = \gamma_1 u \otimes v \). Assume now that (A.2) holds for some \( m \geq 1 \). Then
\[
\psi_{m+1}(u^{\otimes m+1} \otimes v) = u^{\otimes m+1} \otimes v - c^2(u \otimes (u^{\otimes m} \otimes v)) + (\text{id} \otimes \varphi_m)c_{12}(u \otimes u \otimes (u^{\otimes m} - u^{-1} \otimes v)) = (1 - \rho(r)^m \sigma(r)\rho(r^m s)) + \rho(r)\gamma_m) u^{\otimes m+1} \otimes v = \gamma_{m+1} u^{\otimes m+1} \otimes v.
\]

This proves the lemma. \( \square \)

A.2. In this section we collect some auxiliary results regarding reflections of [25, §4]. Let \( G \) be a non-abelian group.

Let \( g, h, \epsilon \in G \). Assume that \(|g^G| = |h^G| = 2\), \( gh \neq hg\), and \( gh = \epsilon hg\). By Lemma 5.2 the subgroup \( (g, h, \epsilon) \) of \( G \) is an epimorphic image of \( \Gamma_2 \).

Let \( V, W \in \mathcal{YD} \) with \( V \simeq M(g, \rho) \) and \( W \simeq M(h, \sigma) \), where \( \rho \in \widehat{G^g} \) and \( \sigma \in \widehat{G^h} \). Let \( v \in V_g \setminus \{0\} \). Then \( \{v, hv\} \) is a basis of \( V \). The degrees of these basis vectors are \( g \) and \( eg \), respectively. Similarly let \( w \in W_h \setminus \{0\} \). Then \( \{w, gw\} \) is a basis of \( W \) and the degrees of these basis vectors are \( h \) and \( \epsilon h \), respectively. In particular, \( \text{Res}_{(g, h, \epsilon)}^G V \) and \( \text{Res}_{(g, h, \epsilon)}^G W \) are absolutely simple Yetter-Drinfeld modules over \((g, h, \epsilon)\). Since \( z \) acts on \( V^{\otimes n} \otimes W^{\otimes n} \) for \( z \in G^g \cap G^h \) and \( m, n \in \mathbb{N}_0 \) by \( \rho(z)^m \sigma(z)^n \text{id} \), the following claims follow directly from the corresponding results in [25].
Lemma A.3. [25, Lemma 4.1]

1. \( X_{1,W}^V \neq 0 \). Moreover, \( X_{1,W}^V \) is absolutely simple if and only if \( \rho(ch^2)\sigma(eg^2) = 1 \).
2. Assume that \( \rho(ch^2)\sigma(eg^2) = 1 \). Then \( X_{1,W}^V \simeq M(gh, \tilde{\sigma}) \), where \( \tilde{\sigma} \in \mathcal{G}^{gh} = \{ gh \} \cup (G^g \cap G^h) \) with \( \tilde{\sigma}(gh) = -\rho(g)\sigma(h) \), and \( \tilde{\sigma}(z) = \rho(z)\sigma(z) \) for all \( z \in G^g \cap G^h \).

Lemma A.4. [25, Lemma 4.2] Assume that \( \rho(ch^2)\sigma(eg^2) = 1 \).

1. \( X_{1,W}^V = 0 \) if and only if \( \rho(g) = -1 \).
2. \( X_{2,W}^V \) is absolutely simple if and only if \( \rho(g) = 1 \) and \( \text{char} \mathbb{K} \neq 2 \).

Lemma A.5. [25, Lemma 4.3] Assume that \( \rho(ch^2)\sigma(eg^2) = 1 \), \( \rho(g) = 1 \) and \( \text{char} \mathbb{K} \neq 2 \). Let \( n \in \mathbb{N} \).

1. If \( n \geq 3 \) then \( X_{n,W}^V = 0 \) if and only if \( 0 < \text{char} \mathbb{K} \leq n \).
2. If \( n \geq 1 \) and \( X_{n,W}^V \neq 0 \) then \( X_{n,W}^V \simeq M(g^n h, \tilde{\sigma}) \), where \( \tilde{\sigma} \) is a character of \( G^{g^n h} = \{ g^n h \} \cup (G^g \cap G^h) \) with \( \tilde{\sigma}(g^n h) = (-1)^n \sigma(h) \) and \( \tilde{\sigma}(z) = \rho(z)^n \sigma(z) \) for all \( z \in G^g \cap G^h \).

With the previous calculations and exchanging \( V \) and \( W \) one immediately obtains the following lemma, see [25, Prop. 4.4].

Lemma A.6. The Yetter-Drinfeld modules \((\text{ad}V)^m(W)\) and \((\text{ad}W)^m(V)\) are absolutely simple or zero for all \( m \geq 0 \) if and only if \( \rho(ch^2)\sigma(eg^2) = 1 \) and \( \rho(g)^2 = \sigma(h)^2 = 1 \). In this case, the non-diagonal entries of the Cartan matrix \( A^{V,W} \) are

\[
a_{12}^{(V,W)} = \begin{cases} 
-1 & \text{if } \rho(g) = -1, \\
1 - p & \text{if } \rho(g) = 1 \text{ and } \text{char} \mathbb{K} = p > 2,
\end{cases}
\]

and otherwise \((\text{ad}V)^m(W) \neq 0\) for all \( m \geq 0 \), and similarly

\[
a_{21}^{(V,W)} = \begin{cases} 
-1 & \text{if } \sigma(h) = -1, \\
1 - p & \text{if } \sigma(h) = 1 \text{ and } \text{char} \mathbb{K} = p > 2,
\end{cases}
\]

and otherwise \((\text{ad}W)^m(V) \neq 0\) for all \( m \geq 0 \).

Corollary A.7. Let \( V, W \) be as above.

1. We have \( a_{12}^{(V,W)} = a_{21}^{(V,W)} = -1 \) if and only if \( \rho(ch^2)\sigma(eg^2) = 1 \) and \( \rho(g) = \sigma(h) = -1 \).
2. We have \( a_{12}^{(V,W)} = -1, a_{21}^{(V,W)} = -2 \) if and only if \( \rho(ch^2)\sigma(eg^2) = 1, \rho(g) = -1, \sigma(h) = 1 \), and \( \text{char} \mathbb{K} = 3 \).

Proof. The if part of the claim follows directly from Lemma A.6.

For the only if part observe first that \( a_{12}^{(V,W)} = -1, a_{21}^{(V,W)} \geq -2 \) imply that \((\text{ad}V)(W)\) and \((\text{ad}W)^m(V)\) with \( 0 \leq m \leq -a_{21}^{(V,W)} \) are absolutely simple by Proposition 5.9. Then \( \rho(ch^2)\sigma(eg^2) = 1 \) by Lemma A.3, and the only if parts of (1) and (2) follow from Lemmas A.4 and A.5. \( \square \)
Finally to compute the reflections of the pair \((V, W)\) one has the following lemma.

**Lemma A.8.** [25, Lemma 4.5] Assume that
\[
\rho(\epsilon h^2)\sigma(\epsilon g^2) = 1, \quad \rho(g)^2 = \sigma(h)^2 = 1,
\]
and that \(\rho(g) = -1\) if \(\text{char } \mathbb{K} = 0\). Let \(m = 1\) if \(\rho(g) = -1\) and let \(m = p - 1\) if \(\rho(g) = 1\) and \(\text{char } \mathbb{K} = p > 0\). Let \(g' = g^{-1}\) and \(h' = g^m h\). Then
\[
|g'^G| = |h'^G| = 2, \quad g'h' \neq h'g', \quad g'h' = \epsilon h'g', \quad G^g \cap G^h = G^{g'} \cap G^{h'}.
\]
Moreover, \(R_1(V, W) = (V', W')\) with \(V' \simeq M(g', \rho')\) and \(W' \simeq M(h', \sigma')\), where \(\rho' \in G^{g'}\) and \(\sigma' \in G^{h'}\) with
\[
\rho'(\epsilon h^2)\sigma'(\epsilon g^2) = 1, \quad \rho'(g') = \rho(g), \quad \sigma'(h') = \sigma(h),
\]
and \(\rho'(z) = \rho(z)^{-1}, \quad \sigma'(z) = \rho(z)^m \sigma(z)\) for all \(z \in G^g \cap G^h\).

**A.3.** Here we recall results on particular pairs of Yetter-Drinfeld modules which play an important role in the study of skeletons of type \(\beta'_{01}\) and \(\beta''_0\).

By Proposition 5.9, for any pair \((U, V) \in \mathcal{F}_2^G\) the Yetter-Drinfeld modules \((\text{ad} U)^m(V)\) and \((\text{ad} V)^m(U)\) are absolutely simple or zero if \(a_{12}^{(U, V)} a_{21}^{(U, V)} = 0\) is one of 0, 1, 2. Therefore Lemmas A.10 and A.13 below are special cases of [28, Prop. 6.6] and [28, Prop. 4.12], respectively.

**Lemma A.9.** Let \(t, t' \in G\) be such that \(tt' \neq tt'\), \(|t^G| = 3\), and \(t^G = t'^G\). Let \(\epsilon \in G\) be such that \(t' = \epsilon t\). Then \(\epsilon^3 = 1\), \(\epsilon = \epsilon^{-1} t\), and \(t^G = \{t, \epsilon, \epsilon^2 t\}\).

**Proof.** Since \(tt' \neq tt'\), we conclude that \(\epsilon \neq \epsilon t\). Therefore \(\epsilon\) commutes neither with \(t\) nor with \(\epsilon t\). Let \(t'' \in t^G\) be such that \(t^G = \{t, \epsilon, \epsilon^2 t\}\). Then \(\epsilon t\epsilon^{-1} \notin \{t, \epsilon, \epsilon^2 t\}\), and hence \(\epsilon t\epsilon^{-1} = t''\). Thus conjugation by \(\epsilon\) permutes \(t^G\) via \(t \mapsto t''\), \(t' \mapsto t''\), \(t'' \mapsto t\). Hence \(\epsilon^2 t\epsilon^{-1} = \epsilon t\epsilon^{-1} = t\). Then \(t'' = \epsilon t\epsilon^{-1} = \epsilon^{-1} t\) and \(\epsilon = \epsilon^2 t\epsilon^{-1} = \epsilon^{-1} t\epsilon = \epsilon^{-2} t\). Thus \(\epsilon^3 = 1\) which implies the rest. \(\square\)

**Lemma A.10.** Let \(s \in Z(G)\) and \(t, \epsilon \in G\) be such that \(\epsilon^3 = 1\), \(\epsilon \neq 1\), \(\epsilon = \epsilon^{-1} t\), and \(|t^G| = 3\). Let \(\sigma \in \hat{G}\) and \(\tau \in \hat{G}^t\) and let \(U, V \in \mathcal{YD}\) be such that \(U \simeq M(s, \sigma)\) and \(V \simeq M(t, \tau)\). Then \(a_{12}^{(U, V)} = -1\) and \(a_{21}^{(U, V)} = -2\) if and only if
\[
\tau(t) = -1, \quad (3)_{-\sigma(t) \tau(s)} = 0, \quad (1 + \sigma(s))(1 - \sigma(st) \tau(s)) = 0.
\]

**Proof.** The assumptions imply that \(\langle t, \epsilon, s \rangle\) is a non-abelian epimorphic image of \(\Gamma_3\). By Lemma A.2, \(a_{12}^{(U, V)} = -1\) if and only if \(\sigma(s) \tau(t) \neq 1\) and \((1 + \sigma(s))(1 - \sigma(st) \tau(s)) = 0\). The rest follows from [28, Lemmas 6.2, 6.3] since \(a_{21}^{(U, V)} = -2\) implies that \((\text{ad} V)^2(U) = R_2(U, V)\) is absolutely simple. \(\square\)

**Proposition A.11.** Let \(s \in Z(G)\) and \(t, \epsilon \in G\) be such that \(\epsilon^3 = 1\), \(\epsilon \neq 1, \epsilon = \epsilon^{-1} t\), and \(|t^G| = 3\). Let \(\sigma \in \hat{G}\) and \(\tau \in \hat{G}^t\) be such that
\[
\tau(t) = -1, \quad (3)_{-\sigma(t) \tau(s)} = 0, \quad \sigma(st) \tau(s) = 1.
\]
and let \( U, V, U', V' \in \mathcal{YD} \) such that \( U \simeq M(s, \sigma) \), \( V \simeq M(t, \tau) \), and \((U', V') = R_2(U, V)\). Then \( U' \simeq M(s', \sigma') \) and \( V' \simeq M(t^{-1}, \tau^*) \), where \( s' = e^{st^2} \) and \( \sigma' \in \widehat{G^t} \) such that \( \sigma'(e) = (\sigma(t) \tau(s))^2 \), \( \sigma'(h) = \tau(h)^2 \sigma(h) \) for all \( h \in G^t \cap G^s \). Moreover, \( \epsilon^G = \{ \epsilon, \epsilon^{-1} \} \), \( t^2 \in Z(G) \), and

\[
\sigma'(e^{t^{-2}} \tau^*(e^{s^2})) = 1, \quad \sigma'(s') = -1, \quad \tau^*(t^{-1}) = -1.
\]

**Proof.** First we prove that \( \epsilon^G = \{ \epsilon, \epsilon^{-1} \} \) and that \( t^2 \in Z(G) \). Indeed, the assumptions imply that \( t^G = \{ t, et, e^2t \} \) and hence \( G = \langle t, \epsilon, G^t \cap G^s \rangle \). Let \( H \) be the subgroup of \( G \) generated by \( s, t, \) and \( \epsilon \). Then \( \text{Res}^G_H V, \text{Res}^G_H U \in H^\mathcal{YD} \) are absolutely simple. The calculation of \( V^* = R_2(U, V)_2 \) is standard.

We conclude from [28, Lemmas 6.2 and 6.3] that \( \alpha_{21}^{(U, V)} = -2 \). From [28, Lemma 6.2] we obtain that \( R_2(U, V)_1 \simeq M(s', \sigma') \) and that the remaining claims hold. \( \square \)

**Lemma A.12.** Let \( s, t, \epsilon \in G \) be such that \( \epsilon \neq 1 \), \( st \neq ts \), \( s^G = \{ s, es \} \), and \( |t^G| = 3 \). Then \( \epsilon^3 = 1 \), \( se = es \), \( te = e^{-1}t \), \( ts = est \), and \( t^G = \{ t, et, e^2t \} \). Moreover, \( \epsilon^{-1}s \in Z(G) \).

**Proof.** We assumed that \( st \neq ts \) and \( s^G = \{ s, es \} \), and hence \( ts = est \). Thus \( es = se \) and \( te = e^{-1}t \) by Lemma 5.1(1). Therefore \( s^k ts^{-k} = e^{-kt} \in t^G \) for all \( k \geq 1 \), that is, \( \epsilon^2 = 1 \) or \( \epsilon^3 = 1 \) because of \( |t^G| = 3 \). To conclude the lemma it suffices to show that \( \epsilon^3 = 1 \) and that \( \epsilon^{-1}s \in Z(G) \).

Assume to the contrary that \( \epsilon^2 = 1 \). Let \( t' \in t^G \setminus \{ t, et \} \). Then \( st' = t's \) and \( et' = t'e \). In particular, \( t' \) commutes with \( s^G \), which is a contradiction, since \( t' \in t^G \) and \( t \) does not commute with \( s^G \).

Finally, Lemma 5.1(3) implies that \( (\epsilon^{-1}s)^G = \{ \epsilon^{-1}s \} \). \( \square \)

**Lemma A.13.** Let \( s, t, \epsilon \in G \) be as in Lemma A.12. Let \( \sigma \in \widehat{G^s} \), \( \tau \in \widehat{G^t} \) and let \( U, V \in \mathcal{YD} \) be such that \( U \simeq M(s, \sigma) \) and \( V \simeq M(t, \tau) \). Then \( \alpha_{12}^{(U, V)} = -1 \) and \( \alpha_{21}^{(U, V)} = -2 \) if and only if

\[
\sigma(\epsilon t^2) \tau(\epsilon^2 s) = 1, \quad \sigma(s) = -1, \quad \tau(t) = -1.
\]

In this case, if \( (3)_{\sigma(t)} = 0 \) then \( (\text{ad } U)(V) \simeq M(\epsilon^{-1}st, \tau^t) \) and \( (\text{ad } V)^2(U) \simeq M(\epsilon^{-1}t^2s, \sigma') \), where \( \tau' \in \widehat{G^t} \) with \( \tau'(t) = \tau(\epsilon^s) \sigma(e) \), \( \tau'(h) = \sigma(h) \tau(h) \) for all \( h \in G^s \cap G^t \), and \( \sigma' \in \widehat{G^s} \) with \( \sigma'(e) = 1 \), \( \sigma'(t) = -\tau(\epsilon s^2) \sigma(e) \), and \( \sigma'(h) = \tau(h)^2 \sigma(h) \) for all \( h \in G^s \cap G^t \).

**Proof.** By Lemma A.12, the subgroup \( \langle s, t \rangle \subseteq G \) is a non-abelian epimorphic image of \( \Gamma_3 \). Hence \( U \) and \( V \) satisfy the assumptions of [28, Prop. 4.12] when viewed as Yetter-Drinfeld modules over \( \langle s, t \rangle \). This leads to the claim. \( \square \)

**A.4.** In this section we study reflections of a particular pair of Yetter-Drinfeld modules. Let \( G \) be a group and let \( s \in G \). Assume that \( |s^G| = 2 \). Let \( \tau, \epsilon \in G \) be such that \( rs = esr, \epsilon \neq 1 \).

Let \( t \in Z(G) \), \( \sigma \in \widehat{G^s} \), and \( \tau \in \widehat{G^t} \). In particular, \( \tau(e) = 1 \). Let \( V, W \in \mathcal{YD} \) be such that \( V \simeq M(s, \sigma) \) and \( W \simeq M(t, \tau) \). We determine the Yetter-Drinfeld modules \( X_m^{V, W} \) for all \( m \geq 1 \).
Lemma A.14. The Yetter-Drinfeld module $X_1^{V,W}$ is non-zero if and only if $\sigma(t)\tau(s) \neq 1$. In this case, $X_1^{V,W} \simeq M(st,\tau_1)$, where $\tau_1$ is the character of $G^s = G^{st}$ with $\tau(h) = \sigma(h)\tau(h)$ for all $h \in G^s$.

Proof. Let $v \in V_s$ and $w \in W$ with $v, w \neq 0$. Since $G \triangleright (s,t) = s^G \times \{t\}$, $(id-c_{W,V}c_{V,W})(v \otimes w) = (1-\sigma(t)\tau(s))v \otimes w$ generates $X_1^{V,W}$ as a $\mathbb{K}G$-module. This implies the claim. □

Lemma A.15. Assume that $\sigma(t)\tau(s) \neq 1$. Then $X_2^{V,W} \neq 0$. Moreover, $X_2^{V,W}$ is absolutely simple if and only if one of the following hold.

1. $\sigma(e^2) = 1$, $(1 + \sigma(s))(1 - \sigma(st)\tau(s)) = 0$.
2. $\sigma(s) = -1$, $\sigma(e^2s^2)\tau(s^2) = 1$.
3. $\sigma(st)\tau(s) = 1$, $\sigma(e^2s^2) = 1$.

In this case, let $\lambda = -\sigma(e)$ in case (1), $\lambda = \sigma(et)\tau(s)$ in case (2), and $\lambda = \sigma(es)$ in case (3). Then $X_2^{V,W} \simeq M(es^2t,\tau_2)$, where $\tau_2 \in \hat{G}$ with

$$\tau_2(r) = \lambda\sigma(r^2)\tau(r), \quad \tau_2(g) = \sigma(gr^{-1}g)\tau(g)$$

for all $g \in G^s$, and $w_2 = v \otimes rv \otimes w + \lambda rv \otimes v \otimes w$ is a basis of $X_2^{V,W}$.

Proof. Let $u_1 = v \otimes w$. By the proof of Lemma A.14, $w_1 \in (X_1^{V,W})_{st}$ generates $X_1^{V,W}$ as a $\mathbb{K}G$-module. Since $s^G \times (st)^G = G \triangleright (s, st) \cup G \triangleright (s, est)$, the vectors $\varphi_2(v \otimes w_1)$ and $\varphi_2(v \otimes rv_1)$ generate the $\mathbb{K}G$-module $X_2^{V,W}$.

Let $w'_2 = \varphi_2(v \otimes rv_1)$. Since

$$\varphi_2(v \otimes rv_1) = v \otimes rv_1 - estv \otimes srw_1 + \tau(r)(id \otimes \varphi_1)(srv \otimes v \otimes w)$$

$$= (1 - \sigma(e^2s^2)\tau(s))v \otimes rv + \sigma(es)\tau(r)(1 - \sigma(t)\tau(s))rv \otimes w_1,$$

we conclude that $w'_2 \neq 0$ and hence $X_2^{V,W} \neq 0$.

Assume that $X_2^{V,W}$ is absolutely simple. Since

$$\varphi_2(v \otimes w_1) = v \otimes w_1 - stv \otimes sw_1 + (id \otimes \varphi_1)(sv \otimes v \otimes w)$$

$$= (1 + \sigma(s))(1 - \sigma(st)\tau(s))v \otimes w_1,$$

and $\varphi_2(v \otimes w_1) \in (X_2^{V,W})_{s^2t}$, $w'_2 \in (X_2^{V,W})_{es^2t}$, and $(s^2t)^G \neq (es^2t)^G$ by Lemma 5.1(3), we conclude that

$$(A.3) \quad (1 + \sigma(s))(1 - \sigma(st)\tau(s)) = 0.$$

Also, the tensors $v \otimes rv \otimes w$, $rv \otimes v \otimes w$ form a basis of $(V \otimes V \otimes W)_{es^2t}$, and hence

$$gu = \sigma(gr^{-1}g)\tau(g)u \quad \text{for all } u \in (V \otimes V \otimes W)_{es^2t}, \ g \in G^s.$$

Since $G = G^s \cup rG^s$,

$$\mathbb{K}(v \otimes rv + rv \otimes v) \otimes w, \ \mathbb{K}(v \otimes rv - rv \otimes v) \otimes w$$

are the only simple Yetter-Drinfeld submodules of $(V \otimes V \otimes W)_{es^2t}$. Thus, $w'_2$ has to span one of these submodules, that is,

$$1 - \sigma(e^2s^2)\tau(s) = \lambda\sigma(es)(1 - \sigma(t)\tau(s))$$
for some \( \lambda \in \{1, -1\} \). Equivalently,
\[
(1 - \lambda \sigma(\epsilon s))(1 + \lambda \sigma(\epsilon st)\tau(s)) = 0
\]
for some \( \lambda \in \{1, -1\} \). This and Equation (A.3) imply that (1) or (2) or (3) hold, and \( X_2^{V,W} = \mathbb{K}(v \otimes rv \otimes w + \lambda rv \otimes v \otimes w) \).

Conversely, if one of (1), (2), (3) holds, then \( X_2^{V,W} = \mathbb{K}w_2 \) by the above calculations, and hence \( X_2^{V,W} \) is absolutely simple. The remaining claims also follow similarly. \( \square \)

**Lemma A.16.** Assume that \( \sigma(t)\tau(s) \neq 1 \) and that \( X_2^{V,W} \) is absolutely simple. Let \( \tau_3 \) be the character of \( G^s \) and \( \tau_4 \) be the character of \( G \) with
\[
\tau_3(g) = \sigma(g^2 r^{-1} gr) \tau(g), \quad \tau_4(g) = \sigma(g^2 (r^{-1} gr)^2) \tau(g), \quad \tau_4(r) = \sigma(r^4) \tau(r)
\]
for all \( g \in G^s \). Then the following hold.

(1) \( X_3^{V,W} = 0 \) if and only if \( \sigma(s) = -1 \) or \( \sigma(\epsilon^2) \neq 1 \).
(2) \( X_3^{V,W} \) is absolutely simple if and only if \( \sigma(s) \neq -1 \) and \( \sigma(\epsilon^2) = 1 \). In this case, \( X_3^{V,W} \simeq M(\epsilon s^4 t, \tau_3) \) and \( X_4^{V,W} \neq 0 \).
(3) Assume that \( \sigma(s) \neq -1 \) and \( \sigma(\epsilon^2) = 1 \). Then \( X_4^{V,W} \) is absolutely simple if and only if \( (3)_{\sigma(s)} = 0 \). In this case, \( X_4^{V,W} \simeq M(\epsilon^2 s^4 t, \tau_4) \) and \( X_5^{V,W} = 0 \).
(4) Assume that \( \sigma(\epsilon^2) = 1 \) and \( (3)_{\sigma(s)} = 0 \). Let \( w_2 \) be as in Lemma A.15, 
\[
w_3 = v \otimes w_2,
\]
and
\[
w_4 = v \otimes rv_3 + \sigma(r^2) \tau(r)rv \otimes w_3.
\]
Then \( w_3 \in (X_3^{V,W})_{\epsilon s^3 t} \), \( w_4 \in (X_4^{V,W})_{\epsilon^2 s^4 t} \).

**Proof.** First we calculate that
\[
\varphi_3(v \otimes w_2) = (1 + \sigma(s))(1 - \sigma(\epsilon^2 s^3 t)\tau(s))v \otimes w_2.
\]
Hence \( \varphi_3(v \otimes w_2) = 0 \) if and only if \( \sigma(s) = -1 \) or \( \sigma(\epsilon^2 s^3 t)\tau(s) = 1 \). Assume that \( \sigma(s) \neq -1 \). Since \( X_2^{V,W} \) is absolutely simple, Lemma A.15 implies that \( \sigma(st)\tau(s) = 1 \). Thus \( X_3^{V,W} = 0 \) if and only if \( \sigma(\epsilon^2 s^2) = 1 \). Since \( \sigma(s)^{-1} = \sigma(t)\tau(s) \neq 1 \) and \( \sigma(s) \neq -1 \) by assumption, Lemma A.15 implies that \( \sigma(\epsilon^2 s^2) = 1 \) holds if and only if \( \sigma(\epsilon^2) \neq 1 \).

Assume now that \( \sigma(\epsilon^2) = 1 \) and \( \sigma(s) \neq -1 \). Then \( \sigma(st)\tau(s) = 1 \) by Lemma A.15. Let \( w_3 = v \otimes w_2 \). Then \( w_3 \in (V^{\otimes 3} \otimes W)_{\epsilon s^3 t} \) and
\[
X_3^{V,W} = \mathbb{K}w_3 + \mathbb{K}rw_3 \simeq M(\epsilon s^3 t, \tau_3),
\]
since \( gw_2 = \sigma(g r^{-1} gr) \tau(g)w_2 \) for all \( g \in G^s \) by Lemma A.15. Moreover,
\[
\varphi_4(v \otimes w_3) = (3)_{\sigma(s)}(1 - \sigma(s^3))v \otimes w_3,
\]
\[
\varphi_4(v \otimes rw_3) = (1 - \sigma(s^5))v \otimes rw_3
\]
\[
- \sigma(sr^2) \tau(r)(1 + \sigma(s))(1 - \sigma(s^2))rv \otimes w_3.
\]
Since $V \otimes V \otimes X_{V,W} = X'_4 \oplus X''_4$ in $\mathcal{O}_2\mathcal{YD}$, where

\[ X'_4 = v \otimes v \otimes X_{V,W} + rv \otimes rv \otimes X_{V,W}, \]
\[ X''_4 = v \otimes rv \otimes X_{V,W} + rv \otimes v \otimes X_{V,W}, \]

similarly to an argument in the proof of Lemma A.15 we conclude that $X_{V,W}^4$ is absolutely simple if and only if $\varphi_4(v \otimes w_3) = 0$ and

\[ \varphi_4(v \otimes rw_3) \in \mathbb{K}(v \otimes rv + \lambda rv \otimes v) \otimes w_2 \]

for some $\lambda \in \mathbb{K}$ with $\lambda^2 = 1$. This is equivalent to $(3)_{\sigma(s)} = 0$, since then $\varphi_4(v \otimes rw_3) = (1 - \sigma(s)^{-1})w_4$ and $rw_4 = \sigma(r^4)\tau(r)w_4$. The rest follows easily.

Now we introduce classes of pairs of absolutely simple Yetter-Drinfeld modules over any group $H$. They will appear naturally in Corollary A.24 in the classification of specific pairs admitting all reflections.

**Definition A.17.** Let $H$ be a group. For $i \in \{0,1\}$ let $\varphi_{22,i}^H$ be the class of pairs $(V,W)$ of Yetter-Drinfeld modules over $H$ such that the following hold.

1. $|\text{supp } V| = 2$, $|\text{supp } W| = 2$.
2. There exist $s \in \text{supp } V$, $t \in \text{supp } W$, $\sigma \in \widehat{H}^s$, and $\tau \in \widehat{H}^t$, such that $V \simeq M(s,\sigma)$, $W \simeq M(t,\tau)$, and the following hold:
   a. If $i = 0$, then $(\text{id} - c_{V,W}c_{V,W})(V \otimes W) = 0$.
   b. If $i = 1$, then $\sigma(\varepsilon t^2)\tau(\varepsilon s^2) = 1$, and $\sigma(s) = \tau(t) = -1$, where $\varepsilon \in H$ with $st = ets$ and $\varepsilon \neq 1$.

Let $\varphi_i^H$ for $0 \leq i \leq 8$ be the class of pairs $(V,W)$ of Yetter-Drinfeld modules over $H$ such that the following hold.

1. $|\text{supp } V| = 2$, $|\text{supp } W| = 1$.
2. There exist $s \in \text{supp } V$, $t \in \text{supp } W$, $\sigma \in \widehat{H}^s$, and $\tau \in \widehat{H}^t$, such that $V \simeq M(s,\sigma)$, $W \simeq M(t,\tau)$, and $\sigma$ and $\tau$ satisfy the conditions in Table 3.

For all $n \in \mathbb{N}$ with $n \geq 2$ let $\varphi_i^H(n)$ be the subclass of $\varphi_i^H$ of those pairs $(V,W)$, where additionally $\tau(t)$ is a primitive $n$-th root of 1.

We point out that Lemma 5.5 gives a characterization of pairs in $\varphi_{22,0}^H$. A characterization of the class $\varphi_{22,1}^H$ was given in Corollary A.7.

The pairs $(V,W)$ in the classes $\varphi_{22,j}^H$ for $j \in \{0,1\}$ and $\varphi_i^H$ for $0 \leq i \leq 8$ satisfy stronger properties. To prove them we need a lemma.

For any group $H$ and any representation $\rho$ of $H$ we write $\text{const}_\rho(H)$ for the normal subgroup of $H$ consisting of those $g \in H$ such that $\rho(g)$ is constant. In particular, $\text{const}_\rho(H) = H$ if $\deg \rho = 1$. The following Lemma is probably well-known. It follows directly from the structure theory of Yetter-Drinfeld modules over groups.
Lemma A.18. Let $H$ be a group and let $V \in \mathcal{H}_w^H \mathcal{D}$. Then the following hold.

1. For all $r \in \text{supp} V$ there exists a representation $\rho_r$ of $H'$ such that
   $$\bigoplus_{s \in \text{supp} V} V_s \simeq M(r, \rho_r).$$
   These representations are unique up to isomorphism, and $\deg \rho_r = \deg \rho_s$ for all $r, s \in \text{supp} V$ with $s \in r^H$.

2. Let $r \in \text{supp} V$, $h \in \text{const}_{\rho_r}(H^r)$, and $g \in H$. Let $r' = \rho r^{-1}$ and $h' = ghg^{-1}$. Then $h' \in \text{const}_{\rho_r}(H^{h'})$ and $\rho_r(h) = \rho r'(h')$.

In the following two propositions we show that the presentation of the pairs in the classes $\wp^H_{22}$ and $\wp^H_i$, $0 \leq i \leq 8$, in terms of elements of the group $H$ and representations of their centralizers is essentially independent of choices. This simplifies much the discussion of skeletons of tuples.

Proposition A.19. Let $H$ be a group, $(V, W) \in \wp^H_{22,1}$, and $s \in \text{supp} V$, $t \in \text{supp} W$. Let $\epsilon \in H$ be such that $st = \epsilon ts$.

1. There exist unique characters $\sigma$ of $H^s$ and $\tau$ of $H^t$ such that $V \simeq M(s, \sigma)$ and $W \simeq M(t, \tau)$.

2. $s^H = \{s, \epsilon s\}$, $t^H = \{t, \epsilon t\}$, $\epsilon^2 = 1$, $\epsilon \in Z(H)$, $\epsilon \neq 1$.

3. $\sigma(\epsilon t^2)\tau(\epsilon s^2) = 1$, $\sigma(s) = \tau(t) = -1$.

Proof. By assumption, there exist $s' \in \text{supp} V$, $t' \in \text{supp} W$, $\epsilon' \in H$, such that $s' t' = \epsilon' s' t'$ and $\epsilon' \neq 1$. Since $|\text{supp} V| = |\text{supp} W| = 2$ and since $\text{supp} V, \text{supp} W$ are conjugacy classes of $H$, (2) follows from Lemma 5.2(1). In particular, there exists $x \in \langle s, t \rangle$ such that $x \triangleright s' = s, x \triangleright t' = t$. Then $x \triangleright \epsilon' = e$.

Again by assumption, there exist characters $\sigma'$ of $H^{s'}$ and $\tau'$ of $H^{t'}$ such that $V \simeq M(s', \sigma')$, $W \simeq M(t', \tau')$, and

$$\sigma'(\epsilon' t'^2)\tau'(\epsilon' s'^2) = 1, \quad \sigma'(s') = \tau'(t') = -1.$$  

Then (1) holds by Lemma A.18(1), and (3) follows from Lemma A.18(2) with $r = s'$, $g = x$ and $r = t'$, $g = x$, respectively. □

Proposition A.20. Let $H$ be a group, $i \in \mathbb{Z}$ with $0 \leq i \leq 8$, $(V, W) \in \wp^H_i$, and $s \in \text{supp} V$, $t \in \text{supp} W$. Let $\epsilon \in H$ be such that $s^H = \{s, \epsilon s\}$.
(1) There exist unique characters $\sigma$ of $H^s$ and $\tau$ of $H$ such that $V \simeq M(s, \sigma)$ and $W \simeq M(t, \tau)$.

(2) $\sigma$ and $\tau$ satisfy the conditions in Table 3.

(3) If $n \in \mathbb{N}$ and $(V, W) \in \varphi^H_1(n)$, then $\tau(t)$ is a primitive $n$-th root of 1.

Proof. Similar to the proof of Proposition A.19. \qed

As before, let $G$ be a group, $V, W \in \mathcal{G}YD$ with $|\text{supp}V| = 2$ and $|\text{supp}W| = 1$, $s \in \text{supp}V$, $t \in \text{supp}W$, $\epsilon \in G$ with $s^G = \{s, \epsilon s\}$, $\sigma$ a character of $G^s$, and $\tau$ a character of $G$. Assume that $V \simeq M(s, \sigma)$ and $W \simeq M(t, \tau)$. Then $\epsilon \neq 1$.

**Proposition A.21.** Assume that $\sigma(t)\tau(s) \neq 1$. Then $(\text{ad}V)^m(W)$ and $(\text{ad}W)^m(V)$ are absolutely simple or zero for all $m \in \mathbb{N}$ if and only if the following hold.

(1) $\sigma(\epsilon^2) = 1$, $\sigma(s) = -1$, or $\sigma(\epsilon^2) \tau(s^2) = 1$, $\sigma(s) = -1$, $\sigma(\epsilon^2) \neq 1$, or $\sigma(s^2) = \sigma(st)\tau(s) = 1$, $\sigma(\epsilon^2) \neq 1$, or $\sigma(s^2) = \sigma(st)\tau(s) = 1$, (3) $\sigma(\epsilon s) = 0$.

(2) $(n + 1)_{\tau(t)}(1 - \epsilon s)\tau(st^n) = 0$ for some $n \geq 1$.

Moreover, the four possibilities in (1) are mutually exclusive.

**Proof.** This follows from Lemmas A.14, A.15, A.16, A.2. \qed

Proposition A.21 leads to a characterization of those pairs $(V, W)$ which have a finite Weyl groupoid. Before obtaining this characterization, we need to conclude some technicalities. For the definitions of $\tau_2$, $\tau_4$, and $\sigma_n$ we refer to Lemmas A.15, A.16, and A.2, respectively.

**Lemma A.22.**

(1) Assume that $\sigma(t)\tau(s) \neq 1$, $\sigma(\epsilon^2) = 1$, and that $\sigma(s) = -1$. Then $R_1(V, W) \simeq (M(s^{-1}, \sigma^*), M(\epsilon s^2t, \tau_2))$ and

$$\sigma^*(s^{-1}) = -1, \quad \sigma^*(\epsilon^2) = 1,$$

$$\sigma^*(\epsilon s^2 t)\tau_2(s^{-1}) = \sigma(t^{-1})\tau(s^{-1}), \quad \tau_2(\epsilon s^2 t) = \sigma(t^2)\tau(s^2 t).$$

(2) Assume that $\sigma(\epsilon^2) \tau(s^2) = 1$, $\sigma(s) = -1$, and that $\sigma(\epsilon^2) \neq 1$. Then $R_1(V, W) \simeq (M(s^{-1}, \sigma^*), M(\epsilon s^2 t, \tau_2))$ and

$$\sigma^*(s^{-1}) = -1, \quad \sigma^*(\epsilon^{-1}) = \sigma(\epsilon),$$

$$\sigma^*(\epsilon s^2 t)\tau_2(s^{-1}) = \sigma(s)\tau(s), \quad \tau_2(\epsilon s^2 t) = \tau(t).$$

(3) Assume that $\sigma(\epsilon^2 s^2) = 1$, $\sigma(st)\tau(s) = 1$, and that $\sigma(\epsilon^2) \neq 1$. Then $R_1(V, W) \simeq (M(s^{-1}, \sigma^*), M(\epsilon s^2 t, \tau_2))$ and

$$\sigma^*(s^{-1}) = \sigma(s), \quad \sigma^*(\epsilon^{-1}) = \sigma(\epsilon),$$

$$\sigma^*(\epsilon s^2 t)\tau_2(s^{-1}) = \sigma(t)\tau(s), \quad \tau_2(\epsilon s^2 t) = \tau(t).$$
(4) Assume that \( \sigma(t)\tau(s) \neq 1 \), \( \sigma(\epsilon^2) = 1 \), \( \sigma(st)\tau(s) = 1 \), and \( (3)_{\sigma(s)} = 0 \). Then \( R_1(V, W) \simeq (M(s^{-1}, \sigma^*), M(\epsilon^2s^4t, \tau)) \) and
\[
\begin{align*}
\sigma^*(s^{-1}) &= \sigma(s), \\
\sigma^*(\epsilon^2) &= 1, \\
\sigma^*(\epsilon^2s^4t)\tau_4(s^{-1}) &= \sigma(t)\tau(s), \\
\tau_4(\epsilon^2s^4t) &= \tau(t).
\end{align*}
\]

(5) Let \( n \in \mathbb{N} \). Assume that \( \sigma(t)\tau(st^n) = 1 \) and that \( \tau(t^k) \neq 1 \) for all \( 1 \leq k \leq n \). Then \( R_2(V, W) \simeq (M(st^n, \sigma_n), M(t^{-1}, \tau^*)) \), and
\[
\begin{align*}
\sigma_n(st^n) &= \sigma(s), \\
\sigma_n(\epsilon) &= \sigma(\epsilon), \\
\sigma_n(t)^{-1}\tau^*(st^n) &= \sigma(t)^{-1}\tau(s^{-1}), \\
\tau^*(t^{-1}) &= \tau(t).
\end{align*}
\]

(6) Assume that \( \sigma(t)\tau(s)^2 \neq 1 \) and that \( \tau(t) = -1 \). Then \( R_2(V, W) \simeq (M(st, \sigma_1), M(t^{-1}, \tau^*)) \), and
\[
\begin{align*}
\sigma_1(st) &= -\sigma(st)\tau(s), \\
\sigma_1(\epsilon^2) &= \sigma(\epsilon^2), \\
\sigma_1(t^{-1})\tau^*(st) &= \sigma(t^{-1})\tau(s^{-1}), \\
\tau^*(t^{-1}) &= -1.
\end{align*}
\]

**Proof.** The claims follow from Lemmas A.15, A.16, and A.2. For example, in the first three cases one obtains that \( X_2^{V,W} \neq 0 \), \( X_3^{V,W} = 0 \), and
\[
\begin{align*}
\sigma^*(s^{-1}) &= \sigma(s), \\
\sigma^*(\epsilon^2) &= \sigma(\epsilon^2), \\
\sigma^*(\epsilon^2s^4t)\tau_4(s^{-1}) &= \sigma(\epsilon^{-2}s^{-4}t^{-1})\tau(s^{-1}), \\
\tau_4(\epsilon^2s^4t) &= \sigma(\epsilon^2s^4t^2)\tau(s^2t).
\end{align*}
\]
The additional assumptions then imply the formulas. \( \square \)

**Remark A.23.** From Lemmas A.14 and A.22 we obtain the Cartan matrix entries and reflections of the pairs in the classes \( \wp_n^G \) for \( 0 \leq n \leq 8 \). We collect these data in Table 4.

**Table 4.** Reflections of pairs \((V, W) \in \wp_n\).

<table>
<thead>
<tr>
<th>((V, W))</th>
<th>(a_{12}^{(V,W)})</th>
<th>(a_{21}^{(V,W)})</th>
<th>(R_1(V, W))</th>
<th>(R_2(V, W))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\wp_0^G)</td>
<td>0</td>
<td>0</td>
<td>(\wp_0^G)</td>
<td>(\wp_0^G)</td>
</tr>
<tr>
<td>(\wp_1^G)</td>
<td>-2</td>
<td>-1</td>
<td>(\wp_1^G)</td>
<td>(\wp_1^G)</td>
</tr>
<tr>
<td>(\wp_2^G)</td>
<td>-2</td>
<td>-1</td>
<td>(\wp_3^G)</td>
<td>(\wp_4^G)</td>
</tr>
<tr>
<td>(\wp_3^G)</td>
<td>-2</td>
<td>-2</td>
<td>(\wp_2^G)</td>
<td>(\wp_3^G)</td>
</tr>
<tr>
<td>(\wp_4^G)</td>
<td>-4</td>
<td>-1</td>
<td>(\wp_4^G)</td>
<td>(\wp_2^G)</td>
</tr>
<tr>
<td>(\wp_5^G)</td>
<td>-2</td>
<td>-1</td>
<td>(\wp_5^G)</td>
<td>(\wp_5^G)</td>
</tr>
<tr>
<td>(\wp_6^G)</td>
<td>-2</td>
<td>-1</td>
<td>(\wp_6^G)</td>
<td>(\wp_8^G)</td>
</tr>
<tr>
<td>(\wp_7^G)</td>
<td>-2</td>
<td>-1</td>
<td>(\wp_7^G)</td>
<td>(\wp_7^G)</td>
</tr>
<tr>
<td>(\wp_8^G)</td>
<td>-2</td>
<td>-1</td>
<td>(\wp_8^G)</td>
<td>(\wp_6^G)</td>
</tr>
</tbody>
</table>
Corollary A.24. The following are equivalent.

(1) The pair \((V, W)\) admits all reflections and \(W(V, W)\) is finite.
(2) \((V, W) \in \wp_i^G\) for some \(0 \leq i \leq 8\).

If \((V, W) \in \wp_0^G\), then \((V, W)\) is standard of type \(A_1 \times A_1\). If \((V, W) \in \wp_i^G\) with \(i \in \{1, 5, 6, 7, 8\}\), then \((V, W)\) is standard of type \(C_2\). If \((V, W) \in \wp_i^G\) with \(2 \leq i \leq 4\), then \(\Delta_{\text{re}}^{\infty}(V,W)\) can be obtained from \([29, \text{Lemma 8.5}]\).

Proof. (2)⇒(1) Since \((V, W) \in \wp_i^G\) for some \(0 \leq i \leq 8\), the pair \((V, W)\) admits all reflections by Remark A.23. Moreover, the Weyl groupoid \(W(V, W)\) is finite since the set of roots of \((V, W)\) is finite.

(1)⇒(2) Assume that \((V, W)\) admits all reflections and that \(W(V, W)\) is finite. Then \((\text{ad} V)^m(W)\) and \((\text{ad} W)^m(V)\) are absolutely simple or zero for all \(m \geq 1\) by Theorem 1.4. Lemmas A.15, A.16, A.2 imply that all reflections of \((V, W)\) are pairs \((V', W')\) of absolutely simple Yetter-Drinfeld modules, such that there exist \(s', \epsilon' \in G\), \(t' \in Z(G)\), and characters \(\sigma'\) of \(G_s\) and \(\tau'\) of \(G\) with \(\epsilon' \neq 1\), \(s'^G = \{s', \epsilon s'\}\), \(V \simeq M(s', \sigma')\), \(W \simeq M(t', \tau')\).

By Theorem 4.2, there exists an object \((V', W')\) of \(W(V, W)\) with a Cartan matrix of finite type. By Remark A.23, the reflections \(R_1\) and \(R_2\) induce permutations of the classes \(\wp_i^G\) with \(0 \leq i \leq 8\). Hence it suffices to show that \((V, W) \in \wp_i^G\) for some \(0 \leq i \leq 8\) if the Cartan matrix \(A(V, W)\) is of finite type.

Assume that \(A(V, W)\) is of finite type different from \(A_1 \times A_1\). Then \(\sigma(t)\tau(s) \neq 1\), and we obtain that \(a_{12}(V, W) \leq -2\) by Lemma A.15. Further, \(a_{12}(V, W) \in \{-2, -4\}\) by Lemma A.16. Hence \(a_{12}(V, W) = -2\) and \(a_{21}(V, W) = -1\). Then

\[
\sigma(e^2) = 1, \quad \sigma(s) = -1
\]

or

\[
\sigma(e^2 t^2) \tau(s^2) = 1, \quad \sigma(s) = -1, \quad \sigma(e^2) \neq 1
\]

or

\[
\sigma(e^2 s^2) = 1, \quad \sigma(st) \tau(s) = 1, \quad \sigma(e^2) \neq 1
\]

by Lemma A.16, and

\[
(\tau(t) + 1)(1 - \sigma(t)\tau(st)) = 0
\]

by Lemma A.2. By the same lemmas, \(R_1(V, W) \simeq (M(s^{-1}, \sigma^*), M(\epsilon s^2 t, \tau_2))\) and \(R_2(V, W) \simeq (M(st, \sigma_1), M(t^{-1}, \tau^*))\).

If \(\sigma(e^2) \neq 1\), then \((V, W) \in \wp_i\) for some \(5 \leq i \leq 8\). So assume that \(\sigma(e^2) = 1\) and \(\sigma(s) = -1\).

If \(\sigma(t)\tau(st) = 1\), then \((V, W) \in \wp_i^G\). Assume now that \(\tau(t) = -1\) and \((\sigma(t)\tau(s))^2 \neq 1\). Then Lemma A.22(6) for \((V, W)\) and Proposition A.21 for \(R_2(V, W)\) implies that \((3)_{\sigma(st)} = (3)_{\sigma(t)\tau(s)} = 0\), since \(\sigma_1(st) = \sigma(t)\tau(s) \neq -1\). Then \((V, W) \in \wp_i^G\). This completes the proof. \(\square\)
Appendix B. Rank two classification

In this appendix we collect the main results of [29, 30, 28]. The results are presented in the terminology of this paper. Many of the examples will be described using Definition 2.2. However, to include all the Nichols algebras found in [29, 30, 28], one needs to add some additional diagrams.

B.1. We first describe the examples related to the group $\Gamma_2$ of [28, §1.1]. For the Nichols algebras of dimension 64 one has the following skeleton:

$$\vdots$$

In characteristic three, the pair of Yetter-Drinfeld modules which yields Nichols algebras of dimension 1296 has the following skeleton:

$$\vdots \Rightarrow \vdots$$

char $K = 3$

B.2. Let us review the examples related to the group $\Gamma_3$, see [28, §1.4]. For the Nichols algebras of dimension 2304 related to the group $\Gamma_3$, [28, Example 1.11, §1.4], one has the following diagrams related by reflections:

$$\ast \Rightarrow \ast$$

We remark that the diagram on the left is not a skeleton in the sense of Definition 2.2 because the simple Yetter-Drinfeld module $M(s_1, \sigma_1)$ is constructed with a two-dimensional representation $\sigma_1$. This situation is described with a double circle at the left vertex of the diagram.

The examples of dimensions 10368, 5184 or 1152 can be described with the following skeleton:

$$p \overset{p^{-1}}{\Rightarrow} \ast$$

We remark that in this case, an extra assumption on the value of $p = \sigma_1(s_1)$ is needed.

The examples of dimension 2239488 related to the group $\Gamma_3$ of [28, Example 1.9, §1.4] can be described with the following diagrams related by reflections:

$$\vdots \Rightarrow \vdots$$

$$\vdots \Rightarrow \vdots$$

The diagram on the left is not a skeleton in the sense of Definition 2.2 since it has a double arrow. This double arrow means that the Cartan matrix of the pair satisfies $a_{12}^{(M_1, M_2)} = a_{21}^{(M_1, M_2)} = -2$. 
B.3. Nichols algebras related to the group $T$ have dimension 1259712 over fields of characteristic two and 80621568 otherwise, see [28, §1.3]. In this case one has the following skeleton:

\[
\begin{array}{c}
p \\
p^{-1} \\
\end{array} \quad (3)_p = 0
\]

The dots on the right vertex describe the structure of the support of $M(s_2, \sigma_2)$ which is isomorphic (as a quandle) to the tetrahedron quandle. Further, the assumption $(3)_p = 0$, where $p = \sigma_1(s_1)$, is needed.

B.4. Nichols algebras related to the group $\Gamma_4$ have dimension 65536 over fields of characteristic two and 262144 otherwise, see [28, §1.2]. In this case one has the following skeleton:

\[
\cdots \text{--} \cdots
\]

The four dots in the right vertex mean that the support of $M_2(s_2, \sigma_2)$ is isomorphic (as a quandle) to the dihedral quandle $D_4$.

B.5. With these diagrams, the classification of finite-dimensional Nichols algebras admitting a finite root system of rank two, [28, Theorem 2.1], can be reformulated as follows.

**Theorem.** Let $G$ be a non-abelian group and $M$ in $E_G^2$. Assume that $M$ is braid-indecomposable. The following are equivalent:

1. $M$ has a skeleton appearing in (B.1)–(B.4).
2. $B(M)$ is finite-dimensional.
3. $M$ admits all reflections and $W(M)$ is finite.
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