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Photoinduced Charge-Transfer Dynamics Simulations in Noncovalently Bonded Molecular Aggregates†

Carlos R. Medrano, M. Belén Oviedo, and Cristián G. Sánchez*  

The rational design of new materials as prototypes systems for organic solar cells remains challenging. Perylene diimide has emerged as a promising material to replace fullerene derivatives because of its synthetic flexibility, leading to the manipulation of their optical properties. As a result of their fused aromatic core that favors π–π stacking interactions, the aggregation of these molecules can reach highly ordered nanostructures as one-dimensional nanofibers, with fast photoinduced charge transfer mechanism. In this article, we present an atomistic description of the photoexcited exciton dynamics in noncovalently bonded perylene diimides by time integration of the electron density in the presence of external time varying electric fields. We show that our approach is able to capture and explain the physics that underlies in the charge transport mechanism through perylene diimides aggregates.

1 Introduction

Over the past decades, organic semiconductor materials have received an increasing technological interest in the fabrication of field effect transistors (FETs)1, organic photovoltaics (OPVs)2 and organic light-emitting diodes (OLEDs)3. This interest is given by its numerous advantages such as easy and low cost of production, mechanical flexibility, tunable optical properties, among others4.

The most common design of an organic solar cell (OSC) consists of a blend (bulk heterojunction, BHJ) based on conjugated polymer electron donor (D) mixed with an electron acceptor material (A). This type of OSC are being intensively investigated in order to increase their efficiency achieving above 10% of power-conversion efficiencies (PCEs)5,6. The basic operating principle of an OSC can be schematically described by the photon absorption and the creation of an exciton (electron-hole pair); followed by the exciton diffusion to the donor/acceptor interface and its dissociation creating a charge-transfer state; finally, the dissociation of the charge-transfer complex occurs leading to the generation of free charges carriers, where these free charges are transport within the organic semiconductor to the respective electrodes7,8. For an efficient photogeneration of free charges carriers is require an efficient dissociation of the exciton at the heterojunction or at the interface between a p-type and a n-type organic semiconductors.

Fullerenes and their derivatives, such as [6,6]-phenyl C61 butyric acid methyl ester (PC61BM), have been the dominant electron acceptor materials in BHJ OSCs, due to their large electron affinity, high electron mobility and isotropy of charge transport9,10. However, these material have some drawbacks like their inherently low LUMO energy levels compared with those of common donors resulting in energy loss9, weak absorption in the visible spectral breadth, and band gap variability, which are difficult to tune in fullerene systems by chemical modification10. As an alternative to fullerene based acceptor materials, organic molecules based on non-fullerene acceptor materials have received attention in the past decades, because they can be easily modified by tailoring the photofunctional backbone in order to tune the absorption spectrum and HOMO/LUMO energies11.

3,4,9,10-pyrenetetracarboxylic acid diimides (PDIs) and their derivatives (figure 1) are n-type organic semiconductors with high thermal, chemical and photochemical stabilities2. In addition these molecules present high molar absorption coefficient in the visible region, strong electron-accepting ability and high electron mobility. By chemical modification in the molecule, their solubility and optical properties can be modulated. Given these outstanding chemical and physical properties, PDIs are a promising class of non-fullerene acceptor materials11. On the other hand, their rigid, fused aromatic core favours π–π intermolecular interactions imparting very ordered heterojunction structures and they are known to form one dimensional (1D) nanostructures12. These nanofibers offer many potential advantages in de-
Fig. 1 (Left) Individual molecular structures of 3,4,9,10-perylenetetracarboxylic acid diimide (PDI) and carbazole derivatives. (Right) A1+D1 complex, where each component of the complex is interacting noncovalently through the hydrocarbon side chains.
veloping more efficient OSCs due to their larger exciton diffusion length, ultra-large D/A interface for exciton dissociation, and the controllable nanoscale morphology compared to BHJs based on fullerenes acceptors\textsuperscript{13,14}.

In a recent work by Zang and co-workers\textsuperscript{15} a simple method was informed for the assembly of organic nanofibril heterojunctions based on the interfacial engineering of carbazole derivatives coating onto PDI derivatives (figure 1). Both derivatives have long alkyl chains where these chains have a strong hydrophobic interaction. In particular, they reported a high photoconductivity and fast photoresponse with large on/off ratio. From the experimental data, the authors suggested that the high photocurrent is due to the presence of the alkyl groups where the recombination of photogenerated charge carriers are prevented.

In the present work we report a detailed analysis of the charge transfer process between different dyes and PDI aggregates through fully atomistic electron dynamics simulations. These simulations are based on real-time time-dependent density functional tight-binding (RT-TDDFTB) model which describes the system under non-equilibrium conditions. In particular, we shed light into the photoinduced charge transfer mechanism in these noncovalent bonded molecular nanostructures. We demonstrate that the alkyl side chains work as a molecular wire that tunes the interfacial electron transfer.

\section{Computational Methods}

The description of the electronic structure of carbazol, PDI and carbazol+PDI complex were described by a self-consistent density functional tight-binding Hamiltonian\textsuperscript{16}. The method is based on the expansion of the Kohn-Sham energy functional up to second order with respect to a reference electron density for the neutral atoms. This method may be considered as an intermediate step between a full \textit{ab-initio} calculation, where exchange and correlation energy are accounted in a simpler semi-empirical method. The DFTB++ code\textsuperscript{17} was used to obtain the optimization of the geometries as well as the calculations of the Hamiltonian, overlap matrix and the initial single electron density matrix. For the calculations performed here, we have used the \textit{mio-1-1} parameter set for elements H, O, N, C and S\textsuperscript{16,18,19}.

This method is extended to the time-dependent SCC-DFTB (TD-DFTB)\textsuperscript{20} to obtain the exact state properties of the system by applying a perturbation in the shape of a Dirac delta pulse to the initial ground-state density matrix previously obtained. After pulse application, the density matrix evolves in time and its evolution can be calculated by time integration of the Liouville–von Neumann equation of motion in the non-orthogonal basis, according to equation 1:

\begin{equation}
\frac{\partial \rho}{\partial t} = -\frac{i}{\hbar} \left(S^{-1} \hat{H}[\rho] \rho - \rho \hat{H}[\rho] S^{-1}\right),
\end{equation}

where $\rho$ is the single electron density matrix, $S^{-1}$ is the inverse of the overlap matrix and $\hat{H}$ is the SCC-DFTB Hamiltonian. Within the linear response regime, when the applied electric field is small, the response is linear and the dipole moment is given by equation 2:

\begin{equation}
\left\langle \mu(t) \right\rangle = \int_0^\infty \alpha(t-\tau) E(\tau) d\tau,
\end{equation}

where $\alpha(t-\tau)$ is the polarizability along the axis over which the external field $E(\tau)$ is applied. The absorption spectrum is proportional to the imaginary part of the frequency dependent polarizability (equation 3), obtained from the Fourier transform of the time-dependent dipole moment, after the deconvolution of the applied electric field.

\begin{equation}
\alpha(\omega) = \frac{\left\langle \mu(\omega) \right\rangle}{E(\omega)}
\end{equation}

This method has been successfully used to calculate the optical properties of photosynthetic pigments\textsuperscript{20,21}, DNA intercalation complexes\textsuperscript{22} and organic molecules adsorbed onto TiO$_2$ nanoparticles\textsuperscript{23}. In these previous reports we showed that TD-DFTB based spectra showed a remarkable agreement with experimental results.

Recently, our group has studied the charge injection mechanism in dye-nanoparticles complexes\textsuperscript{24–26} in time domain, leading to good agreement with experimental results\textsuperscript{26}. The dynamics triggered by application of a continuous laser-type perturbation in tune with the excitation energy of interest. The charge transfer mechanism was monitored by computing the time-dependent Mulliken atomic charges. One of the advantage of our approach, based on the density matrix formalism along with the use of a self-consistent Hamiltonian, is that the method include the explicit description of electron-hole interactions.

For the visualization of molecular structures, movies and “coloring method” OVITO\textsuperscript{27} and VMD\textsuperscript{28,29} packages were employed.

\section{Results and Discussion}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
 & & Carbazole & & PDI \\
\hline
Exp. value & RT-TDDFTB & Exp. value & RT-TDDFTB \\
\hline
335\textsuperscript{20} & 323 & 526\textsuperscript{34} & 532 \\
323\textsuperscript{30} & 300 & 491\textsuperscript{31} & 510 \\
\hline
\end{tabular}
\caption{Comparison of the absorption wavelength (nm) for carbazole and PDI in vacuum obtained by RT-TDDFTB simulations with the experimental values found in literature. The table shows the two longest-wavelength peaks for each molecule.}
\end{table}

The simulated absorption spectra of carbazol and PDI are displayed in figure 2 and the values of the lowest absorption energies for each molecule are shown in table 1. The absorption spectrum of each molecule were obtained after the deconvolution of the time-dependent dipole moment with the external field. The time-dependent dipole moment were calculated by a real-time propagation of the one-electron density matrix after the application of an initial perturbation in the shape of a delta Dirac, the intensity of this perturbation was 0.001 V/Å so the simulations are within the linear response regime. The time propagation of the density matrix is calculated by the numerical integration of equation 1 with a time step of 0.0048 fs and the simulation times were extended by at least 100 fs. From table 1 a good agreement can be
observed for the absorption energies of the calculation and experimental values. This first analysis of the absorption spectra is important to check the reliability of the quantum dynamics performed by this method.

Next, we build the donor+acceptor complex composed by D1 and A1 (see figure 1) and we optimize the full geometry using London dispersion forces in order to accurately describe the weak intermolecular interactions between the alkyl chains. Then, we calculate the absorption spectrum of the entire system as described above. Figure 3 shows the optical spectrum of D1+A1 complex and the spectra of the separate molecules. From this figure we can observed that the absorption spectrum of the complex is the sum of the donor and acceptor spectra, despite of the quantum nature of this calculation, where the state of the complex is the tensor product between the states of the donor and the acceptor, instead of the sum of the individual molecular states. This is the result of the weak coupling between the alkyl chains, hence a small deviation of the absorption energies can be observed and the main optical properties of each compound are not affected in the aggregate state.

Zang and co-workers proposed that the electron transfer in these aggregates via visible photostimulation, is caused by

**Table 2** Highest Occupied Molecular Orbital (HOMO) and Lowest Unoccupied Molecular Orbital (LUMO) energies in eV for D1 and A1.

<table>
<thead>
<tr>
<th></th>
<th>HOMO</th>
<th>LUMO</th>
</tr>
</thead>
<tbody>
<tr>
<td>D1</td>
<td>-5.32</td>
<td>-1.87</td>
</tr>
<tr>
<td>A1</td>
<td>-5.91</td>
<td>-4.19</td>
</tr>
</tbody>
</table>

**Fig. 4** Charge evolution of for D1+A1 in response to a laser illumination at 533 nm and with an intensity of 0.01 VÅ.

**Fig. 5** Charge evolution for an ensemble of D1+A1 configurations in response to a laser illumination with an intensity of 0.01 VÅ. The inner lines correspond to the mean charge of the acceptor and donor. The translucent surface represents the standard deviation of the ensemble mean (as $\pm \sigma$).
the proximity between the highest occupied molecular orbital (HOMO) of the donor and acceptor molecules, where the HOMO of D1 is slightly above the HOMO of A1. When the acceptor is excited, a hole in the HOMO is generated hence an electron from the HOMO of D1 can be injected to the acceptor. To corroborate this approach, we have calculated the HOMO and LUMO energies for D1 and A1 (see table 2). Although what can be inferred from ground state calculations correlates with experimental observations, because of the non-equilibrium nature of the charge transfer process, quantum dynamic calculations are more suitable and provides a detailed picture of this mechanism. It is worth mentioning that the charge-transfer dynamics shown in this work, as a result of the explicit interaction between the monochromatic electric field and the aggregate does not include nuclear motion coupled to the electron dynamics. In particular, the decoherence effect inducing irreversible charge separation and long-lived charge-transfer state is completely absent in our model. The inclusion of nuclear dynamics in order to study the charge separation processes in light-harvesting molecular triads and in dye-sensitized solar cells has been recently formulated in 24–26. A lot of information can however be obtained from the relatively short time dynamics that can be studied without including nuclear motion. As mentioned in the methods section, our group has used studied the charge injection mechanism in dye-nanoparticles complexes in time domain, leading to good agreement with experimental results 24–26. In this context, this work sheds new light on the photoinduced charge transfer process that underpins these novel organic nanofibril heterojunctions. Figure 4 displays the evolution of the Mulliken charge distribution in D1 and A1, upon the photoexcitation of D1+A1 complex with a sinusoidal time-dependent electric field perturbation at 533 nm and with an intensity of 0.01 V/Å. At this frequency the acceptor molecule is absorbing the energy from the field (see figure 3) and from figure 4 we can observed that the A1 molecule becomes increasingly negatively charged as a function of time. It is important to note that the net charge transfer process begins after the 40 fs, this can be interpreted as the A1 molecule requires a time interval to populate the excited state (depopulate the ground state) and thereby the D1 molecule can begin to transfer charge to this state. It is worth noting that this charge behavior throughout time occurs in a noncovalent bonded system. In order to sample the complex configuration space we have used a Born-Oppenheimer molecular dynamics scheme to sample the configuration space of A1+D1, in order to study the dependence of the aggregate geometry. The simulation was performed with the DFTB+ code 17, for 25 ps with time step of 0.25 fs at 500 K. This choice of temperature provides better configuration sampling since the molecules are quite rigid. We have calculated the RMS of the trajectory giving an average value of 0.37 Å, this is the average atomic motion with respect to their equilibrium positions at the configurations obtained. Then we chose fifteen random configurations from an equilibrated trajectory and compute the electron dynamics for each sample. Finally, the charge dynamics is computed as an average of the results obtained for each of these configuration and the results are shown in Figure 5. The inner lines correspond to the mean charge of the acceptor (red) and the mean charge of the donor (blue). The translucent surface represents the standard deviation of the means (as ± σ). The charge dynamics calculation in Figure 6 clearly shows that there is a net charge transfer from the donor to the acceptor, independently of the molecular configuration. Hence, the results shown are not due to a particular molecular configuration and are independent of the aggregates geometry to the extent explored by the performed sampling.

Another point that was discussed in Zang and co-workers 15 article was that the alkyl chains not only enable effective adsorption of donor molecules on the acceptor molecules but they might play an important role in the efficiency of the charge transfer mechanism of these systems. For this reason we have studied the influence of the alkyl chain in the charge transfer process. First we have calculated the Mulliken charge change with respect to the ground state value in A1 and D1 without the hydrocarbon chains (R = H, see figure 1), the distance between the molecules is the same as for the A1+D1 aggregate when a sinusoidal electric field is applied to the entire complex. This situation is represented in figure 6, where no net charge transfer occurs, implying that the hydrophobic interaction between alkyl side-chains enables an effective charge transfer process between the donor and the acceptor.

Later, we study the influence of different substituents in the hydrocarbon chains. We began studying the variation of the charge transfer process in the A1+D1 complex when the C7 position of
the donor chain (figure 1) is replaced by a more electronegative substituent. In figure 7 the time-evolution of the Mulliken charges are represented for different D+A complexes. This figure shows that a greater charge transfer occurs in the complex without any substituents, this is A1+D1, where the alkyl chain of the donor and the acceptor have the same chemical structure. When the C7 position is replaced by an oxygen or sulphur atom, or a double bond is inserted between positions C7 and C8 in the hydrocarbon chain, in all cases a significant decrease of the charge transfer is observed. The decrease in the value of the transferred charge of D+A complex with substituted chains can be explained by the geometry and overlap between the atomic orbitals. Each substituent, either an oxygen (or sulphur) atom or a double bond, has a distorted tetrahedral geometry respect to the C sp³ hybridization. This distortion causes a decrease in the overlap between the atomic orbitals, resulting in a decrease of the charge transfer. Furthermore, within the complexes with substituted chain, the ether has the greater charge transfer, followed by the thioether and finally the double bond. This trend agrees with the substituents electronegativity order, the oxygen atom is the most electronegative, so it attracts more electrons from the core of the donor to the alkyl chain, consequently there is a greater proportion of charge to be transferred to the acceptor molecule.

The same study was performed in the acceptor alkyl chain. Figure 8 shows the variation of the charge transfer respect to different substitutions made in the hydrocarbon chain. As in the previous case, the presence of a substituent on the alkyl chain reduces the charge transfer significantly, but we can observed an inverse trend. The less electronegative substituent (double bond) has the greater charge transfer comparing with oxygen and sulphur atoms. This implies that a more electronegative acceptor alkyl chain would retain the charge from the donor for a longer period of time. Based on these results, we can establish that a substituent in any chain of the donor+acceptor complex works like a resistance reducing the charge that can be transferred from the donor to the acceptor.

We studied the photoinduced charge-transfer process for the A1+D1 complex with hydrocarbon chains between 9 and 18 carbon atoms (from 9 C atoms until 18 C atoms). The decrease in the value of the transferred charge of 118 fs, the similar behavior was found in the previous system (figure 4). Also, from this plot, is possible to distinguish four steps for such process. The first step for 50 < t < 80 fs, the charge begins to flow from the donor (D1, green line) to the first acceptor molecule (A1 (1), black line) and there is no variation of the charge in the second acceptor molecule (A1 (2), red line). Then the second step occurs for 80 < t < 100 fs where a change in the slope of the charge function for both acceptor molecules is evidenced. The charge of A1 (1) begins to increase acquiring positive values, meanwhile A1 (2) acquires negative values indicating a net charge transfer from A1 (1) to A1 (2). For 100 < t < 118 fs, the charge dynamics A1 (1) and A1 (2) reaches a maximum value and then both dynamics are reversed, A1 (1) begins to accept charge from A1 (2), where at t = 118 fs both molecule have the same charge. Finally, after t > 118 fs the charge of A1 (1) oscillates between negative values whereas the charge for A1 (2) oscillates between positive and negatives values. Also, in figure 10 the time variation of the Mulliken charges

The lowest performance, this is reasonable since the long chains represent a large tunnel barrier for the electron to surmount. Then, as the number of carbon atoms decrease the amount of charge transferred at long times increases, showing a maximum for the system with 15 C atom chains. The shorter systems are more efficient than the longest but always less than the 15 carbon atom chain. Our reasoning is that this behaviour is the result of two opposing trends. On the one hand, with shorter side chains the chromophores are closer and the coupling is larger, resulting in greater charge transfer from increased speed of formation of the electron-hole pair. On the other hand, closer distances between donor and acceptor ease electron-hole recombination, resulting in a lower charge transfer. Taking this into account, the system with 15 C atom chains appears to be the optimal chain length for the complex. The system with 11 C atoms chains is an exception to this rule.

With the purpose to advance in the comprehension of the effective charge delocalization in these types of aggregate we extended the system including another acceptor molecule (see figure 10). Figure 10 shows the charge as function of time for each component of the system (A1 (1), A1 (2) and D1). This figure shows that the charge transfer process begins after 50 fs, the similar behavior was found in the previous system (figure 4). Also, from this plot, is possible to distinguish four steps for such process. The first step for 50 < t < 80 fs, the charge begins to flow from the donor (D1, green line) to the first acceptor molecule (A1 (1), black line) and there is no variation of the charge in the second acceptor molecule (A1 (2), red line). Then the second step occurs for 80 < t < 100 fs where a change in the slope of the charge function for both acceptor molecules is evidenced. The charge of A1 (1) begins to increase acquiring positive values, meanwhile A1 (2) acquires negative values indicating a net charge transfer from A1 (1) to A1 (2). For 100 < t < 118 fs, the charge dynamics A1 (1) and A1 (2) reaches a maximum value and then both dynamics are reversed, A1 (1) begins to accept charge from A1 (2), where at t = 118 fs both molecule have the same charge. Finally, after t > 118 fs the charge of A1 (1) oscillates between negative values whereas the charge for A1 (2) oscillates between positive and negatives values. Also, in figure 10 the time variation of the Mulliken charges
of the donor and the sum of the acceptors is plotted. This is other representation of the charge dynamics where it shows a clearly charge injection from the donor into the nanofiber. It is important to note that the hole is located in the donor (D1) while the electron is delocalized over both acceptor molecules.

Zang and co-workers\textsuperscript{15} reported that an aggregate of acceptor molecules interacting by $\pi$-stacking forces present negligible photocurrent under photostimulation. In order to study the importance of the presence of D1 molecules in the charge transfer mechanism, we performed the same calculation as before but without D1 molecule (figure 11). Figure 11 shows the charge of A1 (1) and A1 (2) oscillating around zero and the amplitude of the oscillation increases at longer times. This increment of the oscillation amplitudes is due to the application of the continuous laser, where the energy of the entire system is always growing. Since the energy values of the frontier molecular orbitals of each molecules are similar, there is no net driving force that favors the charge transfer mechanism to one molecule or the other; this is characterized by a cyclic variation of the charge through time. It is important to point out the observation of charge recombination in this system, in contrast, the charge recombination in the previous system is reduced for the time simulation window ($t = 200$ fs) employed in this work. In addition, the magnitude of the charge values for this system is ten time lower than for the system with

---

**Fig. 10** (Top) Time dependent variation of the charge for A1 (1), A1 (2) and D1 interacting by London dispersion of forces. (Middle) The sum of the acceptor charges were performed to see the total charge injection to the nanofibril. (Bottom) A1(1)+A1(2)+D1 complex.

**Fig. 11** (Top) Time dependent variation of the charge for two PDI derivatives. (Bottom) Two optimized PDI derivatives illustrating the $\pi-\pi$ stacking.
the D1 molecule. These results implies that D1 molecule works as an electron injector to the nanofibril and promotes the charge transfer between these molecules.

For a deeper understanding in the influence of the donor molecule in the charge-transfer mechanism, we calculated the full electron dynamics of a D2 molecule (figure 1) coupled with two A1 molecules (figure 12). Figure 12 displays the time variation of the Mulliken charges for A1 (1)+A1 (2)+D2 complex, where each molecule is interacting by London dispersion of forces, and a comparison with A1 (1)+A1 (2)+D1 complex is shown. From this figure, we can observed a net charge transfer to the A1 (2) molecule in both cases although the charge value is larger for A1 (1)+A1 (2)+D2 complex. Also, we can noticed that the mechanism of charge transfer for A1 (1)+A1 (2)+D2 complex is slightly different from the previous system, where a concerted charge injection from the donor molecule to the second A1 molecule is observed. This can be attributed to the three alkyl chains of D2, where this chains increases the hydrophobic interaction between the A1 molecules. From the analysis of the sum of the acceptors charge it follows that the donor D2 injects more charge to the nanofibril compared with D1 (0.1 u.a. compared to 0.07 u.a. respectively). This result is in accordance with the experimental results reported by Zang and co-workers.15

By increasing the number of acceptors molecules, we can analyze the delocalization of the charge through the entire nanofibril. With this in mind, we built a nanofiber of nearly 6 nm of length containing fifteen A1 molecules coupled with a single D2 molecule, the optimize structure is shown in figure 13. Also, in this figure is displayed the charge dynamics of the individual D2 and the sum of the charges for the A1 acceptor molecules. As in the smaller system, there is a net charge transfer from the D2 molecule to the nanofibril, but the amount of net charge transferred is higher in consequence to the system’s size, where larger nanofibrils can accept more charge. Is important to note that the time evolution of the charge is slightly different for the largest system, from figure 13 we can observe a smooth behavior in the electron dynamics in comparison with the system including only two

Fig. 12 (Left) Time dependent variation of the charge for two A1 molecules and D1 (dashed lines) and for two A1 molecules and D2 (solid lines). (Middle) The sum of the acceptors charge were performed to see the total charge injection to the nanofibril. (Right) Optimized A1 (1)+A1 (2)+ D2 complex.

Fig. 13 (Top) Charge evolution throughout time for the system 15*A1 + D1. In order to visualize the net charge injection to the nanofibril the sum of the acceptor charges is represented. (Bottom) Optimized nanofibril of 15 A1 acceptors coupled with a D2 molecule.
acceptor molecules (figure 12), which is the result of the collective electronic excitations acting in a concerted fashion between the donor and each of the acceptor molecules.

The charge transfer dynamics for each molecule is shown in figure 14 at different time values. This figure shows selected snapshots of the evolution of the $\Delta q(t)$ during the quantum dynamics simulation (the complete movie can be found in the supporting information), ranging from a positive $\Delta q(t)$ (blue) to a negative value (red), the green color implies $\Delta q(t)=0$. At $t=0$ fs, all molecules are colored in green meaning a neutral system. As the external electric field is turn on, at 78.0 fs we can observed that a single molecule of PDI (number 10) is absorbing the energy of the electric field, where this molecule is receiving the charge from molecule number 13. This response, is the result of the coupling between the incident electric field vector and the transition dipole moment vector of molecule number 10, where the variation of the charge in such molecule indicates a larger coupling with the laser in comparison with the other molecules. After 100 fs, it can be noticed that the negative charge is increasing in this molecule, where the PDIs of the right (number 13, 14 and 15) are transferring charge to this molecule, which is indicated by the light blue color. The observed asymmetry in the charge transfer can be explained by the electronic coupling between the molecules, where the distance between them is the smallest. During the application of the external field, the electron is located mostly in two PDIs (number 10 and 11) meanwhile the hole is delocalized over the D2 molecule and the PDIs of the ends. Finally, at $t=283.0$ fs we can observed a transfer of the negative charge to the next PDI (number 11), where the electron is delocalized over four molecules of PDIs (number 9, 10, 11, and 12). A further observation from figure ?? is the large charge polarization in the nanofiber, the electron is localized in the center and the hole is delocalized at the edges of the nanofiber, where a clear interface is created among them, by the presence of neutral molecules (green) that enclose the electron. It is important to point out that the electron transfer across the PDIs take place in a noncovalent system and the $\pi$-electrons are involve in the process.

4 Conclusions

In the present work we have conducted real-time quantum dynamics simulations to describe the primary charge separation process in functionalized molecular aggregates, interacting only by London dispersion forces, in order to provide detailed insights of the experimental observations reported by Zang and co-workers.15

By directly computing the time evolution of the Mulliken charge for donor-acceptor complex, we have obtained nontrivial results as the net charge transfer from donor to acceptor molecule, even when both molecules are not covalent bonded. We analyze the chemical structure of the alkyl side chain of both acceptor and donor molecules and we found that these alkyl groups work as molecular wires that modulate the intermolecular electron transfer, these evidences agrees with the experimental findings of Zang and co-workers.15

Moreover, it is important to mention that the chemical nature of the donor molecule can enhance the amount of charge injected to the nanofibril. Increasing the van der Waals interactions between the hydrocarbon chains, the time-dependent electron dynamics showed the generation of a stable charge-transfer complex and the recombination of the charge was reduced. By increasing the number of acceptor molecules, the quantum dynamics simulations displayed the electron transport through the nanofiber, the localization of the hole in the donor molecule as well as in the edges of the nanofiber.

The results presented in this work and in conjunction with the experimental evidence reported by Zang and co-workers, contribute to the scientific understanding of the charge transport mechanism in noncovalent molecular aggregates. These results validate our computational method for the design of new photovoltaics material.
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