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We have investigated experimentally and by computer simulations the energy-loss and angular distribu-
tion of low energy (E < 10 keV) protons and deuterons transmitted through thin polycrystalline platinum
films. The experimental results show significant deviations from the expected velocity dependence of the
stopping power in the range of very low energies with respect to the predictions of the Density Functional
Theory for a jellium model. This behavior is similar to those observed in other transition metals such as
Cu, Ag and Au, but different from the linear dependence recently observed in another transition metal, Pd,
which belongs to the same Group of Pt in the Periodic Table. These differences are analyzed in term of the
properties of the electronic bands corresponding to Pt and Pd, represented in terms of the corresponding
density of states. The present experiments include also a detailed study of the angular dependence of the
energy loss and the angular distributions of transmitted protons and deuterons. The results are compared
with computer simulations based on the Monte Carlo method and with a theoretical model that evaluates
the contributions of elastic collisions, path length effects in the inelastic energy losses, and the effects of
the foil roughness. The results of the analysis obtained from these various approaches provide a consis-
tent and comprehensive description of the experimental findings.

� 2015 Elsevier B.V. All rights reserved.
1. Introduction

The physics of the energy loss of light ions in solids is a subject
of great interest for numerous areas of basic and applied research.
Unlike the high-energy range, where experimental stopping power
data is available for many materials, experimental work on low-
energy hydrogen beams is rather scarce. For this reason, several
important aspects of the interaction process are currently the sub-
ject of theoretical and experimental investigation. In particular, the
interaction of light ions such as protons, deuterons and He ions
with metals and insulators has revealed new and unexpected
aspects of the interaction process, and so this area has become a
very attractive field of low-energy research.

Platinum, as a film, nanoparticle or nano-composite has been
widely used in different applications in the last decade, such as
functionalization of nanostructures for fuel cell electrodes [1], bio-
logical sensors [2], catalyzer for oxygen reduction [3], improve-
ments of signals in Raman spectroscopy (SERS) [4], anticancer
agent [5], and improvement in the efficiency of proton therapy
[6], where its topological (roughness, inhomogeneities) and physi-
cal characteristics (crystallinity, electronegativity) may become a
relevant factor for the functionalization of organic or inorganic
species, or may affect the charge or energy transfer in the interac-
tion with electromagnetic or ionizing radiation.

One of the most conspicuous aspects of the electronic energy
loss of light ions at low energies in metallic targets is the observed
deviations from the expected velocity dependence in the case of
noble metals. The standard theories of the energy loss of slow ions
in metals, which consider the target as a simple free electron gas,
predict a proportionality of the stopping power with the ion veloc-
ity [7–11]. This velocity dependence was experimentally con-
firmed for most metallic targets. However a distinct behavior of
the low-energy stopping coefficient was observed by Valdés et al.
[12,13] for some metals containing d electrons, such as Cu, Ag,
and Au. This effect was theoretically explained by the existence
of a minimum energy transfer for the excitation of d electrons,
due to a shift in the corresponding density of states (DOS) of those
metals with respect to the Fermi energy (a so-called ‘‘threshold
effect”). This effect was studied in more detail in recent experi-
ments performed at two laboratories [14–16]. Moreover, the theo-
retical explanation of the origin of the effect was confirmed by
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more sophisticated calculations using Time Dependent Density
Functional Theory (TD-DFT) [17].

On the other hand, in recent experiments with Pd foils [18], we
have found no deviations from the velocity proportionality. This
behavior was reproduced by modeling the Pd d electrons as a free
electron gas with rs = 1.51 [18,19], but there are so far no ab initio
calculations that could provide a more complete theoretical treat-
ment of this case. Further evidences on the role of d electrons in the
energy loss of light ions in metals have been given recently by
Goebl et al. [20]. In particular, they obtained new results for the
energy loss of protons and deuterons in Pt. The data for velocities
below 0.4 a.u. show some indications of possible deviation from
the velocity proportionality, although the reported effect is of the
order of one standard deviation. Therefore, no conclusive evidences
on this effects could so far be obtained in the case of Pt. Hence,
from the results of these experiments it stems that new experi-
mental results for the low-energy stopping power of protons and
deuterons in Pt is required in order to provide more evidences on
the existence or not of deviations from the velocity proportionality
in this transition metal. This is a question of considerable interest
for a complete understanding of the energy loss process in the
range of very low energies, with also important consequences for
the theoretical efforts to explain the energy loss mechanism in a
systematic way. In this work we measured the energy loss of pro-
tons and deuterons in Pt foils, in the range of 1–10 keV, with the
purpose to provide new results that help to clarify the mentioned
behavior and to obtain further evidences of the influence of band-
structure effects in the low-energy range. The experimental results
presented here include detailed studies of the velocity dependence,
angular distributions of transmitted ions and angular dependence
of the energy loss. The results are analysed through simulations
and theoretical predictions based on DFT and alternative models,
and considering realistic density of states of Pt obtained from tight
binding linear muffin tin orbital (TB-LMTO) calculations.
Fig. 1. Left upper panel: Energy dependence of the correction functions due to the
analyzer transmission (red), the detector efficiency (blue), and the outgoing ion
fraction (green); together with the total correction function (thick black). All of
them were normalized to 1 at 10 keV for comparison. Right upper panel:Energy
spectra of 1.75 Dþ

2 fragments transmitted through a 15 nm Pt film. The Black line
corresponds to the uncorrected spectrum, and the red one to the spectrum
corrected by multiplying the uncorrected one by the normalized correction factor
(dash blue). See text for correction factor definition. Lower panel:Energy spectra of
1.75 Dþ

1 fragments and 9 keV protons transmitted through a 15 nm Pt film (black
solid circles). Red solid line and light red area correspond to function shape and area
of gaussian fit. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)
2. Experimental method

The experiments were performed in the Low Energy Accelerator
(LEA) laboratory of the Centro Atómico Bariloche, Argentina (LEA/
CAB).

The energy loss measurements with proton and deuteron
beams were performed on Pt polycrystalline self-supported foils
mounted on transmission electron microscopy (TEM) grid sup-
ports, using the transmission geometry as described in a previous
work [18]. In this geometry, the beam with incident energy E0 tra-
verses the thin foil placed perpendicular to the incident beam
direction, and the energy spectra of the transmitted ions is mea-
sured in the forward direction, close to the outgoing surface nor-
mal. The energy lost by a projectile is determined as the
difference between the incident energy E0 and the most probable
exit energy Ep obtained from the spectrum of the transmitted ions.
The stopping power can be directly obtained by dividing the
energy loss (E0 � Ep) by the foil thickness, and the stopping cross
section (SCS) by dividing the stopping power by the atomic target
density. The use of this geometry, minimizes the contributions to
the energy loss due to the elastic collisions with target nuclei
and to the path enlargement produced by multiple scattering
events, maximizing the contribution due to the electron interac-
tion (electronic stopping power).

The Hþ; Hþ
2 ; Dþ and Dþ

2 beams were produced by a Colutron BK
series hot-cathode ion source [22]. The ion beam was accelerated,
focused and selected in mass and charge by a Wien filter; and then
deflected 18� to remove the neutral particles before entering into a
high vacuum collision chamber. The energy spectra (energy loss
distributions) of projectiles that traversed the Pt foils were mea-
sured using a 127� electrostatic cylindrical energy analyzer with
an energy and angular resolution of 2% (FWHM) and 1:5�,
respectively.

The acquired energy spectra were corrected by the transmission
function of the analyzer that is proportional to the analyzed
energy, and by the efficiency of the electron multiplier (ETP AEM
1000), that under present experimental conditions, presents a lin-
ear dependence with the analyzed energy [23]. Additionally, the
dependence of the ion fraction with the outgoing projectile energy
was also taken into account. Since the charge fraction of an outgo-
ing projectile that traverse a foil depends on the outgoing surface
conditions, we used for the correction function a curve fitted from
the experimental values reported in references [24–26] measured
for carbon samples. This was done with these experimental values
because we detected a very thin layer of carbon on the foil surfaces
as it will be discussed in the next section. By considering these
three dependences, a total correction function that accounts for
the variation of the total efficiency as function of the detection
energy can be obtained. This function is presented in the left upper
panel of Fig. 1 together with the contributions from the analyzer
transmission, the detection efficiency and the outgoing ion frac-
tion, all of them normalized to 1 at 10 keV for comparison. The cor-
rected spectra were obtained by dividing the acquired spectra by
the total correction function.



Fig. 2. Low angle reflected X-ray intensity as a function of deviation angle from two
different Pt samples grown on a glass substrate (Red open circles and Black open
squares). The solid lines show fits to the data points using the Parratt formalism for
the reflectivity Ref. [29]; and the inset, the angle for maximum intensity hm as a
function of the peak order m obtained from the data presented in black. The
thickness values obtained with both methods for the red and black data are 15.0
and 15.7 nm, respectively. The density values obtained with the Parratt formalism
agree with the bulk density of Pt within �2%. (For interpretation of the references to
color in this figure legend, the reader is referred to the web version of this article.)
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In the right upper panel of Fig. 1 we show the experimental
results obtained for 1.75 keV Dþ transmitted through a 15 nm Pt
selfsupported film, together with the corresponding corrected
energy spectrum. The spectra were normalized in height to 1 for
comparison. In this panel we also show with dashed lines, the nor-
malized correction factor, i.e. the inverse of the correction function,
that multiplies the acquired spectrum. In this panel the correction
factor was normalized to 1 for the higher ion energies. This pro-
duces an increase of the low energy tails by a factor of 2, shifting
the energy distribution to lower energies. In the range of our
experimental measurements, the shift values of the most probable
exit energy Ep are less than 15� 5 eV, being the error in the energy
loss determination of about of 1% for the higher projectile energy
and about 3% for the lower ones.

In the lower panel of Fig. 1 we present spectra of the transmit-
ted Dþ

2 fragments (E0 ¼ 1:75 keV) and hydrogen ions (E0 ¼ 9 keV)
after interacting with a 15 nm Pt foil. The most probable exit
energy (Ep) of the spectra were obtained by fitting the experimen-
tal results with Gaussian distribution functions. The most probable
exit energy agrees with the mean value within 1%. As shown in the
figure, one obtains for higher energies an excellent fitting using a
Gaussian distribution function. The symmetry of the spectrum in
this energy range is a characteristic of the transmission method
and, is the basis for accurate determinations of ion energy losses
in thin foils [27]. At lower energies (Dþ

2 fragments), the distribution
shows an increase of the low-energy tail of the spectrum corre-
sponding to higher electronic energy losses produced by path-
length increases due to the multiple scattering of the beam
particles in the medium. In this case the fitting with a gaussian dis-
tribution is performed considering the region around the maxi-
mum and the high-energy side of the experimental distribution.
In this way, the effects of pathlength increase in the reported stop-
ping power values are eliminated. With this method the error in
the Ep determination is of the order of 3%. This value is in good
agreement with the Monte Carlo result, excluding the projectile
with a enlargement path length due to elastic collision.

2.1. Foil targets

The samples used for the energy loss measurements were pro-
duced by deposition of Pt by the sputtering method on cleaved pol-
ished NaCl rock salts. After a careful dissolution of the salt at 49�C ,
the foils floating on the surface of the deionized water were trans-
ferred to TEM grids. The films were deposited simultaneously onto
NaCl and very flat SiO2 and glass substrates. The later were used to
determine the film thickness and the bulk density by low angle X-
ray reflectometry (XRR), and the film composition by X-ray Photo-
electron Spectroscopy (XPS). In this way several films were pro-
duced, with thicknesses in the range of 15–16 nm. Fig. 2 shows
the low angle reflected intensity oscillations from two samples of
Pt. These oscillations are due to the interference between the X-
rays reflected at the vacuum-film and film-substrate interfaces.
At the low angle region, the refractive index cannot be neglected.
It can be expressed as n ¼ 1� d, with d � 1 and proportional to
the electronic density of the material. Since the electronic density
of glass is smaller than that of Pt, there is a p phase change on
reflection at the film-substrate interface. Taking into account these
effects, the peak positions in the reflected intensity are expressed
by

sin2hm ¼ mþ 1
2

� �2 k
2t

� �2

þ h2c ð1Þ

where hm is the position of the mth order maximum,
m ¼ 0;1;2; . . . ;1; k is the X-ray wavelength (0.15418 nm for
Cu-Ka radiation), t is the film thickness, and hc ¼

ffiffiffiffiffiffi
2d

p
is the critical
angle for total reflection at the vacuum-film interface. By fitting the

relation sin2hm vs ðmþ 1=2Þ2 with a linear regression one obtain the
thickness of the film. Another method to get the thickness and den-
sity values is by adjusting the experimental data using the Parratt
formalism [28–30]. In Fig. 2 we present the X-ray intensity mea-
sured as a function of the deviation angle for two samples, together
with the fittings done with the Parratt formalism. In the inset of
Fig. 2, the position of the peaks as a function of the mth order (as
presented in Eq. (1)) is also shown. Both methods gave similar
thickness values (15.0 and 15.7 nm for this two samples) and den-
sities within �2% of the bulk density of Pt Ref. [31].

The way the scattered intensity and higher order peaks vanish
for higher angles indicate a film roughness (or thickness uncer-
tainty) of about 8%. The value obtained for the film surface rough-
ness performed by an Atomic Force Microscope (AFM) was about
15%.

Possible contamination produced by handling the sample in air,
from the thin film deposition chamber to the high vacuum collision
chamber were evaluated by performing a depth profiling of a Pt
film deposited on a flat SiO2 substrate by X-ray photoelectron spec-
troscopy (XPS). The results indicate that the film is pure, with
traces of C and O impurities located just at the surface, with C
the dominant impurity (about 70%). An evaluation of the presence
of this contamination on the film surfaces performed by SRIM sim-
ulations [32] gives uncertainties in the stopping power of the order
of 5%.

By taking into account all the uncertainties before mentioned,
we estimate that the total uncertainties in the stopping power
determination varies from about �15% for the lowest ion energies
to �10% for the higher ones.
3. Monte Carlo simulations

The method and characteristics of the Monte Carlo (MC) simu-
lations were similar to those applied in previous works [18,33,34].
These simulations included information on the target properties,
surface roughness, stopping forces, intrinsic straggling and inter-
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atomic potential, in order to analyze and explain the main features
of the experiments. The interatomic potential used was a Molière
type, with screening radius determined from the analysis of the
multiple scattering distributions (see Section 5.1). The binning
energy used by the MC simulations of energy loss spectra was
10 eV. The projectile energy range used in the MC simulations
was the same as in the experimental determinations. The surface
roughness was modeled using a Gaussian distribution and the
roughness-coefficient value was obtained from the energy-angle
dependence of the energy loss as described below. The input
values of the electronic stopping forces required by the MC
simulations were obtained by adjusting the results of the most
probable energy loss obtained from these simulations with the
corresponding experimental values determined from the energy
distributions.
Fig. 3. Energy spectra of protons with incident energy E0 ¼ 9 keV transmitted
through a thin film of Pt (15 nm), for different exit angles (h = 0–20�). Circles show
the experimental energy spectrum for each observation angle while solid squares
show the normalized angular distribution obtained from the areas of each energy
spectra.
4. Three components model

The angular dependence of the mean energy loss of ions trans-
mitted through a thin film, with the observation angle h, can be
described with the so-called three-components model (TCM) of
Ref. [34], which consists of three contributions:

1. Changes in the electronic energy loss due to path length increase.
This contribution is given by
DEelecðhÞ � DEelecð0Þ ¼ 1
2

1
cosðhÞ � 1

� �
DEelecð0Þ; ð2Þ

2. Elastic energy loss. This effect is modeled considering the elastic
energy transfer in collisions with target atoms given by
DEnuclðhÞ ’ 4
M1M2

M1 þM2ð Þ2
E sin2ðh=2Þ; ð3Þ

where E is the mean ion energy and M1 and M2 are the ion and
target masses.
and

3. The effect of the foil roughness. This effect is given by
Fig. 4. Normalized angular distribution of 9 keV protons and deuterons transmitted
through a thin film (15 nm) of Pt in terms of the reduced angle a ¼ ðEa=2Z1Z2e2Þh.
DEðhÞrough � DEð0Þrough ¼ q2 DE
@ ln jFMSðh;DxÞj

@ lnDx
� @ ln jFMSð0;DxÞj

@ lnDx

� �

ð4Þ

where FMS is the multiple scattering function [35], q is the usual
roughness coefficient, defined as the variance of the foil thick-
ness distribution relative to its mean thickness value Dx, and
DE is the mean energy loss in the foil.

More details about this theoretical model can be found in Ref.
[34].
5. Experimental results

5.1. Angular distributions and energy losses

Fig. 3 shows a 3D representation of the complete set of mea-
surements performed using an incident beam of protons with
energy of 9 keV, after transmission through a Pt foil of thickness
of 15 nm. The figure shows the spectra of transmitted protons at
various angles of emergence between 0 and 20 degrees. The pro-
jected values on the plane to the left are the areas of each distribu-
tion (normalized to the value at zero angle). This projection yields
the multiple scattering angular distribution of transmitted
particles.
The results of similar experiments using proton and deuteron
beams are shown in Fig. 4, which shows the angular distributions
as a function of the reduced angle a ¼ ðEa=2Z1Z2e2Þh, given by the
multiple scattering (MS) theory [35], where E is the mean ion
energy, a is the screening length, and Z1 and Z2 are the ion and tar-
get atomic numbers. The figure shows the experimental results,
the calculations using the model potentials, and the results of the
MC simulations. The excellent scaling of the experimental points
for both isotopes is in agreement with the scaling prediction of
the angular distributions given by the MS theory. The experimental
normalized angular distributions (AD) were used to determine the
most appropriate interatomic potential that describes the whole
set of experimental results. The procedure consists of fitting the
AD according to the standard MS formulation [35], considering
two alternative models for the interaction potential: Molière and
ZBL potentials [36,37]. The value of the roughness coefficient was
obtained using the Three-Components Model (TCM) [38] to repro-
duce the angular dependence of the energy loss as described in
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Refs. [38–40]. The theoretical calculations of the AD of transmitted
particles are shown by the lines in Fig. 4, for the Molière and the
ZBL potentials with screening lengths 0:83aL; 0:63aL respectively,
being aL the Lindhard screening length [36,37]. Additional calcula-
tions and simulations using the Lenz-Jensen and power-law poten-
tials were also performed, but they did not agree so well with the
experiments in this low-energy range.

Figs. 5 and 6 show the angular dependence of the energy loss for
protons and deuterons respectively. The lines in these figures show
the theoretical calculation performed using the TCM and the
Monte Carlo simulations (MC) described before. The foil roughness
value obtained from the analytical adjustment of the experimental
energy-angle distributions for this foil was 12%, in reasonable
agreement with the values obtained by low angle X-ray reflectom-
etry (8%) and AFM (15%) measurements. We notice the very good
agreement obtained in both cases with the TCM and MC methods;
we also notice the utility of the TCM in order to separate the con-
tributions of path-length enlargement, foil roughness effects and
elastic energy loss terms. The MC simulations yield also useful
information on the contribution of nuclear energy losses, which
Fig. 5. Angular dependence of the energy loss of 9 keV protons transmitted through
a polycrystalline Pt film of 15 nm (referred to the energy loss in the forward
direction). Dotted line: effects of foil roughness. Dashed line: contribution of path-
length enlargement. Dash-dotted line: contribution of elastic scattering.

Fig. 6. Angular dependence of the energy loss of 9 keV deuterons transmitted
through a polycrystalline Pt film of 15 nm (referred to the energy loss in the
forward direction). Dotted line: effects of foil roughness. Dashed line: contribution
of path-length enlargement. Dash-dotted line: contribution of elastic scattering.
in the present case (light ions on heavy target elements, and trans-
mission method) is very small. Thus, for instance, from the MC
simulations we obtain a ratio of nuclear to electronic energy loss
of 0.5% in the case of protons measured at zero angle, and 0.9%
for h = 20�. The corresponding values of nuclear energy losses for
deuterons are nearly twice those for protons with the same energy,
and so also very small. It should be noted that the total (electronic
plus nuclear) energy loss at zero angle for the case shown in Fig. 5
is 1465 eV. Similar analysis were performed for various energies in
order to check the contribution of nuclear energy losses. For the
conditions of our experiments, i.e., in transmission measurements
at zero angle and with small angular resolution, the MC simula-
tions for protons in the velocity interval of 0.6–0.3 a.u. yield an
elastic energy loss contribution of 0.5–1%, while for velocities
between 0.3 and 0.2 a.u. it increases from 1% to 2%. Therefore,
the lowest-energy measurements in forward direction (to be ana-
lyzed below) include an estimated elastic contribution of ca. 4%
in the case of deuterons, which is too small to affect the velocity
dependence of the forward energy loss.
5.2. Velocity dependence

The experimental results obtained for several samples of differ-
ent thickness for the stopping power and the corresponding stop-
ping cross section of H+, D+, and those of protons and deuterons,
obtained from the fragmentation of incident Hþ

2 and Dþ
2 , are shown

in Figs. 7 and 8. To obtain the values of the stopping power we
divided the experimental energy loss by the film thickness, and
to obtain the SCS we used the atomic density of Pt, both obtained
from the XRR analysis.

With the aim to compare the present results with previous
experimental data, we present in Fig. 7 the SCS as a function of
the ion velocity as reported in references [20,21], together with
our experimental results obtained as a function of the mean ion
velocity (v ¼ ðv0 þ vpÞ=2). These results are in very good agree-
ment, showing consistency between the different methods used
to evaluate the scattering cross section. We have also included
Fig. 7. Stopping cross section for hydrogen ions in Pt, as a function of the mean
projectile velocity (lower scale). Solid squares, open squares, solid circles and open
circle symbols show proton, molecular-proton-fragments, deuterons and molecu-
lar-deuteron-fragments data respectively. Blue-circles and blue-squares symbols
are previous SCS data as a function of the ion velocity (upper scale) as reported in
Ref. [20] and [21], respectively. The dash and dash-dot lines correspond to DFT
calculations for a free-electron gas with rs ¼ 1:4 and rs ¼ 2:3. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version
of this article.)



Fig. 8. Stopping cross section for hydrogen ions in Pt, as a function of the mean
projectile velocity (lower scale). The scale on the right side shows the energy loss
values dE

dx

� �
. The solid and open squares and circles show the current measurements.

The solid red line shows the SCS values obtained with the theoretical model of Eq.
(5), normalized to the mean value of the highest experimental SCS data value. The
solid black line correspond to the absolute values given by Eq. (5). The dash and
dash-dot lines show the DFT calculations for a free-electron gas with rs ¼ 1:4 and
rs ¼ 2:3, respectively. (For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this article.)
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two straight lines in the figure that correspond to the theoretical
DFT predictions for a jellium model of the metal [11], considering
two values of the Wigner–Seitz radius rs of 2.3 and 1.4. These rs
values correspond to 2 and 9 electrons per Pt atom respectively.

In Fig. 8, we present our experimental results, together with the
theoretical results obtained with a simple jellium model as
explained in Fig. 7, and with those obtained with the model pro-
posed in the next section. In this figure the axis corresponding to
the Stopping Cross Section and to the stopping power are shown.
This set of data shows a clear deviation of the experimental stop-
ping power values from the DFT predictions in the low energy
range, but are very well reproduced by the proposed model (see
comments in the next section). In order to see more clearly the
deviation from the v-proportionality we show in Fig. 9 the friction
coefficient Q defined by the ratio Q ¼ 1

v
dE
dx

� �
. A very clear departure

from the DFT prediction is here observed for v < 0:4. A detailed
analysis of this effect is made in the following Section.
Fig. 9. Experimental values of the electronic friction coefficient Q for Hþ; Dþ and Dþ
2

fragments in Pt. The dashed line shows the Q values calculated according to the DFT
for rs ¼ 1:4.
6. Discussion

The most interesting aspect of these measurements are the new
evidences on the deviations from the proportionality with ion
speed. This effect is at variance with the predictions of the free
electron gas models, including linear and non-linear (DFT) calcula-
tions. As described in the Introduction, similar effects have been
reported earlier by Valdés et al. [12,13] for some metals containing
d electrons, such as Cu, Ag, and Au, and attributed to the particular
characteristics of the d electrons of those metals. However, recent
measurements on Pd foils [18] did not show such effects. The strik-
ing difference between Pd and Pt is therefore a point of great inter-
est and requires more specific theoretical analysis.

To illustrate some differences in the electronic properties of
these two elements, we show in Fig. 10 the density of states
(DOS) of Pd and Pt, calculated using the TB-LMTO methods [41].
The lines in this figure show the different components (s; p and
d bands) as well as the total DOS. The high-energy edge of the dis-
tribution is in both cases a little above the Fermi level. We notice a
larger accumulation of the energy levels of Pd close to this level as
compared with Pt. Another significant difference that we may
observe is the wider spread of the DOS of Pt as compared with
Pd. The intriguing question here is weather these differences in
the DOS could be enough to explain the differences in the behavior
of the corresponding energy losses.

A simplified model to incorporate the influence of the DOS on
the low-energy stopping power has been proposed in previous
works [42,43]. The model takes into account the electronic proper-
ties of the transition metals, expressed by the corresponding
density of states (DOS). In this model the mean energy loss of a
low-energy ion moving in a metal is represented in terms of the
transport cross section (TCS), which is calculated using the partial
wave and phase-shift formulations of quantum scattering theory,
as described in the previous references. The stopping power is
obtained as an integral of the energy transfer cross section over
the DOS of the target using the relation dE

dx

� � ¼ vQðvÞ, where the
velocity dependent friction coefficient QðvÞ is given by

QðvÞ ¼ v ðs;pÞ
F

Z �F

0
rðs;pÞ

tr nspd�þ v ðdÞ
F

Z �F

0
rðdÞ

tr ndd� ð5Þ

where nsp and nd represent the density of states of the sp and d elec-

tron bands, and rðs;pÞ
tr and rðdÞ

tr are the corresponding transport cross
sections for the excitation of those electrons, calculated as
described in [42,43].
Fig. 10. Density of states of Pt and Pd, including the contributions of s; p, and d
electrons.
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The calculation according to Eq. (5) using the TCS approach [43]
and the DOS of Pt is shown in Fig. 8. For a better test of the velocity
dependence, the theoretical curve was normalized to the mean
value of the highest energy data points since at that energy a
straight line behavior is obtained. The absolute theoretical results
were also included in this figure (black solid line) in order to show
that the agreement with respect to the experimental results is very
good, less than 5% for the larger discrepancy. The normalized the-
oretical curve (line with stars) was plotted to discuss the mean
velocity dependence. As it may be observed, the theoretical model
yields an excellent description of the observed bending of the
experimental results on the whole range of low velocities. The
physical explanation of this effect comes from the way the projec-
tile excites the d electrons. At very low projectile energies the
energy loss is due to the excitation of electrons with energies close
to the Fermi level; with increasing ion energies more electrons in
the DOS distribution are incorporated to the energy loss process
and the stopping curve gradually approaches the velocity propor-
tionality predicted by the DFT, with an effective rs value corre-
sponding to the excitation of all the s, p, and d electrons. This
condition is reached at higher projectile velocities for wider DOS
distributions. As shown in Fig. 8, this condition is reached for (still
low) ion velocities v � 0:4—0:6 atomic units.

The explanation given here works very well in the case of Pt, but
there seems to be a contradiction with the velocity dependence
reported before for Pd in the same energy range [18], since the
DOS of both metals show similar DOS structures (Fig. 10), and
moreover, they belong to the same Group 10 in the Periodic Table.
In order to explain this seeming contradiction we decided to apply
the same theoretical model to Pd. The results are shown in Fig. 11.
In this figure we show the experimental data from Ref. [18]
together with the results of the present TCS-DOS model calculated
with Eq. (5) using the DOS of Pd. The other two straight lines show
the results of the DFT and an alternative model calculation using
the Extended Friedel Sum Rule from Ref. [44], which both predict
a linear v dependence. An interesting result shown in this figure
is that in the case of Pd the present model shows a much smaller
deviation from the velocity proportionality with respect to the
DFT prediction, while the experimental results for v > 0:15 a.u.
do not show such deviations. We notice, however, that the effect
obtained with this model, in the case of Pd, is so small that it could
have not been detected in the energy range covered by the previ-
Fig. 11. Stopping cross section for hydrogen ions in Pd, as a function of the mean
projectile velocity. The circles and squares show the experimental values; the blue
stars are the MC simulations; the red-star line shows the result of the theoretical
model of Eq. (5). (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)
ous experiments. A more detailed numerical study shows that
the wider spread in energies of the DOS of Pt, together with its
lower accumulation of states near the Fermi level are the main fea-
tures that produce the different velocity dependences. It may also
be noted that the typical energy transfer in binary collisions
between an ion with speed v and a target electron with speed ve,
in the low energy range (v < ve), is given by� mv ve. Thus, consid-
ering proton or deuteron velocities between 0.15 and 0.3 atomic
units, we obtain typical values of energy transfers for these cases
of the order of 5–11 eV, which may be compared with the widths
of the DOS distributions for these two metals.

Therefore, the differences in the velocity dependences observed
in Pd and Pt can be explained in a satisfactory way by the proposed
model considering the properties of the DOS of both metals.
7. Conclusions

Using the transmission technique we have determined the
energy and angular distributions of light ions in polycrystalline
Pt foils in the low energy range of 600 eV–10 keV. With this tech-
nique we have determined the angular dependence, the multiple
scattering function, and the velocity dependence of the electronic
energy loss of Hþ; Dþ, and Dþ

2 fragments.
We performed MC simulations as well as calculations using the

multiple scattering formalism of Ref. [35] and find good agree-
ments with the experimental angular distributions, using the
Molière and ZBL potentials with screening lengths aM ¼ 0:83aL
and aZBL ¼ 0:63aL.

The analysis of the experimental results of the angular depen-
dence of the energy loss using the three-components model [38]
provides a useful method to determine the value of the surface
roughness of the sample and to separate the effects of path-
length enlargement, elastic energy loss and surface roughness. This
method yields also a good agreement with the MC simulations.

The elastic energy loss contribution was independently
extracted from MC simulations. For the conditions of our experi-
ments, i.e. in transmission measurements with small angles of dis-
persion, this contribution is always very small. For the lowest-
energy measurements in forward direction we obtain an elastic
contribution of ca. 4%, which is too small to affect the velocity
dependence of the forward energy loss.

The measurements of the electronic energy loss in the forward
direction show a clear deviation from the velocity proportionality
predicted by the DFT and other free-electron gas models, produc-
ing a significant deviation at low energies, v < 0:4 a.u, similar to
the behavior observed in other transition metals (Cu, Ag, Au),
and different from the case of Pd. The presence of ‘‘threshold
effects” in Pt, may be explained by the distribution (DOS) of the
d-electron bands in these metals. The present model, that includes
the effects of the electronic distribution of the solid, reproduces
very well the different behavior observed in Pd and Pt.

In summary, these newmeasurements provide information that
contributes to improve the knowledge on the role of the d electrons
in the phenomenon of the energy loss of light ions in transition
metals in the range of very low energies.
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