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SUMMARY
This paper proposes a control scheme for the teleoperation of
a mobile robot in presence of time delay. Our proposal uses a
compensation of the time delay based on a human operator’s
model and a simple 3D augmented reality scheme; both are
related through a prediction system. Unlike other strategies,
the proposed scheme has a model of the human operator
inside it, including his decision so that human and robot
“push in the same direction.” The stability of the teleoperation
system adding the proposed control scheme is proven
concluding how the time delay changes the convergence
rate and the convergence ball size. Finally, to illustrate the
performance and stability of the proposed control structure,
several teleoperation experiments in presence of various
delays are shown.

KEYWORDS: Augmented reality; Mobile robots; Predic-
tion; Teleoperation; Time delay.

1. Introduction
Finding out how to link a controller and the man/woman is
a key factor to reach high performance in tasks where the
presence of them is necessary. One of such tasks is the robots
teleoperation, which allows human operators to execute tasks
in remote or hazardous environments.14 In this work, bilateral
teleoperation systems of mobile robots are analyzed. In
these systems, the human operator drives a mobile robot
moving in a remote environment. Today, there are many
applications for robot teleoperation, including telemedicine,
exploration, entertainment, tele-manufacturing, and many
more.11 However, the presence of time delay may induce
instability or poor performance of a delayed system,21,24,27

making the wide application of the teleoperation systems
difficult.

Up to now, several control schemes for robots teleoperation
have been proposed. Some of the main ones are: tele-
programming12,13 and supervisor control6,26; where the
human operator supervises the task generating high-level
commands. Such commands are sent to planning and control
algorithms implemented on the remote robot, this method
does not execute a continuous teleoperation. Another scheme
is predictive display4,16 where the remote robot is displayed
to the human operator, who generates commands interacting
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with the graphics environment. Here, an excellent model
of the remote robot and environment should be available
to achieve a good performance. A control scheme many
times referenced in the teleoperation literature is the delay
compensation based on transmitting the wave variables.2,22

There are various strategies that modify such transmitted
variables, as discussed in refs. [9, 19, 20, 36, 37]. In refs.
[28, 30, 31], the delayed command generated by the human
operator is compensated using a human operator’s reaction
model applied to the current state of the remote site and the
delayed information perceived by him. In addition, there are
several schemes for robots teleoperation based on different
concepts,14 for example, remote impedance control,17,23

signal filtering,35 predictive control,25 control based on
events,11 control based on passivity considering the discrete
system,34 among others. The stability and performance of
a teleoperation system are relevant aspects that should be
analyzed.3,18

This paper proposes a control scheme for bilateral
teleoperation of mobile robots in presence of time delay.
Our proposal combines a compensation of the time delay
based on a human operator’s model, a prediction system,
and a simple 3D augmented reality scheme. The prediction
system includes a predictor with bounded output on the local
site and a Kalman filter, with a variance that depends on the
current fictitious force, on the remote site. The compensation
of the time delay uses an estimated value of where the
human operator wants to go, which is calculated by the
proposed prediction system. In addition, the 3D augmented
reality scheme uses an estimated value of where the mobile
robot will go, which is computed by such prediction system,
too. Thus, the compensation of the time delay and the 3D
augmented reality scheme are indirectly linked through the
prediction system.

Ultimately bounded stability of the proposed teleoperation
system is proven and how the time delay changes the
convergence rate and the convergence ball size is analyzed.
In addition, the software implementation of the proposed
scheme is described in this work. Finally, to illustrate the
performance and stability of the proposed control scheme
for bilateral teleoperation of mobile robots with time delay,
several teleoperation experiments are shown.

The paper is organized as follows: Section 2 gives the
notation used in this paper. In Section 3, some background
material on the stability of delayed systems is introduced.
Section 4 presents the statement of the control problem. In
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Section 5, the model of the human operator is presented,
where his decision is considered. In Section 6, the stability
of the nondelayed teleoperation system is analyzed. In
Section 7, a control scheme for bilateral teleoperation of
mobile robots is proposed and the stability of the delayed
teleoperation system is proven. Section 8 describes the
software structure developed to implement the proposed
scheme. In Section 9, the stability and performance of
the proposed control scheme are analyzed, making use of
experiments on robots teleoperation. Finally, the conclusions
of this paper are given in Section 10.

2. Notation
In this paper, h(t) ∈ �+

denotes the time delay. We assume
that the delay is finite and ḣ(t) < 1. If x ∈ �n

, then
|x| and |x|∞ are the Euclidean and infinite norm of x,
respectively. If B is a matrix or vector then BT is the
transpose of B. On the other hand, xt (for a given time
instant t) is the function defined by xt (θ) = x(t + θ ) for θ ∈
[−h(t), 0], for example, xt (0) = x(t), xt (−h) = x(t − h),
and the norm ‖.‖ is defined by ‖xt‖ = supθ∈[t−h(t),t] |x(θ)|.
Here, C is the Banach space (using norm ‖ . ‖) of
continuous functions on the interval [t − h(t), t] at any
time t , and CH :={ψ ∈ C: ‖ψ‖ ≤ H }, where H ∈ �+.
The induced norm of a nonlinear differentiable function
g1 represented by ẋ(t) = g1(x(t), x(t − h)) is defined
as |g1| = sup(|g1(x1, x2) − g1(y1, y2)|/|[x1 x2] − [y1 y2]|)
with ∀x1, x2, y1, y2 ∈ �n/[x1 x2] − [y1 y2] 	= 0.

3. Exponential stability for nonlinear systems with
time-varying delay
Let us consider the delayed functional differential equation
given by

ẋ (t) = f(t, xt ), (1)

where x ∈ �n

, xt ∈ C, t, t0 ∈ �+, and f : �+ × C → �n

with f (t, 0) = 0, ∀t ≥ t0. Here, f is continuous and
converters bounded sets into bounded sets. We assume
that there exists a solution x(t ; t0, ψ0) of Eq. (1) which
depends continuously on the initial data [t0, ψ0], where
ψ0 = x(t0 + θ ) for θ ∈ [−h(t0), 0] with ψ0 ∈ CH . Sufficient
conditions implying existence, uniqueness, and continuous
dependence can be found in the standard theory, e.g. in refs.
[7, 10]. From now onward, we will denote the solution norm
by |x(t ; t0, ψ0)| = |xt (0)|. The right-hand side of (1) is a
function of t , and a functional of xt , i.e. to any t and any
function ψt ∈ C corresponds a vector f (t, ψt ) ∈ �n

.

Fact 1.29 The zero solution (that is ψ0 = x(t0 + θ ) = 0 for
θ ∈ [−h(t0), 0]) of the delayed system ẋ = f (t, xt ), where f

is supposed to map bounded sets of C into bounded sets of
�n

and the time delay is bounded by hm = supt≥t0
h(t), is

exponentially stable if there exists a differentiable functional
V : �+ × C → �+, and the following conditions hold:

a |xt (0)|p ≤ V (t, xt ) ≤ b‖xt‖p, (2)

V̇ (t, xt ) ≤ −c|xt (0)|p, (3)

where a, b, c are positive constants, p is a positive integer,
and V̇ (t, xt ) is the time derivative of V (t, xt ) along the system
trajectories (1). The solution of the system has an upper
bound defined by |x(t ; t0, ψ0)| ≤ a2‖ψ0‖e−b2t , ∀t ≥ t0 ≥ 0,
where b2 = c/bpdp, a2 = (b/a)1/p and d is the solution of
d = e(c/bp)(1/dp)hm .

Now, let us consider a nonlinear system with time-varying
delay described by

ẋ (t) = f1 (x (t)) + g1(x (t) , x (t − h)), (4)

where x ∈ �n

, t, t0 ∈ �+
, f1: �n → �n

and g1: �n × �n →
�n

, with f1(0) = 0 and g1(0, 0) = 0 ∀t ≥ t0. In addition, we
assume that f1 and g1 map bounded sets (�n

and �n × �n

,
respectively) into bounded sets in �n

. The time delay h in
this context is caused by the transmission of signals through
a communication channel. It is modeled as in ref. [33], where
0 ≤ h(t) ≤ hm and ḣ(t) < τ < 1, with hm ∈ �+.

Fact 2.29 Let us suppose that the subsystem ẋ = f1(x) of
the system (4) is exponentially stable with rate λ, then the
following condition ensures the exponential stability of the
delayed system (4):

−λ + |g1|
[

2 − (3/2)τ

1 − τ

]
< 0, (5)

where λ, |g1|, hm ∈ �+ and ḣ(t) < τ < 1. The norm |g1| is
the induced norm of the function g1(.).

Corollary 1. The functional V used in Fact 2, given
by V = 1

2 xT x + 1/2|g1|
1−τ

∫ t

t−h
xT (θ)x(θ)dθ , defines a

bound for the real response of the delayed system
with coefficients a2 and b2 (which are defined in Fact
1) calculated from Fact 2, whose proof establishes
that p = 2, a = 0.5, b = 0.5(1 + |g1|hm/(1 − τ )), c =
λ − |g1|((2 − (3/2)τ )/(1 − τ )), and |∂V/∂x| ≤ |x|.

Corollary 2. From Fact 1, Corollary 1, and defining A1 =
d2 ln d and A2 = hm

2
c
b
, �A1

�(d2) > �A2
�(c/b) if the solution for d

of the equation d = e(c/b)(1/d2)(hm/2) is such that 1 + ln d2 >

hm/2, where �A1/�(d2) is the variation of A1 with respect
to a variation in d2 and �A2/�(c/b) is the variation of A2

with respect to a variation in c/b.

Proof. From Fact 1, d ≥ 1 is the solution of d =
e(c/bp)(1/dp)hm , which, considering logarithms properties and
p = 2 from Corollary 1, can be rewritten as A1 = A2, where
A1 = d2 ln d2 and A2 = (hm/2)(c/b). The derivative of A1

with respect to d2 is 1 + ln d2 and the derivative of A2 with
respect to c/b is hm/2. Therefore, Corollary 2 is demonstrated
by simple comparison between the calculated derivatives. �

4. Statement of the Control Problem
This section describes the analyzed control problem on a
bilateral teleoperation system of mobile robots (Fig. 1). The
human operator drives a mobile robot using a steering wheel
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Fig. 1. General block diagram of a teleoperation system of a mobile
robot.

and an accelerator pedal to generate velocity commands,
which are sent to the remote site to be executed by the mobile
robot. The mobile robot and the obstacles are visually back-
fed to the human operator, which does not receive physical
force feedback. We assume that the visual information of
the obstacles position received by the human operator is not
omitted by him. Then, such information can be interpreted
as a fictitious force, which depends on the distance between
the mobile robot and the obstacle.

The main signals of the system are the position xr and
fictitious force fr on the remote site, the position xl and
fictitious force fl on the local site, the velocity command vl
generated by the human operator, and the velocity reference
vr applied to the mobile robot.

On the other hand, the communication channel is
represented by a time delay h defined as

h (t) = h1 (t) + h2(t), (6)

where h2 is the forward delay (from the local site to the
remote site) and h1 is the backward delay (from the remote
site to the local site). We assume that ḣ < τ < 1, where τ

can be estimated for a real communication channel.33

We will consider the mobile robot located at a nonzero
distance from the goal frame called 〈goal〉. In addition,
attached to the robot there exists the frame called 〈robot〉. The
vehicle position xr is described in polar coordinates, where
the state variables that define the mobile robot position are the
distance error ρ and the angular error α. They are measured
between the frame 〈goal〉 and the frame 〈robot〉 (Fig. 2).

Fig. 2. Position and orientation of a mobile robot.

Fig. 3. Model of the human operator driving a mobile robot without
time delay.

The kinematic equations, considering the fixed goal, can
be written, not considering the final orientation ϕ in this case,
as in ref. [1]

⎧⎨
⎩

ρ̇ = −vrv
cos α

α̇ = −vrω
+ vrv

sin α

ρ

, (7)

where vrv
and vrω

are the linear and angular velocity of the
mobile robot, respectively.

The objective of the teleoperation system is that a human
operator drives a remote mobile robot to reach the goal frame
〈goal〉 in spite of the time-varying delay. The goal is described
by xg = [xgx xgy ] where xgx, xgy are the Cartesian coordinates
in 2D.

5. Model of the Human Operator
The proposed model of a human operator is based on our
previous papers28,30–32 including a kinematic model and an
impedance model to describe the position control and the
reaction of the human operator in presence of obstacles,
respectively. In this paper, we add a decision block, which
generates an output signal from the mobile robot position
and the fictitious force.

The proposed model of the human operator will be
used later by the proposed control scheme for bilateral
teleoperation of mobile robots. Figure 3 shows a block
diagram describing a bilateral teleoperation system of a
mobile robot without time delay including the model of the
human operator, which will be described in the following
subsections.

5.1. Proposed nonlinear kinematic model of the human
operator
A nonlinear kinematic model to describe the position control
executed by a human operator driving a mobile robot is
proposed in refs. [28, 32] where the human operator generates
both linear and angular velocity commands v′

l :=[vlv , vlω ]
(vl = v′

l when there is no time delay, see Fig. 1), according
to the robot position and the goal.
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Fig. 4. Fictitious force vector.

The proposed model is the following:

v′
l =

[
vlv

vlω

]
=

[
kvρ cos α

kωα + kv sin α cos α

]
, (8)

where kv, kω > 0. The parameter kv depends on how fast
the human operator drives the mobile robot according to the
distance error ρ, the parameter kω establishes mainly the
angular velocity generated by the human operator according
to the angular error α.

5.2. Fictitious force
To avoid obstacles, it is necessary that the mobile robot
interacts with the environment without causing any collision.
In such case, the interaction force is represented by a
repulsive fictitious force, which depends on the distance
between the robot and the obstacle, as shown in Fig. 4.

The magnitude of the repulsive fictitious force f is
calculated as

f (t) = k1 − k2r(t), (9)

where k1, k2 are positive constants such that k1 − k2rmax = 0
and k1 − k2rmin = 1, rmax is the robot-obstacle maximum
distance, rmin is the robot-obstacle minimum distance, and r

is the robot-obstacle distance (rmin ≤ r(t) ≤ rmax). The angle
of the fictitious force is β which depends on the orientation
of the obstacle with respect to the mobile robot (Fig. 4).

The tangential fictitious force and the normal fictitious
force are calculated as ft = f cos β and fr = f sin β,
respectively. In this work, only ultrasonic sensors in a frontal
range of π rad were used. In the case of using more sensor
types, then the fictitious force can be computed from data
fusion.30

5.3. Models of impedance and decision of the human
operator
The impedance model of the human operator is defined as

[ρe α
e
]T = K[ft fr ]T , (10)

where K = diag[Kρ Kα]T and Kρ, Kα > 0 describe the
human operator’s parameters representing his visual
impedance, ft is the fictitious force on the robot motion
direction, and fr is the fictitious force on normal direction to
the robot motion direction.

When the mobile robot navigates interacting with the
environment, the state is defined as (see Fig. 3)

[ρ̃ α̃]T = [ρ α]T − [ρe α
e
]T + [ρd αd ]T ,

with ρ̃ > 0 and |α̃| ≤ π, (11)

where ρd, αd are signals which represent the human operator’
decision.

Both, the human’s reaction, due to the presence of
obstacles on the remote environment, and the human’s
decision are interpreted as position errors (with respect to the
goal) according to the impedance and the internal decision
of each human operator.

Remark 1: In general, the parameters kv, kω describing
position control and Kρ, Kα representing visual impedance
are different for each human operator and they can be
identified.30

6. Stability of the nondelayed teleoperation system
without decision model
Next, the stability of the nondelayed teleoperation system
is analyzed working in free space and considering ρd =
0, αd = 0. The goal is to achieve a position reference
(without final orientation), this is, that the equilibrium point
[ρ α]T = 0 be stable. From (7), the evolution of (ρ, α) is
represented by ⎧⎨

⎩
ρ̇ = −vlv cos α

α̇ = −vlω + vlv

sin α

ρ

. (12)

When there is no delay, vrv
and vrω

(velocity of the mobile
robot) are similar to vlv and vlω (command generated by the
human operator), respectively.

From the proposed model of the human operator (8)
and the kinematic equations of the mobile robot given by
(12), the nondelayed teleoperation system can be described
by

{
ρ̇ = −kvρ cos2 α

α̇ = −kωα
. (13)

Lemma 1.28 The nondelayed teleoperation system given by
(13) (where a mobile robot (12) is driven by a human operator
represented by (8)) is exponentially stable with rate λ =
min{kv, kω}.

7. Control Scheme for Bilateral Teleoperation of a
Mobile Robot
The proposed control scheme links a compensation of the
time delay based on a human operator’s model, a prediction
system, and a simple 3D augmented reality scheme. The
strategy searches taking advantage of two characteristics:
first, the human capability to relate the current robot state
with a possible robot state in the near future; and second, the
performance of a remote controller (part of the compensation
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Fig. 5. Proposed control scheme for teleoperation of mobile robots.

of the delay) based on an estimated value of where the human
wants to go.

Figure 5 shows a block diagram of the delayed bilateral
system introducing the proposed control scheme. Next,
we will describe each subsystem of the proposed control
scheme.

7.1. Prediction system and its relation with the human
operator’s decision
The prediction system includes a predictor with bounded
output on the local site and a Kalman filter, with a variance
that depends on the current fictitious force, on the remote site.
The proposed prediction system estimates where the mobile
robot will go and where the human operator wants to go in
order to help the 3D augmented reality scheme and the delay
compensation, respectively; and as a consequence of this,
help the human operator.

The proposed prediction algorithm, placed on the local
site, estimates where the mobile robot will go x̂p(t + h2)
in h2 s. The local prediction uses the information that the
human operator “sees” (xl and vr(t − h1)), the command vl
generated by him and the information about the physical
restrictions of both the workspace and the mobile robot, i.e.
the maximum linear velocity vmax, the maximum angular
velocity ωmax, the maximum distance error ρmax and the
maximum angular error αmax. Such feedback has a delay
of h1 s with respect to the current time instant.

Then, the output signal of the local predictor x̂p(t + h2)
is sent from the local site to the remote site with a delay of
h2 s. Thus, an estimated position, called x̂p = [x̂p ŷp θ̂p],
of where the mobile robot will go in the current instant
is obtained on the remote site and it is computed as

follows:

θ̂p (t) = θ (t − h) + 1

2
Gω[vlω (t − h) + vrω

(t − h)]

x̂p (t) = x (t − h) + 1

2
Gv[vlv (t − h) cos θ̂p(t)

+ vrv
(t − h) cos θ (t − h)]

ŷp (t) = y (t − h) + 1

2
Gv[vlv (t − h) sin θ̂p(t)

+ vrv
(t − h) sin θ (t − h)]

where Gω =αmax/ωmax tanh(h/(αmax/ωmax)), Gv = ρmax/

vmax tanh(h/(ρmax/vmax)), xc = [x y θ ], and vrv
, vrω

are
the position (in Cartesian coordinates) and velocity of the
mobile robot, vlv , vlω are the velocity commands (linear and
angular, respectively) generated by the human operator, and
h (6) is the current time delay (measured in line).

The gains Gv and Gω assure that the estimated position x̂p
is bounded into the workspace of the mobile robot even when
h increases to values higher than ρmax/vmax or αmax/ωmax.

We link the prediction system with the human’s model
taking the estimated value of where the mobile robot will go
in the current instant x̂p as an estimated value of where the
human operator wants to go. From this, the human operator’s
decision represented by ρd, αd can be calculated. We use a
decentralized Kalman filter8 placed on the remote site to fuse
the prediction of finite-horizon x̂p with the goal xg in order
to estimate [ρ̂d α̂d ]T . Thus, xg is considered in the estimated
operator’s decision, since it is known and influences the
operator’s actions. The Kalman filter is implemented in
discrete time using a sampling time similar to the ones used in
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Fig. 6. Augmented reality overlapping video and a 3D graphics.

the mobile robot (0.1 s in this case). The system is modeled in
a standard way as in ref. [5], where the measurement vector
is composed by [x̂p ŷp xgx xgy ]T and the matrix of state
transition A and the observation matrix H are set to A = I2x2

and H = [ I2x2

I2x2
], with I2x2 the identity matrix. The variance

of the Kalman filter is set according to the presence
of obstacles. The difference between the estimated state
using the Kalman filter and xg is converted from Cartesian
coordinates to polar coordinates to get [ρ̂d α̂d ]T . The signal
[ρ + ρ̂d α + α̂d ]T represents an estimated subgoal, which is
decided by the human operator.

We set the variance of the Kalman filter according to
the current tangential fictitious force ft because when the
obstacles are far, the operator’s decision mainly depends on
the goal position. On the other hand, when the obstacles
are near, the operator’s decision mainly depends on the
current subgoal. Therefore, if the fictitious force increases,
then the prediction variance decreases and the goal variance
increases.

On the contrary, if the fictitious force decreases, the
predictor variance increases and the goal variance decreases.
If the fictitious force tends to zero, then ρ̂d → 0, α̂d → 0.
The behavior of the human operator in this case is mainly
described by the impedance and position control models of
the human operator.

Note: We remark that the proposed compensation placed
on the local and remote sites uses [ρ + ρ̂d α + α̂d]T as
position reference.

7.2. Augmented reality to the human operator
When there is a large time of uncertainty (large time
delay), because the operator does not instantaneously see
the corresponding motion of the mobile robot on the local
display, the human operator probably generates oscillatory
or overshot commands. In order to help the human operator
to drive the mobile robot in presence of time delay, video
overlapped with a 3D graphic model of a virtual mobile robot
is back-feed to the human operator. The camera calibration
was included in the graphic engine used (Open GL described
in Section 8). Figure 6 shows the information that he/she
“sees”.

The position and orientation of the virtual mobile robot
x̂p(t + h2) is set from the local predictor, i.e. where the
mobile robot will go in h2 s. Thus, the human operator can
decide and apply a command in the current instant based on
his/her capability of linking the past and future context.

7.3. Delay compensation
The compensation of the velocity command does not modify
the back-fed information (position and fictitious force) from
the remote site to the local site. In addition, the local site
sends a signal vl(t) − �v(t − h1) to the remote site; this
signal combines the velocity command generated by the
human operator vl(t) in a time instant t and the compensation
�v calculated from the perceived information (position and
force) which stimulates the operator in such moment. In the
remote site, the proposed control scheme uses the current
position and fictitious force of the remote site to modify
the signal vl(t − h2) − �v(t − (h1 + h2)) and to establish
the velocity reference vr(t). The velocity reference vr(t) is
applied to PID controllers for the linear and angular velocity
of the mobile robot.

The control scheme is composed by a compensation of the
velocity command placed on both the local and remote sites
(Fig. 5) and it is defined by an approximated model of the
human operator (8) as follows:

�v =
[
wv

wω

]
=

[
k̂vρ̃

′ cos α̃′

k̂ωα̃′ + k̂v sin α̃′ cos α̃′

]
, (14)

where k̂v, k̂ω > 0 are the identified parameters of the human
operator,30 �v = [wv, wω] is the output of the proposed
delay compensation and

[ρ̃ ′ α̃′]T :=[ρ − K̂ρft + ρ̂d α − K̂αfr + α̂d]T , (15)

where [ρ̂d α̂d ]T is the estimated perturbation signal (which
represents the human operator’s decision) and

�K = [�Kρ �Kα]T = [Kρ Kα]T − [K̂ρ K̂α]T and

(16)

[ρ̃d α̃d ]T = [ρd αd ]T − [ρ̂d α̂d ]T (17)

represent the parametric error of impedance and the decision
model error, respectively. We remark that, unlike our previous
papers, the estimated decision of the human operator (given
by ρ̂d , α̂d ) is included in the state to control the teleoperation
system.

7.4. Stability analysis
Now, we analyze the stability of the teleoperation system
incorporating the proposed control scheme. Let us assume
that the derivative of the fictitious force is bounded. We will
analyze if ρ̃ and α̃, defined in (11), tend to zero.

Considering that the local site is represented by a time-
invariant kinematic model, we computed the vector vr =
[vrv

, vrω
] (Fig. 5) as follows:

vr (t) = v′
l (t − h) − �v (t − h) + �v (t)

vr (t) =
[
vlv

vrω

]
=

[
vlv (t − (h)) − wv (t − (h)) + wv (t)

vlω (t − (h)) − wω (t − (h)) + wω (t)

]

(18)
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Then, we rewrite (14), using the definitions given by (11),
(15)–(17), as follows:⎧⎪⎨
⎪⎩

wv = k̂v

(
ρ̃ + �Kρft + ρ̃d

)
cos (α̃ + �Kαfr + α̃d )

wω = k̂ω (α̃ + �Kαfr + α̃d )

+ k̂v sin(α̃ + �Kαfr + α̃d ) cos(α̃ + �Kαfr + α̃d )

.

(19)

We assume that cos α̃ ≈ cos(α̃ + �Kαfr + α̃d ) and sin α̃ ≈
sin(α̃ + �Kαfr + α̃d ), i.e. �Kαfr + α̃d is near zero. From
(19), the proposed delay compensation can be expressed as

�v =
[
wv

wω

]
≈

[
k̂v (ρ̃ + ρ̃d ) cos α̃ + �Kρevz

k̂ω (α̃ + α̃d ) + k̂v sin α̃ cos α̃ + �Kαeωz

]

(20)

where

evz
(t) = k̂v cos (α̃) ft

eωz
(t) = k̂ωfr

(21)

are bounded because the tangential fictitious force ft and the
normal fictitious force fr are bounded signals. The signals
�Kρevz

(t), �Kαeωz
(t) represent the errors on the estimated

velocity generated by errors in the identification of the human
operator’s impedance.

From (6), (8)—where (ρ, α) are replaced by (ρ̃, α̃)—, and
(20), we can write (18) as follows:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

vrv = [kvρ̃ (t − h) cos α̃ (t − h)]

− [
k̂v (ρ̃ (t − h) + ρ̃d (t − h)) cos α̃ (t − h)

]
+ [

k̂v (ρ̃ (t) + ρ̃d (t)) cos α̃ (t)
] + �Kρ�evz

(·)
vrω = [kωα̃ (t − h) + kv sin α̃ (t − h) cos α̃ (t − h)]

− [k̂ω(α̃(t − h) + α̃d (t − h)) + k̂v sin α̃(t − h) cos α̃(t − h)]

+[k̂ω(α̃(t) + α̃d (t)) + k̂v sin α̃(t) cos α̃(t)] + �Kα�eωz
(·)

(22)

where the signals �evz
(.) = evz

(t) − evz
(t − h) and

�eωz
(.) = eωz

(t) − eωz
(t − h) are bounded.

From the kinematic equations of a mobile robot detailed
in ref. [1] and considering the time-varying goal (due to the
presence of fictitious force), the evolution of the state [ρ̃ α̃]T

of the teleoperation system can be described by⎧⎨
⎩

˙̃ρ = −vrv
cos α̃ + Kρḟt + ρ̇d

˙̃α = −vrω
+ vrv

sin α̃

ρ̃
− (Kαḟr + α̇d )

ρ̃

. (23)

The teleoperation system described by (23) has a singularity
when ρ̃ = 0. We add a perturbation vp′ to the linear velocity
vrv

of the mobile robot avoiding ρ̃ near zero, including when
no obstacles exist on the path of the mobile robot. Then, we
define vp′ as

IF ρ̃ < η = TRUE

vp′ = −Kw

(∣∣ft + fg

∣∣ + ε
)

cos α̃ < 0

ELSE vp′ = 0,

(24)

where Kw > 0, ε > 0, η is a positive constant which
indirectly defines the value of ρ̃ smaller than the compensated
singularity, ft is the repulsive tangential fictitious force, and
fg is a repulsive fictitious force from a virtual obstacle placed
on the goal.

Finally, we incorporate (22) and (24) into (23) representing
the delayed teleoperation system as follows:

[ ˙̃ρ
˙̃α

]
= f1 (ρ̃, α̃)

+ g1(ρ̃, α̃, ρ̃ (t − h) , α̃ (t − h) , ρ̇d , α̇d , ḟt , ḟr )

(25)

where

f1 (ρ̃, α̃) =
[
−k̂vρ̃ cos2 α̃

−k̂ωα̃

]

g1 (ρ̃, α̃, ρ̃ (t − h) , α̃ (t − h))
= g1a (.) + g1b (.) + g1c (.) + g1d (.)

with

g1a(.) =

⎡
⎢⎢⎢⎣

−k̃vρ̃(t − h) cos α̃(t − h) cos α̃

−k̃ωα̃(t − h) + k̃vρ̃(t − h) cos α̃(t − h)

×
(

sin α̃

ρ̃
− sin α̃(t − h)

ρ̃(t − h)

)
⎤
⎥⎥⎥⎦

g1b(.) =
⎡
⎣ −�Kρ cos α̃�evz

(t, t − h)

−�Kα�eωz
(t, t−h)+�Kρ

sin α̃

ρ̃
�evz

(t, t−h)

⎤
⎦

g1c(.) =

⎡
⎢⎢⎣

−k̂v cos α̃(ρ̃d cos α̃ − ρ̃d (t − h) cos α̃(t − h))

−k̂ω(α̃d − α̃d (t − h)) − k̂v

sin α̃

ρ̃
(ρ̃d cos α̃

−ρ̃d (t − h) cos α̃(t − h))

⎤
⎥⎥⎦

g1d(.) =
⎡
⎣ Kρḟt + ρ̇d − vp′ cos α̃

−Kαḟr + α̇d

ρ̃
+ vp′

sin α̃

ρ̃

⎤
⎦

Now, we define a new variable as ρ̃m = ρ̃ − η with η(t) =
(Kw/k̂v)(|ft + fg| + ε) > 0 for all t , to make a variable
changing in (25) replacing ρ̃ for ρ̃ = ρ̃m + η. We remark
that ρ̃m + η > 0 for all t . From this, (25) can be rewritten as
(4) plus a perturbation signal of the following way:

[ ˙̃ρm

˙̃α

]
= f1 (ρ̃m, α̃) + g1 (ρ̃m, α̃, ρ̃m (t − h) , α̃ (t − h))

+ p (.) , (26)

where

f1 (ρ̃m, α̃) =
[
−k̂vρ̃m cos2 α̃

−k̂ωα̃

]
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represents the nondelayed teleperation system;

g1 (ρ̃m, α̃, ρ̃m (t − h) , α̃ (t − h))

=

⎡
⎢⎢⎢⎣

−k̃vρ̃m (t − h) cos α̃ (t − h) cos α̃

−k̃ωα̃ (t − h) + k̃v (ρ̃m (t − h) + η) cos α̃ (t − h)

×
(

sin α̃

ρ̃m + η
− sin α̃ (t − h)

ρ̃m (t − h) + η

)
⎤
⎥⎥⎥⎦

represents the delayed dynamics of the teleoperation system,
and

p
(
ρ̃, ρ̇d , α̇d , ḟt , ḟr

) = p1 + p2 + p3 + p4

is a perturbation signal, where

p1(.) =

⎡
⎢⎣(−k̃v cos α̃ (t − h) cos α̃ + k̂v cos2 α̃)η (t)

k̂v cos α̃ sin α̃
1

ρ̃m + β (t)
η (t)

⎤
⎥⎦

depends on the signal η(t) added by the proposed scheme to
avoid the system singularity,

p2(.) =

⎡
⎢⎢⎢⎣

− cos α̃�Kρ�evz
(t, t − h)

−�Kα�eωz
(t, t − h)

+ �Kρ

sin α̃

ρ̃m + η
�evz

(t, t − h)

⎤
⎥⎥⎥⎦

depends on the parametric errors of the human operator’s
estimated impedance,

p3(.) =

⎡
⎢⎢⎢⎣

−k̂v cos α̃ (ρ̃d cos α̃ − ρ̃d (t − h) cos α̃ (t − h))

−k̂ω (α̃d − α̃d (t − h)) − k̂v

sin α̃

ρ̃m + η (t)
×(ρ̃d cos α̃ − ρ̃d (t − h) cos α̃ (t − h))

⎤
⎥⎥⎥⎦

depends on the estimation errors of the human operator’s
decision, and

p4 (.) =

⎡
⎢⎣

Kρḟt + ρ̇d

−Kαḟr + α̇d

ρ̃m + η (t)

⎤
⎥⎦

depends on the derivative of the fictitious force and the
derivative of the human operator’s decision.

Note: In (25) and (26), the dependence of t has not been
pointed to simplify the notation.

We assume the parametric errors (given by [k̃v, k̃ω] and
[�Kρ, �Kα]) and the errors [ρ̃d , α̃d] bounded, then |g1|
in (26) will also be bounded. We termed the delayed
teleoperation system described by (26) without perturbation
(p(·) = 0) as the nominal system.

From Fact 2 and Lemma 1 apply to the nominal
system, we can establish that the equilibrium point
[ρm ρm(t − h) α α(t − h)] = 0 is exponentially stable if

|g1| < min{k̂v, k̂ω} 1 − τ

2 − 1.5τ
. (27)

Equation (27) establishes a bound for the errors of the human
operator’s model depending on the exponential stability
of the nondelayed teleoperation system and the maximum
derivative τ of the time delay h.

If the nominal system verifies condition (27), it can be
represented by a stable exponentially nondelayed system
with coefficients c1, c2, c3, c4, defined in ref. [15, p. 204],
given from Corollary 1 by

c1 = a = 1

2
c2 = b

c3 = c

d2

c4 = 1

(28)

In addition, if the perturbation is bounded p(·) ≤ δ for all
t ≥ 0 and for all [ρm ρm(t − h) α α(t − h)], then we can
apply Lemma 5.2 of ref. [15, p. 213] to (26) considering (28),
establishing that the delayed teleoperation system adding the
proposed control scheme will be ultimately bounded to a ball
of size B given by

B =
√

2
δ

θ

√
b

b

b

c
d2 <

√
2
δ

θ

b

c
d2, (29)

with an exponential decreasing rate γ given by

γ = (1 − θ)

2

c

b

1

d2
, (30)

where 0 < θ < 1 is a positive arbitrary constant which shows
a trade-off between a faster decreasing rate and a smaller
convergence ball. From Fact 1, the higher the time delay, the
higher the d is, making the convergence ball (29) greater and
the decreasing rate (30) lower.

The proposed control scheme is based on a model of the
human operator. If the errors of such model are smaller, then
|g1| also decreases, and from Corollary 1, the relation c/b
increases. But, from Fact 1, d depends on c/b. Then, if c/b
ensures that d meets Corollary 2 for a given time delay, then
the convergence ball (29) will be smaller and the decreasing
rate (30) will be higher. Although the nominal system meets
exponential stability (27) independently from the maximum
time delay, the real system (perturbed teleoperation system)
will have a practical bound for the time delay (since c/b
cannot infinitely be increased as the errors of the human
operator’s model tend to zero) where the system will work
well, error B (29) and the decreasing rate γ (30) according
to the requirements of a given application.

Remark 2: The proposed control scheme assures the
convergence to zero of ρ̃ and α̃. This does not guarantee
that the mobile robot achieves the goal ([ρ α]T = 0), as for
example, the case of multi-obstacles obstructing the path
between the robot and the goal. However, ρ̃ and α̃ include
the human operator’s decision so he/she can change his/her
decision to avoid unwanted static positions of the mobile
robot.
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Fig. 7. Software structure developed to implement the proposed
control scheme.

8. Control Scheme for Bilateral Teleoperation of a
Mobile Robot
The software developed for robots teleoperation is based
on multi-process and multi-threads running under Windows
platforms. Visual C++, API Windows, Open GL, Direct X,
and the robot manufacturer libraries were used to build our
applications. The software structure is composed by various
processes running on two or three PCs (including the PC on
board of the mobile robot); one or two PCs are placed on
the remote site and the other one is placed on the local site.
Figure 7 shows a block diagram of the developed software
system.

The processes running on each PC share data through
shared memory and the control and video data are sent via
IP/UDP protocol using different sockets. The video source
can be the robot video camera or an external camera (in this
work, a webcam is used). The PC placed on the local site and
the mobile robot are linked via Wireless Intranet using the
IP/UDP protocol The time delay is simulated through FIFO
buffers (time-varying length) placed both on the local and
remote sites. On the other hand, a process-based Direct X
library links the PC and the steering wheel via USB port.

The human operator receives the image provided by a
video camera placed on the remote site overlapped with a
3D graphic model of the mobile robot. This graphic model
was designed using Open GL. In such model, the physical
dimensions of the real mobile robot are considered as well
as the view point of the used webcam including its intrinsic
parameters.

We remark that another mobile robot could be used only by
replacing the library provided by the robot’s manufacturer.

9. Experiments
The control objective is that a mobile robot, driven by a
human operator at distance, achieves an established goal
avoiding a cube-type obstacle placed opposite the mobile
robot.

We use a Pioneer 2DX mobile robot (www.activmedia.
com). In addition, the human operator perceives delayed
visual feedback from a remote webcam and generates the
velocity commands through a steering wheel and accelerator
pedal. The local site and the remote site are two laboratories
at San Juan University, in Argentina; and they are linked via
Intranet using the IP/UDP protocol. In this case, the delay

Fig. 8. Trajectories of the mobile robot teleoperated for different
delays.

added by the Intranet is very small, so we increase it using
FIFO buffers of a controlled size.

The initial condition is ρ(θ) = 3.2 m, α(θ) = 0 rad for
θ ∈ [−h(t0), 0]. We set the parameter Kw = 0.5 m/Ns to
compensate the singularity in ρ̃ = 0. The parameters of the
PID velocity controller (on board of the mobile robot) are
Kp = 30 (proportional gain), Kd = 60 (derivative gain), and
Ki = 2 (integral gain) for the linear and angular velocity
control of the mobile robot. The mobile robot sends sensorial
information and receives velocity references from the control
computer every 0.1s, but the PID controller of each electrical
engine run faster so the velocity reference is achieved in
few sample periods. We remark that the information on the
units of the PID parameters and the sampling time of the
closed loop control of the motors are not documented by
the robot’s manufacturer. On the other hand, the fictitious
force is computed when the mobile robot detects an obstacle
at a distance less than 1.5 m using the frontal ultrasonic
sensors.

The parameters used by the proposed control scheme to
represent the human operator are similar to the ones used in
refs. [30, 31], where they were identified using the gradient
method and the RLS algorithm), that is

k̂v = 0.45 m/s, k̂ω = 0.45 rad/s,

K̂ρ = 5 m/N, K̂α = 1.5 rad/s.

Figure 8 shows the trajectories executed by the mobile
robot driven by a human operator with direct teleoperation
(DT) and compensated teleoperation (CT) for different time
delays (see Fig. 9) generated from FIFO buffers. We remark
that when the human operators drive the mobile robot, they
do not know the delay.

Using the proposed control scheme, the mobile robot
(driven by the human operator) avoids the obstacle with a
“soft” trajectory in presence of both constant time delay and
time-varying delay.

Figure 10 shows the evolution of the normal and tangential
fictitious forces. The smaller the obstacle-robot distance, the
greater the fictitious force is.
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Fig. 9. Time delay for the experiments.

Fig. 10. Normal and tangential fictitious force.

Fig. 11. Temporal evolution of both the distance error ρ and ρ + ρ̂d .

Figure 11 shows the evolution of both the distance error
ρ and the error ρ + ρ̂d which is calculated from the mobile
robot position and the estimated subgoal. Using the proposed
control scheme, the distance error tends to a lower bound in
a finite time.

Figure 12 shows the evolution of the angular error α (main
plot) and the estimated decision α̂d (subplot on the bottom
right corner). The estimated decision α̂d appears when the

Fig. 12. Temporal evolution of the angular error α and α̂d .

Fig. 13. Linear velocity command generated by the human operator
and compensated linear velocity reference.

human operator decides whether to turn left or right in
presence of the obstacle.

We remark that when an obstacle appears (5 s of
the experiment approximately) the remote impedance of
the delay compensation makes the mobile robot velocity
decrease. Then, the position controller of the delay
compensation uses the estimated subgoal, provided by the
prediction system, to help the human operator “go” in a
desired direction, avoiding a collision in spite of large time
delay. Figures 13 and 14 show the linear and angular velocity
commands (on the remote site) sent by the human operator
from the local site, and the linear and angular velocity
references compensated by the proposed control scheme for
constant delay and time-varying delay.

The proposed control scheme pushes the velocity
references to more conservative values in presence of
obstacles and time delay, avoiding collisions.

Table I summarizes the obtained results based on 10
experiments for different conditions of teleoperation.

The experiments results on the teleoperation of a mobile
robot with visual feedback have shown a stable behavior
and a good performance using the proposed control scheme
in presence of obstacles and both constant time delay and
time-varying delay.
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Table I. Summary of teleoperation experiments.

Average time Collision 1
Teleoperation hm (s), r to the goal (s) obstacle (%)

DT 0, 0 14.4 0
DT 3, 0 60 50
DT 5, 0 × 100
CT 5, 0 23 0
CT 5, 0.4 22 0

x: The time average is not computed due to the mobile robot never
achieves the goal

Fig. 14. Angular velocity command generated by the human
operator and compensated angular velocity reference.

10. Conclusions
The design of control schemes for robots teleoperation
requires taking advantage of the human operator’s capability.
The proposed scheme links a compensation of the time
delay based on a human’s model, a 3D augmented reality
scheme and a prediction system. This strategy searches
taking advantage of the human’s capabilities to integrate past
information from the delayed video with future information
from a 3D graphics based on prediction, and decide an
“intelligent” action in the current instant. This command
generated by the human operator has an important part
related with the human’s decision which is prioritized by
the bilateral compensation scheme since it compensates the
delayed human’s reaction without changing the decision,
based on visual feedback (augmented reality), taken by him.

The control scheme has a fast response in presence of
obstacles because it acts in the remote site making use of the
impedance and the position controller included into the delay
compensation. In addition, such remote position controller
“pushes” the mobile robot to “the place the human wants to
go.”

The designed teleoperation system is ultimately bounded
with an exponential decreasing rate. The stability analysis
made in this paper proves that the higher the time delay, the
greater and the lower the convergence ball and the decreasing
rate are.

Several experiments on teleoperation, using the proposed
control scheme, have shown a stable response in presence of

a maximum time delay about 5 s. This bound is bigger than
those achieved in our previous papers.

As future work, we will make experiments in outdoor
navigation scenarios, where the video camera will be
placed on board the mobile robot considering the final
goal, unknown as well as complex environments including
different static and mobile objects and people in order to
obtain a measure about to what extent the proposed control
scheme could be applied.
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31. E. Slawiñski, J. Postigo and V. Mut, “Stable Teleoperation of
Mobile Robots,” Proceeding of the IEEE ICMA 2006, China
(2006) pp. 318–323.
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