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a  b  s  t  r  a  c  t

This  paper  presents  the  design  of a novel  receiver  for  a  broadband  ultrasonic  Local  Positioning  System
(LPS).  As  in  other  devices  based  on  matched  filtering  of  the transmitted  encoded  signals,  this  receiver
features  high  robustness  to  noise  and  multiple  access  capability.  Unlike  previous  solutions,  the  proposed
receiver  is  capable  of  detecting  beacons  emissions  despite  being  installed  in  a fast  moving  device,  and  it
also provides  estimation  of  its  velocity.  The  system  has  been  implemented  in  an  FPGA-based  architecture.
An  experimental  analysis  of  performance  has  been  carried  out.  Firstly  using  a set  of  test signals  syntheti-
cally  generated  to  simulate  different  positions  and velocities  of the  receiver.  Secondly,  a  set  of  real  signals
obtained  with  a prototype  have  been  used. The  simulated  results  show  the capability  of  the  system  to
detect the encoded  signals  emitted  by  the  LPS  infrastructure  when  the  device  is  moving  at  velocities  of
up to  3  m/s  under  low  SNR conditions.  The  real results  confirm  the  improved  system  capability,  but  also
make evident  the  negative  influence  that  phenomena  such  as the transducers  response  and  multipath
propagation  can  have  on system  performance.

© 2012 Elsevier B.V. All rights reserved.

1. Introduction

Intelligent Environments (IEs) have been subject of increasing
research activity for the last two decades. Generally speaking, they
can be defined as interactive spaces with embedded computers and
sensors that use context information to seamlessly enhance ordi-
nary activity. One of the most important elements of context is user
location and thus, Local Positioning Systems (LPS) have evolved in
parallel with other basic components of IEs. Many systems based on
various technologies have been proposed to date, including ultra-
sonic [1–7], radio-frequency [8–10], optical [11,12] and magnetic
[13]. There is a general agreement that the main advantages of
ultrasonic systems are their relatively low cost and their high res-
olution, the latter being a direct consequence of the low speed of
sound in air.

During the first years of the past decade some ultrasonic LPS
(uLPS) were proposed that achieved centimetric resolution through
the emission of ultrasonic pulses. These uLPS could be central-
ized, where the object to be located acts as the emitter [1],  or
privacy-oriented, where this object is in charge of computing its
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own  position using the signals received from different beacons [2].
The use of narrowband signals made these systems very suscepti-
ble to noise, though, and also, the update rate was  very limited due
to the necessity of avoiding signal collisions.

Shortly after, signal coding was incorporated into these systems.
For this purpose families of binary codes with good correlation
properties were chosen. The use of Direct Sequence Spread Spec-
trum (DSSS) techniques brought important advantages such as
robustness to noise, multiple access capability (allowing increased
update rates) and higher resolution. One of the first broadband sys-
tems was proposed by Hazas and Ward, who  used Gold sequences
in the design of both centralized [3] and privacy-oriented [4] uLPSs.
Since then, several works based on DSSS have arisen that employ
more efficient encoding schemes, using Kasami [5] or Loosely Syn-
chronous (LS) [6] codes. Also, Frequency Hopping Spread Spectrum
(FHSS) techniques have been recently used as an alternative to
DSSS apparently improving the accuracy of these systems under
conditions of noise and reverberation [7].

However, the low speed of sound in air that allows high-
resolution positioning is also the cause of a new difficulty in
broadband systems. Some authors have pointed out that the
Doppler shift, caused by the user movement in the ultrasonic
encoded signal, could make it completely unrecognizable to the
receiver [14,15]. This is a well-known problem in radar theory
whose effects are considerably more pronounced in acoustic sys-
tems, since the ratio between the speed of the receiver/reflector
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and the propagation speed of the signal is typically several orders
of magnitude larger than in radar. As an example, this ratio would
be (3.43 × 103)/(3 × 108) = 1.14 × 10−5 in a radar station tracking
one of the fastest aircraft (the unmanned NASA X-43), whereas it
would increase to 1.8/343 = 5.25 × 10−3 in a uLPS tracking a walking
person.

Recent work has analysed the effect of Doppler shift on pulse
compression of ultrasonic signals encoded with different families
of binary codes [16]. This work has experimentally demonstrated
that Kasami sequences are one of the most robust solutions against
this shift. It has shown that radial user speeds as low as 1.5 m/s  can
drastically deteriorate the auto-correlation properties of a 255-bit
Kasami sequence, BPSK modulated with one cycle of a 50 kHz car-
rier. This limit is even lower for other encoding schemes based on
Complementary Sets of Sequences or Loosely Synchronized Codes.

This paper presents the design of a Doppler-tolerant receiver
for a broadband uLPS architecture based on the emission of 255-
bit Kasami codes. Previous work has proposed the simultaneous
estimation of a receiver’s position and velocity from a set of inde-
pendent ultrasonic beacons [17,18].  These works make use of
low-power wireless ultrasonic beacons that emit ultrasonic pulses
with a regular periodicity of around 500 ms.  Both the position and
the velocity of the receiver are estimated by iteratively measur-
ing the Doppler shift in the transmission period using a Kalman
[17] or a particle [18] filter. However, as stated before, the narrow-
band nature of these emissions leads to coarse position accuracies
of about 25 cm.  Also, the estimated receiver’s velocity is actually an
average over a transmission period and unfortunately the authors
do not provide quantitative data on velocity estimation accuracy.

To the authors’ knowledge, the receiver presented in this work
is the first real-time system than can calculate the time of arrival
of the signals emitted by a broadband uLPS and simultaneously
estimate its own velocity. The rest of the paper is organized as fol-
lows: Section 2 describes in detail the uLPS architecture, the main
features of Kasami codes, and the effect that the user movement
can have on the detection of these codes by pulse compression.
In Section 3, the global structure of the proposed receiver is pre-
sented. Hardware implementation in a FPGA-based architecture is
later described in detail in Section 4. The performance of this sys-
tem is statistically analysed in Section 5 by using both synthetic
and real signals. The main conclusions drawn from this work are
finally outlined in Section 6.

2. Global description of the uLPS

2.1. LPS architecture

The LPS whose receiver is proposed in this work is inspired by
Global Positioning System (GPS). A set of beacons are placed at
known positions of an environment where a non-limited number
of portable receivers can compute their position in an independent
and autonomous way. These beacons are wired synchronized and
perform simultaneous and periodic emission of signal patterns that
are asynchronously detected by the receiver. The receiver is capable
of computing its absolute position from the Differences in Time-
of-Arrival (DTOA) between a reference beacon and the others by
means of a hyperbolic trilateration algorithm. Unlike GPS, based on
spherical trilateration, there is no need for a common time base or
synchronizing signal between the beacons and the receivers in this
system.

Fig. 1(a) shows a schematic representation of the LPS architec-
ture, where the spatial distribution of the five beacons comprising
this architecture can be observed. At every location, the receiver
must be capable of detecting the signals coming from at least three
beacons to compute its 2D location in a horizontal plane of known

height. Four beacons are necessary to perform 3D positioning, and
an additional beacon can be used to eliminate the speed of sound
from the set of positioning equations, thus avoiding the need to
measure room temperature. These beacons are deployed over a
metallic 1 m × 1 m structure placed on the ceiling at 3.45 m high,
with the distribution shown in Fig. 1(b).

Every beacon is composed of a Polyvinylidene Flouride (PVDF)
ultrasonic transducer with a maximum response frequency at
40 kHz and 8 kHz bandwidth, inserted into a conic reflector
designed to enlarge the coverage area [19]. These transducers are
driven by a power stage that amplifies the emission patterns gen-
erated by a Spartan3E FPGA [20], from the binary sequences and
modulation symbol previously stored in its RAM memory blocks.
This device is connected via USB to a PC from where different fea-
tures of the emissions, such as the carrier frequency or the time
between firings, can be configured.

2.2. Signal coding and detection

As stated before, all beacons in the LPS perform their emissions
simultaneously and, to diminish the effect of Multiple-Access-
Interference (MAI), a set of emissions with low cross-correlation
values must be chosen. Various families of binary codes with this
property have been already proposed in the design of these sys-
tems, such as Gold sequences, Kasami sequences, Complementary
Set of Sequences and LS codes. Nevertheless, recent work has
demonstrated that not all of these codes are equally resilient to the
Doppler shift caused by receiver movement [16], and proposes the
use of Kasami sequences as a compromise between their fairly good
correlation properties obtained with a stationary receiver and the
reduced deterioration of these properties with increasing receiver
velocity.

Kasami sequences [21] belong to the well-known family of
Pseudo Noise (PN) sequences, that are generated using linear feed-
back shift-registers and exclusive OR-gate circuits. A new Kasami
sequence c[n] can be obtained from a maximal sequence and the
decimated and concatenated version of this sequence by perform-
ing the module-2 sum of the former with any delayed version of
the latter, i.e.,

c  = m1 ⊕ Dlm2 with l < L (1)

where m1 is a maximal sequence of length L = 2N−1 with N even;
m2 is the sequence obtained from the decimation of m1 with a dec-
imation factor of q = 2N/2 + 1 and the concatenation of the result q
times; ⊕ represents the module-2 sum; and Dlm2 is the sequence
obtained by cyclically shifting the m2 sequence l positions. A family
of sixteen 255-bit sequences (N = 8) has been generated following
this procedure, and from them, a set of I = 5 sequences with opti-
mal  correlation properties has been chosen as the sequences for
the proposed uLPS.

The chosen binary codes are BPSK (Binary Phase Shift Keying)
modulated in order to adapt the spectrum of the emission to the
frequency response of the ultrasonic transducer. This modulation
scheme has been widely used to transmit binary codes in matched
filtering-based sonar systems [22,23]. Every bit in the code c[n] is
modulated with one or more carrier cycles whose phase, 0 or �, is
given by the bit value to obtain the modulated pattern p[n] as:

p[n] =
L−1∑
i=0

c[i] · s[n − i · M]  (2)

where L is the code length; s[n] is the modulation symbol; and M
represents the number of samples in this symbol, given by the prod-
uct between the number of carrier cycles composing this symbol
and the ratio between the sampling and the carrier frequencies, fS
and fc respectively.
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Fig. 1. LPS architecture: (a) schematic representation and (b) picture of the actual beacons structure.

A simple receiver for this LPS architecture would be composed
of an ultrasonic transducer/microphone, an amplifier, an A/D con-
verter, a demodulation stage, a bank of five Kasami correlators (KC),
one matched to each beacon emission, and a bank of five peak detec-
tors to search for the maxima above a threshold in the correlator
outputs. The temporal occurrences of these peaks are sent to a local
computer where the DTOAs are computed and the positioning algo-
rithm evaluated. As an example, Fig. 2 shows the signals obtained
at the output of the bank of five KCs when the receiver is at position

r = (1, 1, 1) m and the signal-to-noise ratio (SNR) is equal to 0dB. As
shown in Fig. 1(a), the origin of the coordinates is assumed to be at
the vertical projection over the floor of the central beacon.

2.3. Effect of receiver movement on signal detection

The system described above has been proven to work reliably
over a rectangular surface of 4.5 m × 3.5 m,  with the receiver (a
mobile robot) moving at velocities below 0.2 m/s. However, as

Fig. 2. Signals obtained at the output of the KCs bank for a receiver at position r = (1, 1, 1)m for five beacons (B1, B2, . . .,  B5) and SNR = 0 dB.
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Fig. 3. Signals obtained at the output of the KCs bank for a receiver at position r = (1, 1, 1) m and velocity vector v = (3, 0, 0) m/s (SNR = 0 dB).

stated in Section 1, larger velocities could make the received signals
completely unrecognizable to the matched filters due to Doppler
shift. Fig. 3 shows the same situation as represented in Fig. 2, but
with the receiver moving with a velocity vector of v = (3, 0, 0) m/s.
As can be observed, most of the AC peaks appear severely reduced,
and might not be detected regardless of using a low value for the
detection threshold.

This phenomenon can be characterized by means of the auto-
and cross-correlation bounds of a family of K modulated codes,
defined as:

�AC = max

{
�ripi

[k] ∀k /∈ [−G · M,  G · M]
max  �ripi

∀i ∈ {1, . . . , K}
}

(3a)

�CC = max

{
�ripj

[k] ∀k

max  �ripi

∀i, j ∈ {1, . . . , K}, i /= j

}
(3b)

where �rp[n] is the aperiodic correlation function between the
received signal r[n] and the stored pattern p[n]; M is again the num-
ber of samples in the modulation symbol; and G is a guard factor
that avoids the effect of the large sidelobes obtained in the vicin-
ity of the main peak (G = 3 in this work). The representation of the
auto-correlation bound against the receiver radial velocity causing
the Doppler shift of the received signal si shows the difficulty to
detect a code by matched filtering with a moving receiver. Equiv-
alently, the representation of the cross-correlation bound against
this velocity gives an idea of how the reception of a Doppler-shifted
code makes the detection of other codes in the family difficult.

Fig. 4 shows experimental data for �AC and �CC obtained with
the help of an electric slider that accurately controls the veloc-
ity of the ultrasonic receiver up to a maximum of 2 m/s. As can
be seen, the cross-correlation bound of this family of five 255-bit
Kasami sequences remains close to a relatively constant value of
0.2 regardless of the receiver velocity, what means that the recep-
tion of a Doppler-shifted code always has a similar effect on the
detection of another code of the family. This is not true for other
families of binary codes, as described in detail in [16]. With respect
to the auto-correlation bound, this parameter rapidly increases
with increasing receiver radial velocity, as expected and reported
in previous works. Depending on the application and the signal
processing carried out to detect the auto-correlation peaks, values
of this parameter above 0.5 could not be admissible, which deter-
mines the maximum receiver radial velocity of about 1 m/s  in this
system.

3. Doppler tolerant receiver

If fast moving receivers (v > 1 m/s) wanted to make use of
the uLPS infrastructure described in the previous section, one
simple and straightforward solution would be to use a bank of
matched filters instead of a single filter to demodulate every
encoded emission. These filters must be matched to the discrete-
time Doppler-shifted versions of the modulated symbol received at
different radial velocities, with a maximum increment of �vmax =
2 m/s  between consecutive filters in the bank for this velocity. This
simple approach is represented in Fig. 5(a).
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Fig. 4. Experimental data for the auto- and cross-correlation bounds of the family of modulated Kasami codes as a function of the receiver velocity. Values of �AC beyond
1.3  m/s  are not defined because at these velocities the main peak of the auto-correlation function is no longer in the vicinity of the zero-delay point.

Fig. 5. Two different approaches for the core stage of the Doppler-tolerant receiver. (a) Bank of filters matched to the Doppler-shifted modulation symbols and (b) multirate
filter  bank.

In this work, we propose the design of a Doppler-tolerant
receiver based on a bank of K = 7 matched filters for every
code ci to be detected, giving a total of I × K = 5 ×7 = 35 fil-
ters for all the five beacons. These filters are matched to
the ideal signal that would reach the receiver when mov-
ing with radial speeds of n · �vr m/s, with n ∈ {0, ± 1, ± 2,
± 3} and a velocity resolution �vr = 0.67 m/s. This value is
considerably smaller than the maximum value of 2 m/s  estab-
lished above, what will allow a more accurate estimation
of the receiver speed at the expense of reducing its maxi-
mum  admissible value. The absolute value for this limit will
become in the proposed system 3 × 0.67 + 1 ≈3 m/s, which is
large enough to locate persons and/or medium-speed mobile
robots.

However, for this approach to work, the sampling frequency fS
of the A/D converter must be high enough as to provide an integer
number of samples in every Doppler-shifted modulation symbol.
Otherwise, the matched filtering could not be performed in the two
stages process represented in Fig. 5(a), a configuration that notably
reduces the resources needed in the hardware implementation of

the system. Taking into account that the period of the Doppler-
shifted carrier can be expressed as:

T ′
c(vr) = Tc · c

c + vr
(4)

where Tc is the period of the non-shifted carrier; c is the speed of
sound; and vr is the radial speed of the receiver, the latter condition
can be expressed as:

T ′
c(vrk

) =
(

Q + K + 1
2

− k
)

· TS with k = [1,  2, . . . , K] (5)

where TS is the sampling period; Q = fS/fc is the ratio between the
sampling frequency and the non-shifted carrier frequency; K is the
number of demodulators; and vrk

is the receiver radial speed the
demodulator k is matched to, vr1 and vrK being the maximum nega-
tive and positive velocities respectively. By combining Eqs. (4) and
(5), and taking into account that Tc = Q · TS, we have,

Q · TS
c

c + vrk

=
(

Q + K + 1
2

−  k
)

· TS (6)
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Fig. 6. Block diagram of the Doppler-tolerant receiver.

This, after some manipulation yields:

Q =
(

k − K + 1
2

)
· c + vrk

vrk

(7)

If, as expected in our system, |vrk
| << c ∀k, then Eq. (7) can be

further simplified as:

Q ≈
(

k − K + 1
2

)
c

vrk

(8)

Or, equivalently, we can write for the radial speed:

vrk
≈

(
k − K + 1

2

)
c

Q
=

(
k − K + 1

2

)
�vr (9)

where �vr = c/Q is the Doppler resolution, i.e., the increment of
receiver radial velocity between two consecutive demodulators. Eq.
(8) can be finally expressed in terms of the Doppler resolution as,

Q ≈ c

�vr
(10)

This relation states that a factor of Q = 512 is necessary to obtain
the desired Doppler resolution of about 0.67 m/s. This value implies
a sampling frequency fS Q = 512 times greater than the carrier fre-
quency fc, and an internal operation frequency fmclk in the Kasami
correlators L = 255 times greater than this sampling frequency fS for
a real-time implementation. As a carrier frequency fc = 39.0625 kHz
was chosen for the ultrasonic emissions of the LPS, an internal
operation frequency fmclk about 5.1 GHz would be required in this
approach, which is not an achievable frequency in a FPGA-based
solution.

An alternative approach to that explained above consists in
using a multirate filter bank to compensate for the Doppler shift
caused by the receiver’s movement, following the scheme shown
in Fig. 5(b). Let assume that the received signal r(t) is sampled at fS,
thus giving the discrete-time signal r[n] with spectrum R(ejω). This
signal is first expanded by a factor of Q by including Q − 1 zeroes
between consecutive samples of r[n]. A new signal ri[n] = r[n/Q]
for n = 0, ± Q, ± 2Q, . . . and 0 otherwise, is thus obtained whose
spectrum Ri(ejω) is a Q-fold compressed version of R(ejω), i.e.,

Ri(e
jω) = R(ejωQ ) (11)

As shown in Fig. 5(b), the expanded signal ri[n] is next filtered
by a low-pass (LP) filter whose transfer function is given by,

HLP(ejω) =
{

Q 0 ≤ |ω| ≤ �/Q

0 otherwise
(12)

to obtain a new signal rf[n] with spectrum Rf(ejω) given by,

Rf (ejω) =
{

Q · R(ejωQ ) 0 ≤ |ω| ≤ �/Q

0 otherwise
(13)

This signal is then fed into a bank of K decimators with deci-
mation factor of Q − k + (K + 1)/2, for k = [1, 2, . . .,  K], from where K
signals rd,k[n] = rf[n · (Q − k + (K + 1)/2)] are obtained. Assuming the
absence of aliasing, the spectra Rd,k(ejω) of these signals are given
by:

Rd,k(ejω) = Q

Q − k + (K + 1)/2
R(ejω(Q/(Q+(K+1)/2−k)))

0 ≤ |ω| ≤ � k = [1,  2, . . . , K] (14)

If the received signal r(t) has been emitted as the pattern p(t) by
a certain beacon, and the receiver is moving towards this beacon
with speed vrk

, the spectra of the discrete-time versions of these
signals r[n] and p[n] are related as:

R(ejω) = P(ejω(c/(c+vrk
))) (15)

where c is again the speed of sound. Combining Eqs. (14) and (15)
the spectra of the signals coming out from the decimators can finally
be expressed as:

Rd,k(ejω) = cte · R(ejω(Q/(Q+(K+1)/2−k)))

= cte · P(ejω(Q/(Q+(K+1)/2−k))(c/c+vrk
)) (16)

From this expression, it is clear that the frequency shift caused
by the receiver’s movement is cancelled if,

Q

Q + (K + 1)/2 − k

c

c + vrk

= 1 (17)

which is identical to Eq. (6) derived before, that yielded Eqs. (7)
and (10) when |vrk

| 	 c ∀k. To obtain a Doppler resolution of about
0.67 m/s, an expansion factor of Q = 512 is thus needed.
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Fig. 7. Signals obtained at the outputs of the KCs in the proposed Doppler-tolerant receiver. The receiver is placed at position r = (1, 1, 1) m with velocity vector v = (3, 0,
0)  m/s  (SNR = 0 dB).

Fig. 6 shows the block diagram of the whole Doppler-tolerant
receiver based on the multirate filter bank for K = 7. In addition to
this core stage, the diagram also includes the high-level processing
modules described next.

As can be seen in this figure, the KCs outputs are fed into a
peak detection and DTOAs determination stage, whose threshold
is adjusted to determine 35 pairs (DTOAk,i, PMk,i, k = [1, 2, . . .,  7],
i = [1, 2, . . .,  5]) in every firing cycle, where DTOAk,i is the Differential
Time-Of-Arrival of the peak obtained at the output of the correlator
matched to radial speed vrk

and code ci, and PMk,i is the magnitude
of this peak. This information is stored in a bank of communica-
tion registers that, together with all the stages described above,
constitute a complex peripheral that will be accessed by a Microb-
laze processor via PLB bus. This soft-core processor performs three
tasks:

• Obtains the DTOA of code ci as the DTOA for the peak with the
highest amplitude obtained among the K = 7 correlators matched
to this code.

• Estimates the radial speed vi of the receiver with respect to bea-
con i as a weighted average of the reference velocities, using as
weights the magnitude of the peaks PMk,i obtained in the corre-
lators:

vi =
∑7

k=1PMk,ivrk∑7
k=1PMk,i

(18)

• Communicates these results via serial port to a central computer
to visualize them and to determine the receiver location from the
hyperbolic trilateration algorithms.

Fig. 7 shows an example of the signals obtained at the out-
put of the KC modules of this receiver in the scenario represented
in Fig. 3, with a receiver at position r = (1, 1, 1) m moving with a
velocity vector v = (3, 0, 0) m/s. The central column in this figure

represents the output of the correlators matched to the non-shifted
signal, and must provide identical results than those represented
in Fig. 3. The first, second and third columns represent the outputs
of the correlators matched to receiver radial speeds of −2.01 m/s,
−1.34 m/s  and −0.67 m/s  respectively, whereas the fifth, sixth and
seventh columns represent the output of the correlators matched
to receiver radial speeds of 0.67 m/s, 1.34 m/s  and 2.01 m/s  respec-
tively. As can be seen, the system is capable of detecting correlation
peaks in all rows, i.e., all codes are detected. Moreover, the largest
peaks are obtained in the third column for codes c1, c2 and c5,
and in the second column for codes c3 and c4. This means that
the receiver radial speeds with respect to beacons B1 to B5 are
close to −0.67 m/s, −0.67 m/s, −1.34 m/s, −1.34 m/s and −0.67 m/s
respectively. The actual radial speeds can be easily calculated
from vectorial calculus, and turn out to be: −0.97 m/s, −0.69 m/s,
−1.28 m/s, −1.19 m/s  and −0.64 m/s  for beacons B1 to B5 respec-
tively. As mentioned before, these correlated signals are fed into a
peak detection and DTOAs determination stage, that provides 35
pairs (DTOAk,i, PMk,i, k = [1, 2, . . .,  7], i = [1, 2, . . .,  5]). In this exam-
ple, the processor calculates DTOA values of 578, 0, 620, 1295 and
725 �s for codes c1 to c5 respectively, and estimates receiver radial
speeds of −1.02, −0.65, −1.33, −1.28, and −0.45 m/s  with respect
to beacons B1 to B5 respectively.

4. Receiver implementation

4.1. Peripheral design

The complex peripheral described above has been imple-
mented in a FPGA-based platform, following the schematic diagram
depicted in Fig. 8. All the modules in this design have been suitably
pipelined to achieve high enough data rates, with a master clock
frequency fmclk of 100 MHz, obtained from the external clock sig-
nal. In addition to this clock, K = 7 Doppler enable signals (shown
as EnDopplerk in Fig. 8) are generated to correctly synchronize the
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Fig. 8. Global block diagram of the peripheral implementation.

Fig. 9. Block diagram of the interpolation module with Q = 4.

operation at every k Doppler branch. Furthermore, the system pro-
cesses a new sample every Tmclk = 10 ns and so, assuming an internal
interpolation factor Q = 512, the sampling enable, noted as EnSam-
pling, should be generated to drive the ADC controller and the
interpolation block at a frequency fS = fmclk/Q = 390.625 kHz.

The received signal r[n] is coming through an ADC controller,
which is in charge of managing a SPI-type connection to the
ADCS7476 device available in the hardware platform. The con-
troller is configured to provide a new 8-bit sample every 1/390,
625 = 2.56 �s.

The expansor-LP filter pair following the A/D converter in Fig. 6
is implemented in practice as a linear interpolation module. The
architecture of this module is fully pipelined, as shown in Fig. 9
for Q = 4 (the extension to Q = 512 is straightforward). The num-
ber of segments in the pipeline is equal to log 2 Q. This allows high
frequency of operation, but also implies a latency in the block of
log 2 Q − 1. This latency is not significant since the outputs are com-
puted before the next sample r[n] arrives at a frequency fS. Note that
this block requires the current sample r[n], as well as the previous
one r[n − 1]. For this purpose, an initial flip–flop register (FF) is used.
The datawidth is 8 bits at the input and at the output. Internal divi-
sion by two  is applied by shifting, and the least significant bit (LSB)
is discarded to keep the same datawidth.

The interpolated signal rp[n] consists of Q − 1 new values
between two  consecutive samples r[n] and r[n − 1]. From that

Fig. 10. Timing proposed for the Doppler enable signal EnDopplerk .
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Fig. 11. Block diagram of the dispatch module for sampling frequency fS,k .

moment, a different processing branch is arranged for each samp-
ling frequency fS,k. Each branch k has its own enable signal
EnDopplerk, and the input signal rk[n], with k = [1, 2, 3, 4, 5, 6, 7],
must be arranged by taking the suitable samples from the interpo-
lated signal rp[n]. Fig. 10 shows the timing for the Doppler enable
EnDopplerk. It is important to remark that the signal EnDoppler4
corresponds to the sampling frequency fS (EnSampling), associated
with a static receiver. For other enable signals EnDopplerk, with
k /= 4, frequencies are lower or higher, depending on the receiver’s
velocity direction.

The block in charge of providing the corresponding input sig-
nal rk[n] to each Doppler branch k is shown as Sample dispatcher in

Fig. 8, and represents the practical implementation of the decima-
tors bank appearing in Fig. 6. This block performs the multiplexing
of the Q available samples from the interpolated signal rp[n],
according to the value of a counter. The modulus of these counters
is Q and the incremental step is (k − 4) for sampling frequencies fS,k
with k = [1, 2, 3, 4, 5, 6, 7]. Fig. 11 shows the generic design of this
module.

After that, every Doppler branch k consists of a BPSK demodu-
lation, a correlation to seek the corresponding Kasami code ci, and
a peak detector to detect the arrival of transmissions coming from
beacon i.

The BPSK demodulation is carried out in a sequential way,
according to the scheme shown in Fig. 12.  A buffer stores the last
M = fS/fc = 10 samples which are multiplied by a carrier period s[n]
and accumulated, as indicated by Eq. (19). The samples of the car-
rier period s[n] are stored in a ROM memory. This demodulation
module has already been described in [5].

dk[n] =
M−1∑
l=0

rk[l + n] · s[l] (19)

The demodulated signal dk[n] is correlated with the Kasami
codes ci assigned to the I = 5 beacons available in the system accord-
ing to (20), for i = [1, 2, 3, 4, 5].

tk,i[n] =
L−1∑
l=0

dk[l · M + n] · ci[l] (20)

where tk,i is the correlation for sampling frequency fS,k and for
Kasami code ci; L is the length of the Kasami codes; and M is the
oversampling factor M = fS/fc = 10.

Correlation is carried out according to a straightforward method
based on two  accumulators proposed in [24] (see Fig. 13). This
allows a significant reduction in resource consumption, although
the design is time constrained. In fact, L additions have to be com-
puted for each new sample dk[n] every TS,k. This implies a minimum
value for the operation frequency fmclk of the design, which allows

Fig. 12. Block diagram of the BPSK demodulation implementation.
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Fig. 13. Block diagram of the correlation implementation.

completion of the whole correlation process, given by the worst
case k = 7:

fmclk ≥ � L

2
� · fS,7 = 128 × 392, 927.31 Hz ≈ 50.29 MHz  (21)

Finally, the correlated signal tk,i[n] is analysed by a peak detector
in order to detect and validate the maximum values as trans-
missions from the beacons in the output signal pk,i[n]. As can be
observed in Fig. 14,  the signal tk,i[n] must be higher than a thresh-
old Uk,i to be considered as a possible peak, and it will be validated
if there is no higher values inside the analysis window Wk,i. This
module has been already described in [25].

The detection signals pk,i[n] are processed by the DTOA determi-
nation module in order to determine the differences in time DTOAk,i
between the beacons at the different sampling frequencies fS,k, as
well as the maximum values PMk,i (see Fig. 15).

4.2. Microblaze processor

The final hardware design is based on a SoPC (System on a Pro-
grammable Chip) solution implemented in an FPGA. This kind of
solution allows implementing a complete system composed of a
microprocessor, controllers, IP modules and programmable logic
for custom design in a single programmable device. This technol-
ogy provides many advantages in terms of functionality, cost, board
area and flexibility, and allows customization to add any combina-
tion of peripherals and controllers.

In this work, a Xilinx MicroBlaze soft-core processor has been
used. The receiver core integration is done by a PLB bus (Proces-
sor Local Bus) in a memory-mapped mode addressing with 45
read/write internal registers, as well as an event controller which
generates an interrupt for the microprocessor on new data arrival

and processing. The Microblaze single-precision floating-point unit
(FPU) can be used to estimate the radial speed vi and the position of
the receiver, by means of the differences in times of arrival DTOAk,i
and the maximum values PMk,i.

5. Experimental results

The full design has been implemented in the Genesys platform
by Digilent, Inc. [26], based on a Xilinx Virtex5 LX-50T FPGA [27].
For this experimental approach, the global parameters of the design
have been defined according to Table 1. This allows a frequency of
fmclk = 100 MHz  for the master clock. The resource consumption of
the design can be seen in Table 2 for the aforementioned FPGA
device, not only for the peripheral core, but also for the global
system including the MicroBlaze module.

Table 3 shows the datawidth defined for each parameter in the
design. These values have been configured as a trade-off between
fixed-point representation errors and resource consumption. The
FPGA design has been validated by means of post-place-route
simulation.

Table 1
Global parameter definition for experimental implementation.

Parameter Symbol Value

Global clock frequency fmclk 100 MHz
Sampling frequency fS 390.625 kHz
Number of beacons I 5
Number of Doppler frequencies K 7
Interpolation factor Q 512
Oversampling M 10
Kasami code length L 255
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Fig. 14. Block diagram of the peak detector proposed for detection of beacon transmissions.

Fig. 15. Block diagram of the DTOA determination module.

5.1. Synthetic signals analysis

The performance of the Doppler-tolerant receiver was first sta-
tistically analysed by modelling the signals that would reach this
system in 25 different locations, uniformly distributed in a hori-
zontal grid of 4 m × 4 m placed at 1 m high. For each one of these
locations, 8 different velocity directions have been considered in

Table 2
Resource consumption in Xilinx Virtex5 LX-50T FPGA of the global design.

Resource IP core Global system

No. Percentage (%) No. Percentage (%)

Slices 6290 87.36 6952 96.56
RAMB16 11 18.33 18 30.00
DSP48 7 12.07 10 17.24

Table 3
Datawidth definition for the parameters of the design.

Signal Parameter Number of bits

Acquired signal r[n] 12
Interpolated signal rp[n] 8
Doppler input signal rk[n] 8
Demodulation signal dk[n] 8
Correlation signal tk,i[n] 20
Correlation maximum values PMk,i[n] 12
Difference in Time-Of-Flight DTOAk,i 13

a horizontal plane with angular increments of 2�/8 rads among
them. Fig. 16 shows the cumulative error in DTOAs determination
for all beacons, considering three different velocity magnitudes of
0.5, 1.5 and 3 m/s  and assuming SNR = 0 dB. The performance of the
classic and the Doppler-tolerant receiver are represented in the
left and right columns of this figure respectively. As can be seen,
the behaviour of both detectors is similar with low velocity mag-
nitudes, but when this value increases above 1m/s, the percentage
of detection of the classic receiver clearly decreases below 100%. In
the Doppler-tolerant receiver, 100% of the DTOAs measurements
exhibit an error below 18 �s (6.18 mm at 20 ◦C) even with receiver
speeds as large as 3 m/s.

The cumulative error in radial speed estimation has also been
analysed by using the same set of synthetically generated signals,
but considering in this case 6 different velocity magnitudes ranging
from 0.5 m/s  to 3 m/s  in increments of 0.5 m/s, for a total of 1200
different test situations. Fig. 17 shows this cumulative error for all
beacons and three different values of SNR = 0, −3 and −6 dBs. Also,
taking into account that according to Eq. (18) the estimated speeds
depend on the values measured for the magnitude of the correlation
peaks, this figure compares the errors that would be generated by a
floating-point processor against the actual errors generated by the
fixed-point architecture described in Table 3. As can be seen, there
is little deterioration in the cumulative error curves with decreasing
values of SNR, and there are no significant differences between
the results obtained with the floating-point and fixed-point
precisions.
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Fig. 16. Cumulative error in DTOAs determination for three different velocity magnitudes in the classic receiver (left column) and the Doppler-tolerant receiver (right
column). In all cases SNR = 0 dB was  assumed. Non-detections are included as infinite-error detections.

5.2. Real signals analysis

The signals used in the previous section to analyse system per-
formance were modelled considering generic phenomena such as
the atmospheric absorption of ultrasonic waves in air and the pres-
ence of Gaussian additive noise in the received signal. However,

there are other phenomena, depending on the particular features
of the uLPS infrastructure where the receiver is used, that may sig-
nificantly degrade the results shown in Figs. 16 and 17.  Among
them, there are the non-ideal response of the ultrasonic beacons,
the presence of different sources of noise and, most importantly,
multi-path propagation effects. For this reason, the performance of
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Fig. 17. Cumulative error in radial speeds estimates for different values of SNR considering floating-point precision (left column) and the actual fixed-point precision (right
column).

the Doppler-tolerant receiver was also analysed with real signals
generated by the uLPS infrastructure described in Section 2.

Because of the reduced dimensions of the room where this sys-
tem is currently installed, and in order to cover a wide range of

controlled speeds in different locations, a Pioneer 3DX mobile robot
with a 1.98 m long bar installed in its top platform has been used
to host the receiver. This robot was placed close to the origin of
coordinates (see Fig. 1(a)) and it was programmed to rotate at
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Fig. 18. Pioneer 3DX robot with the ultrasonic microphone attached at the end of
the  bar used to capture real signals at different speeds.

different angular speeds ranging from 0.5 to 3.5 rad/s, correspond-
ing to receiver linear velocities from 0.98 to 6.82 m/s  when this
receiver is installed at the bar’s end. Fig. 18 shows the robot with
the horizontal bar and the ultrasonic microphone at the end of this

bar. The laptop’s screen displays the ultrasonic signals received at
that moment, with a new emission from all beacons every 60 ms.

Fig. 19 shows the cumulative error in DTOAs determination for
all beacons, considering two  different angular velocities of 0.5 and
3.5 rad/s, both for the classic receiver (left column) and for the
Doppler-tolerant receiver (right column). It is important to note
that these results were derived from the anaysis of the signals
acquired along a circumference of radius 1.98 m centered close
to the origin of coordinates. This fact explains the good results
obtained for beacon 1, even with the classic receiver at high angu-
lar speed, since the radial speed of the receiver with respect to this
beacon is always very small for this particular trajectory. Also, note
that the worst results were always obtained for beacon 5. After
analysing these results, we independently measured the Sound
Pressure Level (SPL) of all beacons and detected an unusually low
value of this parameter for beacon 5, that we have attributed to a
manufacturing defect.

Degraded system performance caused by the above mentioned
real phenomena becomes evident if we  notice that the 100% detec-
tion percentage is no longer achieved even at very low speeds, and
also that the maximum error represented in this figure is four times
that represented in Fig. 16.  This significant increment of the error
may  also be explained by the fact that it is difficult to accurately
establish the real position of the receiver while the robot is turning,

Fig. 19. Cumulative error in DTOAs determination for two different angular speeds in the classic receiver (left column) and in the Doppler-tolerant receiver (right column).
Non-detections are included as infinite-error detections.
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Fig. 20. Cumulative error in radial speeds estimates for all beacons.

since this movement makes the robot slip slightly out of its orig-
inal position. In any case, this figure confirms that the percentage
of detection of the Doppler-tolerant receiver supersedes that of the
classic receiver with high receiver speeds in most cases.

Finally, Fig. 20 shows the cumulative error in radial speed esti-
mation for all beacons when turning the robot at seven different
angular speeds from 0.5 to 3.5 rad/s in increments of 0.5 rad/s. As
can be seen in this figure, 90% of data from all beacons fall below an
error of 0.8 m/s  in radial speed estimation. Again, the best results
are obtained from beacon 1 and the worst from beacon 5 for the
same reasons explained above.

6. Conclusions

This work has presented a novel Doppler-tolerant receiver for a
broadband ultrasonic Local Positioning System. The main element
of this receiver is a set of seven banks of 5 Kasami correlators,
each one matched to a different frequency-shifted version of the
codes to be detected. These banks are identical in practice, since
the frequency-shift matching is obtained by means of a multirate
filter bank that compensates for the Doppler effect of the incoming
signal. The interpolation factor Q determines the Doppler resolution
of the detector, that is 0.67 m/s  in our system (Q = 512).

The whole system has been implemented in a Virtex-5 FPGA-
based platform working at a master clock frequency of 100 MHz.
The hardware implementation of every stage in the system,
including the interpolation module, the dispatcher, the BPSK
demodulator, the Kasami correlators, the peak detector and the
DTOA determination module, has been described in detail and val-
idated by means of a post-place-route simulation. All these stages,
together with a bank of communication registers, constitute a com-
plex peripheral which is accessed by a Microblaze processor via PLB
bus.

The performance of the receiver has been first analysed with
a set of 1200 test signals synthetically generated to simulate dif-
ferent positions and velocities for this receiver. The results show
that the sensor is capable of detecting the signals coming from all
the beacons when moving at velocities of up to 3 m/s  in a horizontal
plane of 4 m× 4 m and with very low values of SNR. These simulated
results also show that the largest errors in DTOA determination are
approximately of 18 �s.

The system performance has been also analysed with signals
generated by a real uLPS infrastructure, the aim being to study
the impact that phenomena depending on a particular architec-
ture, such as transducers response or the multipath propagation
effect, may  have on performance. Real results clearly show the

relevance of these phenomena, since 100% detection percentage
is no longer achieved even with very low receiver velocities. Also,
the maximum error in DTOAs determination is increased by a
factor of �4. Real data analysis confirms the improved capability of
the proposed Doppler-tolerant receiver to detect high bandwidth
ultrasonic signals from a moving receiver.

Finally, we would like to remark that in the proposed sensor
the Microblaze processor has been used to calculate the DTOA of
the signals coming from all the beacons, to estimate the receiver
radial speed with respect to these beacons and to communicate
these data to a central computer via a RS-232 port, where they
are visualized and further processed. Nevertheless, the hyperbolic
trilateration algorithms used to estimate the receiver location from
the measured DTOAs could be programmed into the Microblaze,
fully exploiting the resources of this processor to design a sensor
that would not need the participation of an external processing
unit.
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