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Abstract. We study the holomorphic functions on a complex Banach space E that
are invariant under the action of a given group of operators on E. A great variety of
situations occur depending, of course, on the group and the space. Nevertheless, in the
examples we deal with they can be described in terms of a few natural ones and functions
of a finite number of variables.

1. Introduction

Holomorphic functions that are invariant under the action of some group or semi-
group of operators have been considered by several authors. In [14] functions invariant
under the permutation of variables and their approximation by symmetric polynomials
are studied on `p spaces. Some of those results are generalised in [9] to real separa-
ble rearrangement-invariant function spaces. In [1] the algebra of functions in the ball
algebra A(B`p) which are invariant under permutation of variables is studied in detail,
and its spectrum is described. Recently [5], [6], [7] the analogous situation for the space
Hb(`p) of holomorphic functions of bounded type has been studied, including a char-
acterization of convolution operators on the algebra of symmetric functions through a
symmetric convolution on the spectrum. A common feature of the symmetric homo-
geneous polynomials in all these examples is that they arise as compositions of finite
variable polynomials with some natural examples of symmetric polynomials. Such a
feature is also found in the new cases we treat in this paper: For instance, a polyno-
mial P on C([0, 1]) that is invariant under the action of homeomorphisms of [0, 1], i.e.
P (x) = P (x ◦ φ), x ∈ C([0, 1]) and φ a homeomorphism of [0, 1], turns out to be of the
form P (x) = q

(
x(0), x(1)

)
, where q is a two-variable symmetric polynomial. Let us state

that our polynomials are assumed to be continuous.
The requirement of “symmetry” reduces the number of existing functions: sometimes it

is so restrictive that only the constant ones are “symmetric” while in others, the resulting
space is infinite-dimensional or even it is algebraically generated by an infinite set.
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In section 2 we consider the following general situation. Let E be a Banach space,
U ⊂ E an open subset and H(U) an algebra of holomorphic functions defined on U (i.e.,
H(U) could be Hb(E), H(E), A(BE), H∞(BE), etc...). All the algebras we consider will
be m-convex (see [11] or [17]). Now suppose G is a subgroup of L(E) leaving U fixed. We
consider the action of G on H(U) as follows

G×H(U) −→ H(U)

(γ, h) 7→ h ◦ γ

and we consider the subalgebra of H(U) consisting of the G-symmetric functions, i.e.,

HG(U) = {h ∈ H(U) : h ◦ γ = h for all γ ∈ G}.
We address several questions about HG(U) : the existence of a symmetrization operator
H(U) −→ HG(U), the extendibility of multiplicative linear functionals from HG(U) to
H(U), and others regarding the spectra of H(U) and HG(U).

In case G is a compact group (and a related situation, see Theorem 2.5) with the SOT
topology, i.e., the topology of pointwise convergence on L(E), we prove the existence of a
“symmetrization” device acting on the space of analytic functions which shows that the
subspace of G-symmetric holomorphic functions is complemented. Such a “symmetriza-
tion” is not multiplicative in general but, however, it is nice enough to guarantee that any
character in HG(U) can be extended to a character in H(U).

The remaining sections are devoted to the study of some examples. In section 3, we
address the example of groups arising from homeomorphisms: given K a compact set and
S a group of homeomorphisms of K, we consider the Banach space E = C(K), and the
group

G = {γ : E −→ E : γ(x) = x ◦ φ for some φ ∈ S}.
In section 4 we deal with groups arising from operators on sequence spaces. Let E = `p

or c0, and G the group generated by the sequence of operators {γn}n∈N of the form

(x1, . . . , xn, . . .)
γn7−→(x1, . . . , ωnxn, . . .),

where ωn is an n-th root of unity.
Finally, in section 5 we study groups given by measure preserving maps. TakeK = [0, 1],
S = {φ : K −→ K Lebesgue measure-preserving maps}, and E = C(K)′′ or Lp(K), and
G = {γ : E −→ E : γ(x) = x ◦ φ for some φ ∈ S}. Here and in section 3 we use
the canonical extension to the bidual of either a polynomial or a multilinear mapping as
constructed in [4] (see also [8, 6.2] for a perhaps more easily available reference).

For these specific examples, we are able to describe the G-symmetric polynomials in
terms of the most natural ones and polynomials of a finite number of complex variables.

2. Generalities

It is a general fact that the Taylor series of a G-symmetric holomorphic function at a
G-fixed point a is built with G-symmetric polynomials:
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Remark 2.1. If f =
∑

k Pk,a is the Taylor series of f ∈ HG(U) at a and γ(a) = a for all
γ ∈ G, then Pk,a ∈ HG(U) for all k.

Proof. Since γ(a) = a, there is an open ball B(a, ε) such that γ(B(a, ε)) lies in the ball
of convergence of f at a,B(a, rf ). Thus for all x ∈ B(a, ε),∑

k≥0

Pk,a(x− a) = f(x) = f(γ(x)) =
∑
k≥0

Pk,a(γ(x)− a)

=
∑
k≥0

Pk,a(γ(x)− γ(a)) =
∑
k≥0

(Pk,a ◦ γ)(x− a).

Thus by the uniqueness of the Taylor series expansion, Pk,a = Pk,a ◦ γ for all k. �

We note that the condition γ(a) = a for all γ ∈ G cannot be dispensed with. A
simple example may be seen by putting E = C2, G = {id, S} where S(z, w) = (−z, w),
f(z, w) = z2 + w2, and a = (1, 0).

In what follows, we endow the group G with the strong operator topology (SOT). Recall
[12] that a subset B ⊂ U is called U-bounded if it is both bounded and bounded away
from the complement of U .

Lemma 2.2. If G is compact and B is U -bounded, then G(B) is U -bounded

Proof. Indeed, note that for any x ∈ E, ‖(·)(x)‖ : G −→ R is continuous. Thus by
compactness

‖γ(x)‖ ≤ Cx for all γ ∈ G.
By the uniform boundedness principle, ‖γ‖ ≤ C for all γ ∈ G. Now ‖γ(x)‖ ≤ C‖x‖ ≤
C sup{‖x‖ : x ∈ B} for all γ ∈ G and x ∈ B. If G(B) were not U -bounded, given any
ε > 0, we would find a ∈ U c, γ ∈ G and x ∈ B, with ‖γ(x) − a‖ < ε

C
; applying γ−1, we

would have ‖x− γ−1(a)‖ < ε. So we would be led to d(B,U c) = 0, a contradiction. Note
that we used that G(U) ⊂ U (and hence G(U c) ⊂ U c). �

In the following two theorems we considerH(U) to be Hb(U), and later we will comment
on the cases A(BE) and H∞(BE), which are simpler.

Theorem 2.3. Let G ⊂ L(E) be a compact group. The mapping σG : H(U) −→ HG(U)
defined by

σG(h)(u) =

∫
G

(h ◦ γ)(u) dµG(γ), u ∈ U,

where µG is the Haar measure on G, is a continuous linear projection such that σG(fh) =
fσG(h) for f ∈ HG(U). Moreover, if T is a closed subgroup of G, then σG ◦ σT = σG,
and, further, σT ◦ σG = σG whenever T is, in addition, a normal subgroup of G, i.e.,
γT = Tγ ∀γ ∈ G.

Proof. Since G carries the topology of pointwise convergence on L(E), the integral is
defined because the function γ ∈ G 7→ (h ◦ γ)(u) is continuous on G. Clearly, σG(h) is
holomorphic as it is continuous and Gateaux-holomorphic.
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Since G is SOT-compact, by Lemma 2.2 G(B) is U -bounded if B is, and we have
‖σG(h)‖B ≤ ‖h‖G(B) from which we deduce the continuity of σG.

Note now that if f ∈ HG(U),

σG(fh) =

∫
G

(fh) ◦ γ dµG(γ)

=

∫
G

(f ◦ γ)(h ◦ γ) dµG(γ)

=

∫
G

f(h ◦ γ) dµG(γ)

= f

∫
G

h ◦ γ dµG(γ)

= fσG(h).

Next, observe that for the subgroup T,

σG(σT (h)) =

∫
G

∫
T

h ◦ t dµT (t) ◦ γ dµG(γ)

=

∫
G

∫
T

h ◦ t ◦ γ dµT (t) dµG(γ)

=

∫
T

∫
G

h ◦ (t ◦ γ) dµG(γ) dµT (t) (∗)

=

∫
T

∫
G

h ◦ γ dµG(γ) dµT (t) by invariance of µG

=

∫
G

h ◦ γ dµG(γ) = σG(h).

Finally, if T is normal, then

σT (σG(h)) =

∫
T

∫
G

h ◦ (γ ◦ t) dµG(γ) dµT (t)

=

∫
T

∫
G

h ◦ (t′ ◦ γ) dµG(γ) dµT (t),

and the proof follows as from (∗) above. �

The continuity for the cases H(U) = A(BE) and H(U) = H∞(BE) is immediate from
the definition of σG.

Remark 2.4. The symmetrization operator above is not necessarily multiplicative: Just

recall the two variables case: σ(f)(x, y) = f(x,y)+f(y,x)
2

. Then, σ(π1) = σ(π2), however,
σ(π1)σ(π2) 6= σ(π1π2).

When T is normal in G, given f ∈ HT (U) and γ ∈ G/T we may define f◦γ = f◦γ. This
is well-defined for if γ1 = γ2, then γ1γ

−1
2 = t ∈ T and γ1 = tγ2; thus f◦γ1 = f◦t◦γ2 = f◦γ2.
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Then σG may be written

σG(f) =

∫
G/T

f ◦ γ dµG/T (γ),

where µG/T is the Haar measure on the quotient group G/T .

Theorem 2.5. If for the —perhaps non compact— group G there is an ascending chain
C of compact subgroups such that

i)
⋃
S∈C S is dense in G, and

ii) G(B) is U -bounded for each U -bounded subset B,

then there is a continuous symmetrization operator

σG : H(U) −→ HG(U)

such that σG(fh) = fσG(h) and σG(f) = f for all f ∈ HG(U) and h ∈ H(U).

Proof. We take a free ultrafilter U on the index set of compact subgroups of G. Then for
any h ∈ H(U) and u ∈ U , define

σG(h)(u) = lim
U
σS(h)(u) = lim

U , S∈C
σS(h)(u).

Note that the limit exists because all σS(h)(u) are contained in the bounded set {h(γ(u)) :
γ ∈ G}. It is easily checked that σG(h) ∈ H(U) because the family {σS(h)} ⊂ H(U) as a
τ0-bounded family is equicontinuous and σG(h) is Gateaux-holomorphic as a cluster point
of a τ0-bounded family. For any γ ∈

⋃
S∈C S, the function σG(h) is invariant under the

action of γ, i.e., σG(h)(γ(u)) = σG(h)(u) for every u ∈ U. Now the density assumption
assures that also σG(h)(γ(u)) = σG(h)(u) for every γ ∈ G and u ∈ U .

For each U -bounded subset B of U , and x ∈ B,

|σG(h)(u)| = lim
U
|σS(h)(u)| ≤ lim

U
‖σS(h)‖B ≤ lim

U
‖h‖S(B) ≤ ‖h‖G(B),

so ‖σG(h)‖B ≤ ‖h‖G(B), and σG is continuous.
Finally, if f ∈ HG(U), then f ∈ HS(U) for all subgroups S of G. So for all h ∈ H(U)

and u ∈ U ,

σG(fh)(u) = lim
U
σS(fh)(u) = lim

U
f(u)σS(h)(u) = f(u) lim

U
σS(h)(u) = f(u)σG(h)(u).

Therefore, σG(fh) = fσG(h). �

The proof for the cases H(U) = A(BE) and H(U) = H∞(BE) is again immediate and
in fact does not require condition ii) above.

We will call σG the symmetrization operator associated to G. The existence of such
a projection implies that HG(U) is closed in H(U) and that if f ∈ HG(U) may be
approximated by some h ∈ H(U), f can be approximated by the G-symmetric functions
σG(h) as happens in [14, Theorem 12]. Observe that whenever h is an m-homogeneous
polynomial, σG(h) is also an m-homogeneous polynomial since it is holomorphic and m-
homogeneous.
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Notice that the symmetrization operator given in [5, Example 2.20] is the case of the
group G of permutations of N acting on E = `1 and C the family of finite permutations.

In view of Lemma 2.2, one may wonder if condition i) of the Theorem implies condition
ii). The following Remark will help clarify the role of condition ii).

Remark 2.6. Let E be `p, c0, or `∞, and ek the canonical unit vectors. We define
continuous operators sn : E −→ E by

sn(e2n−1) = ne2n,

sn(e2n) =
1

n
e2n−1,

and sn(ek) = ek for all other k.

Note that s2
n = id (the identity operator), and that all sn’s commute. Take Sm to be

the group generated by {s1, . . . , sm}, and define G =
⋃
m Sm. Each Sm is finite (has 2m

elements) and is therefore compact. We have the following.
a) For any E, A = {ek : k ∈ N} is bounded but G(A) is unbounded. Thus i) does not
imply ii).
b) For E = c0, there is an element x ∈ c0 such that G(x) is unbounded: take

x = (1, 0, 2−
1
2 , 0, 3−

1
2 , 0, 4−

1
2 , 0, . . .) =

∞∑
k=1

e2k−1√
k
.

Then sn(x) =
∑

k 6=2n xkek +
√
n e2n.

c) For E = `1, G is not locally compact (and thus, not amenable): a neighborhood basis
of id ∈ G in the SOT topology is given by sets of the form

V = {γ ∈ G : ‖γ(a)− a‖1 < ε, (finitely many a’s)}

and since the subspace spanned by non-increasing sequences a = (a1, a2, . . .), (ak ≥ ak+1)
is dense in `1, we may suppose a is non-increasing. Now

sn(a)− a = (0, 0, . . . ,
a2n

n
− a2n−1, na2n−1 − a2n, 0, 0, . . .), so

‖sn(a)− a‖1 = |a2n

n
− a2n−1|+ |na2n−1 − a2n|

≤ |a2n|
n

+ |a2n−1|+ n|a2n−1|+ |a2n|

=
|a2n|
n

+ |a2n−1|+
1

2
(2n− 1)|a2n−1|+

|a2n−1|
2

+ |a2n| < ε,

for large enough n. Note that the third term in the last line tends to zero by Pringsheim’s
theorem [10]. Thus for any given V , the operators sn are in V for large n. Hence, for the
bounded set A = {ek : k ∈ N}, V A is unbounded. If G were locally compact we would
have V A ⊂ KA for some compact K. This cannot happen —as in Lemma 2.2— by the
uniform boundedness principle. Thus G is not locally compact.
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We now study the spectrum of HG(U), (i.e., the set of continuous scalar-valued homo-
morphisms) which we will denote M(HG). We define

ρ :M(H(U)) −→M(HG(U)) where ρ(ϕ) = ϕ|HG(U),

and

(γ, ϕ) ∈ G×M(H(U)) −→ ϕγ ∈M(H(U)) where ϕγ(h) = ϕ(h ◦ γ).

Corollary 2.7. With H(U) and G as in Theorem 2.5, the restriction mapping

ρ :M(H(U)) −→M(HG(U))

is surjective.

Proof. We need to show that every character α : HG(U) −→ C extends to a character
ϕ : H(U) −→ C. Let Iα = Kerα ⊂ HG(U), and let I be the ideal of H(U) generated
by Iα. We show that I is a proper ideal: if not, we would have f1, . . . , fn ∈ Iα and
h1, . . . , hn ∈ H(U) such that

1 = f1h1 + · · ·+ fnhn.

Apply α ◦ σG and we have

1 = α(σG(1))

= α(σG(f1h1 + · · ·+ fnhn))

= α(f1σG(h1) + · · ·+ fnσG(hn))

= α(f1)α(σG(h1)) + · · ·+ α(fn)α(σG(hn))

= 0.

The properties of σG show that σG(I) ⊂ Iα, hence I is contained in the hyperplane
Ker(α ◦ σG) which is closed since both α and σG are continuous. Thus I is a closed
proper ideal. For any closed proper ideal the quotient algebra is also an m-convex algebra,
so I is contained in a closed maximal ideal. Now the Gelfand-Mazur theorem for m-
convex algebras [2] implies that this closed maximal ideal is the kernel of a character
ϕ ∈M(H(U)). �

Some comments are in order:

Remark 2.8. Consider H(U) = Hb(E). This is a barrelled m-convex algebra. Thus even
though all its closed maximal ideals have codimension one, since some of its elements have
unbounded spectra, by [18] Hb(E) contains non-closed maximal ideals of codimension
larger than one.

Note also that in general (i.e., without the existence of σG) HG(U) is an inverse-closed
subalgebra of H(U): if h ∈ HG(U) and h is invertible in H(U), then it is invertible in
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HG(U). Indeed, for all γ ∈ G,

1 = 1 ◦ γ = (hh−1) ◦ γ
= (h ◦ γ)(h−1 ◦ γ)

= h(h−1 ◦ γ),

thus h−1 ◦ γ = h−1 by the uniqueness of inverses, and h−1 ∈ HG(U).
However, this in itself does not imply the extendibility of multiplicative linear function-

als [15].

We end this section with a few remarks regarding the structure of the spectrum of
HG(U).

Remark 2.9. There may, of course, be many characters extending α. If ϕ extends α,
then the orbit Oϕ = {ϕγ : γ ∈ G} is contained in the fiber ρ−1(α) over α: for every γ ∈ G
and f ∈ HG(U),

ϕγ(f) = ϕ(f ◦ γ) = ϕ(f) = α(f).

The orbit Oϕ is in general, smaller than the fiber ρ−1(ρ(ϕ)). An example where the
orbit is small: take ϕ to be evaluation at zero. Then Oϕ = {ϕ}.

Another example where an orbit differs from the fiber is the following: Let T be a non-
surjective hypercyclic operator on E, and G the group generated by T . Then the only
G-invariant holomorphic functions are the constants, and M(HG(E)) is a single point.
Let ϕ be evaluation at x, and let y ∈ E be a point not in the image of T . Then evaluation
at y is not in Oϕ.

The fiber ρ−1(ρ(ψ)) is a disjoint union of orbits. Indeed, if ρ(ϕ) = ρ(ψ) we have already
seen that Oϕ ⊂ ρ−1(ρ(ψ)). But all orbits are disjoint: if ψa = ϕb, then ψ = ϕa−1b.

When G is a compact group, all orbits in any given fiber have the same barycenter
(which is not in general a character). Indeed,

ϕ(σG(h)) = ϕ

(∫
G

h ◦ γ dµG(γ)

)
=

∫
G

ϕ(h ◦ γ) dµG(γ)

=

∫
G

ϕγ(h) dµG(γ)

=

(∫
G

ϕγ dµG(γ)

)
(h),

thus ϕ ◦ σG is the barycenter of the orbit Oϕ.
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3. Groups arising from homeomorphisms

In this section we study the case of E = C(K), for a compact space K and the group
G ⊂ L(E) of composition operators on C(K) arising from all homeomorphisms φ of K,
i.e., G = {γ : E −→ E : γ(x) = x ◦ φ for some homeomorphism φ}.

Theorem 3.1. Suppose K = [0, 1]. A holomorphic function f : E → C is G-symmetric
if and only if there is an analytic symmetric function F ∈ H(C2) such that f(x) =
F(x(0), x(1)).

Proof. Let φn(t) = tn and let x ∈ E. The sequence (x ◦ φn)n is a bounded pointwise
convergent one to the function ϑx := x(0)χ[0,1[ + x(1)χ{1} that can be seen as an element
in E ′′. Moreover, by the Lebesgue Dominated Convergence Theorem the sequence (x◦φn)n
is a w(E,E ′)-Cauchy sequence that is also w(E ′′, E ′)-convergent to ϑx.

Recall that the bidual space of E is also a C(K) type space, thus it also has the Dunford-
Pettis property. Therefore for any multilinear form A on E its canonical extension [4] Ã
to E ′′ is weakly sequentially continuous, and therefore, maps weakly Cauchy sequences
into convergent ones. So for any G-symmetric polynomial P : E → C, we have

P̃ (x(0)χ[0,1[ + x(1)χ{1}))) = P̃ (ϑx) = lim
n
P (x ◦ φn) = P (x).

Notice that for the homeomorphism κ(t) = 1− t,

P (x) = P (x ◦ κ) = P̃ (x(1)χ[0,1[ + x(0)χ{1}),

that shows that P (x) is a symmetric function of the variables {x(0), x(1)}.
Next observe that if we denote by ι the linear mapping

(α, β) ∈ C2 → αχ[0,1[ + βχ{1} ∈ E ′′,

it turns out that ‖ι‖ ≤ 2 and that P̃ ◦ ι is a symmetric homogeneous polynomial for which

P (x) =
(
P̃ ◦ ι

)
(x(0), x(1)).

Finally, any entire function f can be written as its Taylor series f(x) =
∑
Pm(x) ∀x ∈

E. Thus f(x) =
∑(

P̃m ◦ ι
)

(x(0), x(1)) = f(x(0)κ + x(1)(1 − κ)). This yields that f

factors through C2 : Indeed, if F(u, v) := f(u(1− κ) + vκ), F is an entire function which
is symmetric because for the homeomorphism κ, one has (u(1−κ)+vκ)◦κ = v(1−κ)+uκ,
hence F(v, u) = f(v(1− κ) + uκ) = f(u(1− κ) + vκ) = F(u, v). Therefore,

f(x) = f (x(0)κ+ x(1)(1− κ)) = F(x(0), x(1)) �

Let’s denote byA the algebra ofG-symmetric analytic functions (necessarily of bounded
type because of Theorem 3.1) on E = C([0, 1]) endowed with the topology of uniform
convergence on bounded subsets of E.

Proposition 3.2. The spectrum of A identifies with the quotient set C2/ ∼, where
(a, b) ∼ (c, d) if {a, b} = {c, d}.
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Proof. Given (a, b) ∈ C2/ ∼, we define the homomorphism ϕ(a,b) according to ϕ(a,b)(f) :=
F(a, b) where f(x) = F(x(0), x(1)). It is well defined, since if f(x) = G(x(0), x(1)), for
some symmetric G ∈ H(C2), then F(x(0), x(1)) = G(x(0), x(1)), for any x ∈ E. And in
particular for some affine function x0 with x0(0) = a and x0(1) = b.

Clearly ϕ(a,b) is linear and multiplicative. It is indeed continuous because if λ ≥
max{|a|, |b|}, then |ϕ(a,b)(f)| = |F(x0(0), x0(1))| = |f(x0)| ≤ ‖f‖λBE

.
Let ϕ belong to the spectrum of A. Consider the multiplicative linear one-to-one and

continuous map

F ∈ Hs(C2)
Λ
; (F(x(0), x(1))) ∈ A.

Then ϕ ◦ Λ is a continuous homomorphism of Hs(C2), so there is a point (a, b) ∈ C2

such that (ϕ ◦ Λ)(F) = F(a, b). Then for any f ∈ A, f(x) = F(x(0), x(1)), we have
ϕ(f) = (ϕ ◦ Λ)(F) = F(a, b). �

Corollary 3.3. Every continuous endomorphism T of A is a composition operator, that
is, there is a continuous Φ : E → E such that Tf(x) = (f ◦ Φ)(x).

Proof. To begin with, realize that every continuous endomorphism T : Hs(C2)→ Hs(C2)
arises from an analytic mapping Υ = (υ1, υ2) : C2 → C2 such that T (G) = G ◦ Υ and
Υ(z, w) ∼ Υ(w, z) are a permutation of each other. Then either

υ1(z, w) = υ1(w, z) and υ2(z, w) = υ2(w, z) ∀(z, w) or

υ1(z, w) = υ2(w, z) and υ2(z, w) = υ1(w, z) ∀(z, w).

That is, either υ1 and υ2 are symmetric or υ1(z, w) = υ2(w, z) ∀(z, w).
Now if T : A → A is a continuous homomorphism, then T := Λ−1 ◦ T ◦ Λ is a

continuous homomorphism of Hs(C2), so there is Υ such that Λ−1 ◦ T ◦ Λ(G) = G ◦ Υ.
Thus, (T ◦ Λ)(G)(x) = Λ(G ◦Υ)(x). Hence

T (f)(x) = T (Λ(F)) (x) = Λ(F ◦Υ)(x) = F (υ1(x(0), x(1)), υ2(x(0), x(1))) .

In case both υ1 and υ2 are symmetric we consider the self-map of E, x 7→ Φ(x) :=
κυ1 ◦ (x, x ◦ κ) + (1− κ)υ2 ◦ (x, x ◦ κ). Then we have

f(Φ(x)) = F(Φ(x)(0),Φ(x)(1)) = F (υ1(x(0), x(1)), υ2(x(1), x(0)) = Tf(x).

While in the other case, we consider the self-map of E, x 7→ Φ(x) := υ1 ◦ (x, x ◦ κ), we
have that

f(Φ(x)) = F(Φ(x)(0),Φ(x)(1)) = F(υ1(x(0), x(1)), υ1(x(1), x(0)) = Tf(x).

In each case, Φ is continuous since υ1 and υ2 are uniformly continuous on bounded subsets
of C2. �

The group G is not compact for the SOT topology: Suppose that the sequence Tn(x) =
x◦φn given by composition with φn(t) = tn has a cluster point Γ ∈ G. Then for the identity
function ι and any t ∈ [0, 1], we have |tn−Γ(ι)(t)| ≤ ‖Tn(ι)−Γ(ι)‖ → 0 as n→∞. Thus
Γ(ι)(t) = 0 for 0 < t < 1 and consequently for all t ∈ [0, 1], something that does not
happen for t = 1. Nevertheless, we still have
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Proposition 3.4. There is a continuous non-multiplicative projection from Hb(E) onto
A.

Proof. The mapping g ∈ Hb(E)
Θ7→ G(z, w) := g̃(zχ[0,1[ + wχ{1}) ∈ H(C2) is well defined

and in case g is G-symmetric, G is symmetric since such holds for the G-symmetric
homogeneous polynomials. Let’s denote S the symmetrization operator H(C2)→ Hs(C2)
defined by S(F)(z, w) = 1

2
(F(z, w)+F(w, z)). Then Λ◦S◦Θ is the desired projection; its

continuity is straightforward bearing in mind that the canonical extension is a continuous
operator. To see that it is not multiplicative, consider in Hb(E) the elements δ0 and
δ1. As linear functionals, they coincide with their canonical extension which in turn is

multiplicative [16], so δ̃0 · δ1 = δ0 · δ1. Thus, Θ(δ0)(z, w) = z, Θ(δ1)(z, w) = w and
Θ(δ0 · δ1)(z, w) = zw. And Λ ◦S ◦Θ(δ0)(x) = Λ

(
1
2
(z +w)

)
(x) = 1

2
(x(0) + x(1)), and also

Λ ◦ S ◦ Θ(δ1)(x) = Λ
(

1
2
(z + w)

)
(x) = 1

2
(x(0) + x(1)), whereas Λ ◦ S ◦ Θ(δ0 · δ1)(x) =

Λ
(
(zw)

)
(x) = (x(0), x(1)). �

Remark 3.5. If we replace the group G by the group of linear isometries of C(K), K =
[0, 1], then it turns out that any f ∈ A must be constant.

Proof. According to the Banach-Stone theorem, now f has to be also invariant under
all multiplication operators x ∈ C(K) 7→ xh ∈ C(K) given by all h ∈ C(K) such
that |h(t)| = 1 ∀t ∈ K. That is, f(xh) = f(x), which according to Theorem 3.1 yields
F
(
x(0)h(0), x(1)h(1)

)
= F

(
x(0), x(1)

)
. Therefore since any element in C2 can be de-

scribed as (x(0), x(1)) for some x ∈ C(K), and for every couple (α, β) in the torus, there
is h ∈ C(K) with |h(t)| = 1 for all t ∈ K such that h(0) = α, h(1) = β, we have that
F(αz1, βz2) = F(z1, z2), ∀z1, z2 ∈ C. Using the identity principle, the former identity
holds for every (α, β) ∈ C2, and thus F(α, β) = F(1, 1). �

Example 3.6. For K := N ∪ {∞}, the one point compactification of N, and the space
E = C(N ∪ {∞}) = c, the space of convergent sequences, the G-symmetric analytic
functions f : E → C are of the form F(limxn) where F ∈ H(C) and (xn) ∈ c.

Proof. In this case the homeomorphisms φ ofK are the permutations of N, since any home-
omorphism maps isolated points into isolated points, that is φ(N) = N and φ(∞) = ∞,
and, indeed, every permutation s of N leads to a homeomorphism φ since s is continuously
extended to K by mapping ∞ into itself.

Next, we observe that the linear form (xn) ∈ c → limn xn ∈ C is symmetric. And to
complete the proof, consider the sequence of homeomorphisms (φk) defined by φ(k+ i) =
k + i and reversing the order in the interval [1, k]. Then for every n ∈ N, we have that
φn+i(n) = i+1. Thus φk(n) = k−n+1, and so for every n ∈ N, the sequence (x ◦ φk(n))k
converges to x(∞) = limn xn. Thus (x ◦ φk)k is weakly convergent to the constant sequence
limn xn. Finally use the same arguments as in the proof of Theorem 3.1. �

Example 3.7. If K = S1, the unit sphere in C, then any G-symmetric analytic function
f : E → C is a constant one.
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Proof. Recall that the mappings Ta(z) = z−a
1−āz appear among the homeomorphisms of S1.

And also that if |λ| = 1 limt→−1 Ttλ(z) = λ for all z ∈ S1. Therefore for any x ∈ E,
limt→−1 x◦Ttλ(z) = x(λ) for all z ∈ S1. Thus the sequence (x◦Ttλ)t→−1 converges weakly
to the constant function x(λ)1. So for any G-symmetric polynomial P : E → C, that
is necessarily weakly sequentially continuous, we have P (x(λ)1) = limt→−1 P (x ◦ Ttλ) =
P (x). Hence P (x) = P (x(1)1) = P (x(λ)1).

Now, consider the linear mapping ι : C→ E given by ι(λ) := λ1. If F := P ◦ ι, it is an
homogeneous polynomial and P (x) = F(x(λ)) for any λ ∈ S1. We check that F(λ) = 0.
Indeed, pick x ∈ E such that x(1) = λ and x(−1) = 0. Then

F(λ) = P (λ1) = P (x(1)1) = P (x) = P (x(−1)1) = P (0) = 0.

Finally, apply Remark 2.1 to see that f must be constant. �

Remark 3.8. Assume that K = [0, 1]2 ⊂ C. Any analytic G-symmetric function f : E →
C is constant.

Proof. Recall that K is homeomorphic to the closed unit disc of C because of the Riemann
mapping theorem (see [13], p. 179). So we can replace K by ∆. Now, the arguments of
Remark 3.7 lead to the result. �

Example 3.9. Assume that K is the T -shaped space, that is K = [−1, 1] ∪ [0, i] ⊂ C.
An analytic function f : E → C is G-symmetric if and only if there is an analytic
function F ∈ H(C4) symmetric with respect to the last three variables such that f(x) =
F(x(0), x(1), x(−1), x(i)).

Proof. Let φn, n odd, be the homeomorphism of K given by φn(t) = tn if t ∈ [−1, 1] and
φn(it) = itn if it ∈ [0, i]. Argue as in Proposition 3.1. The sequence (x◦φn)n is a bounded
pointwise convergent one to the function ϑx := x(0)χ]−1,1[∪]0,i[ + x(1)χ{1} + x(−1)χ{−1} +
x(i)χ{i} that can be seen as an element in E ′′. Thus for homogeneous polynomials P,

P (x) = P̃ (x(0)χ]−1,1[∪]0,i[ + x(1)χ{1} + x(−1)χ{−1} + x(i)χ{i}).

Since suitable rotations would permute the points {−1, 1, i}, P is symmetric with respect
to x(−1), x(1), x(i).

This leads to the ”if” part of the statement. While for the converse, it is enough to
realize that any homeomorphism of K must have the set {−1, 1, i} invariant and 0 as a
fixed point by a connectedness argument. �

4. Groups arising from operators acting on sequence spaces

Most of the existing research on symmetric analytic functions has been done on the
classical sequence spaces `p, 1 ≤ p < ∞. See [1], [5], [6], [7], [9], and [14]. It was shown
in [9] that there are no non-null polynomials on c0 that are symmetric for the group G of
permutations of N. Above in Example 3.6 we pointed out the case of c.

In this section we deal with symmetric holomorphic functions given by the invariance
under the action of the group of operators on E = c0 generated by {γm}m∈N where
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γm : c0 → c0 is the linear operator defined by γm(ej) = ei2πδmj/mej (j ≥ 1). We will denote
by Πk : c0 → Ck the projection defined by Πk

(
(zj)

∞
j=1

)
= (z1, . . . , zk), and by ιk : Ck → c0

the inclusion ιk(z1, . . . , zk) =
∑k

j=1 zjej. We begin by proving the following assertion.

Lemma 4.1. Let Pk : c0 → C be a k-homogeneous polynomial such that Pk = Pk ◦ γm
for all m ≥ 1, then Pk = Pk ◦ ιk ◦ Πk.

Proof. Given (zj)j≥1 ∈ c0 and k < m, let us consider the one variable polynomial

C
Jm−→ c0

Pk−→C

θ 7→ (zj)j≥1 + (θ − 1)zmem 7→ Pk((zj)j≥1 + (θ − 1)zmem).

This polynomial has degree at most k. Since Jm(ei2πn/mθ) = (γm◦ n. . . ◦γm)
(
Jm(θ)

)
the

symmetry of Pk yields that Pk ◦ Jm(θ) = Pk ◦ Jm(ei2πn/mθ) for n = 1, 2, . . . ,m. Since
k < m, then Pk ◦ Jm must be constant. In particular, if we define w = (wj)j≥1 such that
wj = zj if j 6= m and wm = 0, then we have that Pk(w) = Pk(z). In other words, for
n ≥ k,

Pk ◦ ιn ◦ Πn(z) = Pk ◦ ιk ◦ Πk(z).

Now, since ιn ◦ Πn(z) −→
n→∞

z, and Pk is continuous, we conclude that

Pk(z) = Pk ◦ ιk ◦ Πk(z) �

By abuse of notation, for 1 ≤ m ≤ k, we continue to write γm for the operators defined
from Ck to Ck, defined by γm(z1, . . . , zm) = (z1, . . . , e

i2π/mzm, . . . , zm).

Lemma 4.2. Let Q̃k : Ck → C be a k-homogeneous polynomial such that

Q̃k(z1, z2, . . . , zk) = Q̃k ◦ γm(z1, z2, . . . , zk)

for all 1 ≤ m ≤ k. Then there exists Qk : Ck → C such that

Q̃k(z1, z2, . . . , zk) = Qk(z1, z
2
2 , . . . , z

k
k).

Proof. Let us denote by Λk = {(αm)km=1 ⊂ N0 : α1 + · · ·αk = k}. Since {zα}|α|=k =
{zα1

1 · · · z
αk
k : α1 + · · ·αk = k} is a basis for the space of k-homogeneous polynomials over

Ck, we can write

Q̃k(z1, . . . , zk) =
∑
|α|=k

aαz
α.

From the symmetry of Q̃k, given 1 ≤ m ≤ k, Q̃k(z) = Q̃k ◦ γm(z). Then we have∑
|α|=k

aαz
α = Q̃k(z) = Q̃k ◦ γm(z) =

∑
|α|=k

aαe
i2παm/mzα.
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We deduce that aα = 0 whenever m is not a divisor of αm. Let us consider Dk, a subset
of Λk, defined by Dk = {(αm)km=1 ⊂ N0 :

∑k
k=1 αj = k, and m | αm for all 1 ≤ m ≤ k}.

Given α ∈ Dk, if we write αm = mα̃m, then we obtain

Q̃k(z1, . . . , zk) =
∑
α∈Dk

aαz
α̃1
1 z2α̃2

2 · · · zkα̃k
k .

It is clear that Qk(z1, z2, . . . , zk) =
∑

α∈Dk
aαz

α̃1
1 zα̃2

2 · · · z
α̃k
k is the desired polynomial. �

Corollary 4.3. Let Pk : c0 → C be a k-homogeneous polynomial such that Pk = Pk ◦ γm
for all m ≥ 1. Then there exists Qk : Ck → C such that Pk(z) = Qk(z1, z

2
2 , . . . , z

k
k).

Remark 4.4. The previous corollary fails if we replace c0 by `∞ or c. In the first case,
let B : `∞ → `∞ be the backward shift. Given a Banach limit L, since L((zj)

∞
j=1) =

L(B((zj)
∞
j=1), it is clear that L = L ◦ γm for all m ∈ N. Then, if Corollary 4.3 holds on

`∞, we obtain that L((zj)
∞
j=1) = Q(z1) for some linear functional Q : C → C, such that

Q(z1) = α1z1. Note that L|c0 ≡ 0, then α1 = 0 and L ≡ 0, which is a contradiction.
Working on c, the linear functional L((zj)

∞
j=1) = limj→∞ zj satisfies L ◦ γm = L and it is

clear that it is not possible to write L((zj)
∞
j=1) = α1z1.

5. Groups arising from measure-preserving maps

We begin this section by considering E = Lp[0, 1], and studying those k-homogeneous
polynomials Pk : E → C satisfying Pk(x) = Pk(x ◦ φ) for all x ∈ E and any (Lebesgue)
measure preserving map φ : [0, 1]→ [0, 1],

Note that
∫ 1

0
xk =

∫ 1

0
(x ◦ φ)k for any measure preserving map φ, any k ∈ N0 and any

measurable function x : [0, 1]→ C. So, given any polynomial Pk : Ck → C the mapping

x 7→ P

(∫ 1

0

x,

∫ 1

0

x2, . . . ,

∫ 1

0

xk
)
,

defined on Lp[0, 1] for p ≥ k, has the desired property.

Now, given N ∈ N0, let us consider the 2N + 1 nodes
{
j/2N

}2N

j=0
⊂ [0, 1] and take a

regular partition of [0, 1] using them. Write I
(N)
j =

(
(j − 1)2−N ; j2−N

)
, for j = 1, . . . , 2N

and note that the measure of any of these sub-intervals is 2−N . Let us denote by SN the
space of N−level step functions, defined by

SN =

x : [0, 1]→ C : x(t) =
2N∑
j=1

ajχ
(N)
j (t) for some finite sequence {aj}2N

j=1 ⊂ C

 ,

where χ
(N)
j (t) = χ

I
(N)
j

(t).

Let us begin by studying k-homogeneous polynomials defined on E = Lp[0, 1] for
k ≤ p. Any permutation σ of a 2N elements set induces a measure preserving map
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φσ : [0, 1]→ [0, 1] defined by

φσ(j2−N) = j2−N for 0 ≤ j ≤ 2N ,

φσ |I(N)
j

: I
(N)
j −→ I

(N)
σ(j) for 1 ≤ j ≤ 2N ,

φσ |I(N)
j

(
(1− θ)(j − 1)2−N + θj2−N

)
= (1− θ)(σ(j)− 1)2−N + θσ(j)2−N for 0 < θ < 1.

We have Pk(x) = Pk(x ◦ φσ) for any x ∈ SN . We can consider the following commutative
diagram:

(1) C2N σ̃ //

ιN

))

Pk|SN
◦ιN

��

C2N

ιN

uu

Pk|SN
◦ιN

��

SN

Pk|SN

��
C

where, given z = (zj)1≤j≤2N , σ̃(z) = (zσ(j))1≤j≤2N and ιN : C2N → SN , defined by

z 7→ x(t) =
2N∑
j=1

zjχ
(N)
j (t).

Hence,

Pk ◦ ιN(z) = Pk

 2N∑
j=1

zjχ
(N)
j (t)

 = Pk

 2N∑
j=1

zσ(j)χ
(N)
j (t)

 = Pk ◦ ιN(σ̃(z)).

Then, Pk ◦ ιN is a symmetric polynomial on C2N , and it is possible to represent it using
any set of generators of the algebra of symmetric polynomials over C2N . For instance, we
can use the set 

2N∑
j=1

zj;
2N∑
j=1

z2
j ; . . . ;

2N∑
j=1

zkj ; . . . ;
2N∑
j=1

z2N

j

 .

Since Pk ◦ ιN is a k-homogeneous polynomial, it will be enough to take the set
2N∑
j=1

zj;
2N∑
j=1

z2
j ; . . . ;

2N∑
j=1

zkj

 .
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It follows that there exists Q̃N : Ck → C such that

Pk ◦ ιN(z) = Q̃N

 2N∑
j=1

zj;
2N∑
j=1

z2
j ; . . . ;

2N∑
j=1

zkj

 .

For x(t) = ιN(z), it means

Pk(x) = Q̃N

(
2N
∫ 1

0

x; 2N
∫ 1

0

x2; . . . ; 2N
∫ 1

0

xk
)

= QN

(∫ 1

0

x;

∫ 1

0

x2; . . . ;

∫ 1

0

xk
)
,

where QN is defined by QN(ω1; . . . ;ωk) = Q̃N(2Nω1; . . . ; 2Nωk) for all (ω1; . . . ;ωk) ∈ Ck.
Now we are ready to prove our first lemma.

Lemma 5.1. Given k ∈ N, there exists Nk ∈ N0 such that Φk : SNk
→ Ck, defined by

x 7→
(∫ 1

0

x; . . . ;

∫ 1

0

xk
)

is surjective.

Proof. The proof is by induction on k. If k = 1, it is easy to see that the range of Φ1 is C
considering the constant functions (or 0−level step functions). So, N1 = 0. Let us show
that if the assertion holds for k, then also holds for k + 1.

First, using the surjectivity of Φk, let us fix x1, . . . , xk ∈ SNk
, xl(t) =

∑2Nk

j=1 al,jχ
(Nk)
j (t)

for 1 ≤ l ≤ k, such that Φk(xj) = ej, where {e1, . . . , ek} is the canonical basis of Ck. Let
ξk+1 be a (k + 1)th primitive root of unity and let us choose any natural number Nk+1

such that k2Nk +(k+1) ≤ 2Nk+1 . Now, we can take a regular partition of [0, 1] using 2Nk+1

nodes and take a subset of Nk+1−level step functions ψ defined in the following way:

ψ(t) =
k∑
l=1

αl

2Nk∑
j=1

al,jχ
(Nk+1)

(l−1)2Nk+j
(t) + αk+1

k+1∑
j=1

ξjk+1χ
(Nk+1)

k2Nk+j
(t) for t ∈ [0, 1],

where α1, . . . , αk+1 ∈ C. Since k2Nk + (k + 1) ≤ 2Nk+1 , these functions are null for all

t ∈
⋃

j>k2Nk+(k+1)

I
(Nk+1)
j .

For 1 ≤ r ≤ k and 1 ≤ l ≤ k, a trivial verification and the inductive hypothesis show
that ∫ 1

0

2Nk∑
j=1

al,jχ
(Nk+1)
j (t)

r

dt = δl,r
2Nk

2Nk+1
. Further

∫ 1

0

(
k+1∑
j=1

ξjk+1χ
(Nk+1)

k2Nk+j
(t)

)r

dt =

∫ 1

0

(
k+1∑
j=1

ξjrk+1χ
(Nk+1)

k2Nk+j
(t)

)
dt = 0 by the primitiveness of ξk+1
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and ∫ 1

0

(
k+1∑
j=1

ξjk+1χ
(Nk+1)

k2Nk+j
(t)

)k+1

dt =
k + 1

2Nk+1
.

Also for 1 ≤ r ≤ k + 1,

ψr(t) =
k∑
l=1

αrl
( 2Nk∑
j=1

al,jχ
(Nk+1)

(l−1)2Nk+j
(t)
)r

+ αrk+1

( k+1∑
j=1

ξjk+1χ
(Nk+1)

k2Nk+j
(t)
)r

for t ∈ [0, 1],

from where one easily deduces that Φk+1 is surjective. �

Remark 5.2. Let k ∈ N0, Nk as in Proposition 5, and N > Nk. Then, since SNk
↪→ SN ,

we have that

Pk(x) = QNk

(∫ 1

0

x; . . . ;

∫ 1

0

xk
)

for all x ∈ SNk

and also

Pk(x) = QN

(∫ 1

0

x; . . . ;

∫ 1

0

xk
)

for all x ∈ SNk
,

using the surjectivity of Φk, we deduce that QN ≡ QNk
.

Suppose that we endow
⋃
N≥1 SN with some norm ‖ · ‖ such that x 7→

∫ 1

0
xj is a

continuous polynomial for 1 ≤ j ≤ k. If we complete (
⋃
N≥1 SN , ‖ · ‖) we are led to

a Banach space E such that
⋃
N≥1 SN ⊂ E is dense and x 7→

∫ 1

0
xj is a continuous

polynomial on E for any 1 ≤ j ≤ k. We are ready to state the first theorem of this
section.

Theorem 5.3. Let E be a Banach space as above. If Pk : E → C is a k-homogeneous
polynomial such that for any measure preserving map φ : [0, 1]→ [0, 1], we have Pk(x) =
Pk(x ◦ φ) for all x ∈ E, then there exists a polynomial Q : Ck → C such that

Pk(x) = Q

(∫ 1

0

x; . . . ;

∫ 1

0

xk
)
.

Proof. Given Pk, let us fix Q = QNk
. The assertion follows from the following diagram,⋃

N≥Nk

SN
Φk //

� _

��

Ck

Q

��
E

Pk

//

Φk

==

C

where Φk is defined using the density of ∪N≥Nk
SN in E and the continuity of Φk. �

The following Corollary can be obtained also from Theorem 9′ in [14].
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Corollary 5.4. Let p ≥ k and Pk : Lp[0, 1] → C be a k-homogeneous polynomial such
that for any measure preserving map φ : [0, 1]→ [0, 1], we have Pk(x) = Pk(x ◦ φ) for all
x ∈ Lp[0, 1]. Then, there exists a polynomial Q : Ck → C such that

Pk(x) = Q

(∫ 1

0

x; . . . ;

∫ 1

0

xk
)
.

Corollary 5.5. We can consider SN ⊂ L∞[0, 1], and E the closure of
⋃
N∈N SN in L∞[0, 1].

Following the same ideas we find that

Pk |E(x) = Q

(∫ 1

0

x; . . . ;

∫ 1

0

xk
)
.

In particular this characterization is valid for C[0, 1] and for the space of Riemann inte-
grable functions over [0, 1] with the sup-norm.

Corollary 5.6. Consider in E = C ′′[0, 1] the group G ⊂ L(E) of the self-maps x ∈ E 7→
x◦φ ∈ E, given by all measure preserving maps φ : [0, 1]→ [0, 1], where x◦φ(µ) is defined
by x(µ ◦φ−1). If Pk is a G-symmetric k-homogeneous polynomial on E, then, there exists
Q : Ck → C such that

Pk |C[0,1](x) = Q

(∫ 1

0

x; . . . ;

∫ 1

0

xk
)
.

5.1. Symmetry through the canonical extension. We might think that the assump-
tions on Pk can be modified in order to obtain results restricted to C[0, 1]. We can restrict
ourselves to studying polynomials on the space C[0, 1] using their canonical extension [4]
to define the symmetry. We say that Pk is ext-symmetric if for its canonical extension

P̃k we have Pk(x) = P̃k(x ◦ φ) for all continuous functions x and any measure preserving
map φ : [0, 1] → [0, 1]. Let us denote by λ the Lebesgue measure on [0, 1]. If we endow
C ′′([0, 1]) with the algebra structure induced by the Arens product [3], we obtain the
following result.

Theorem 5.7. Let Pk : C[0, 1] → C be an ext-symmetric k-homogeneous polynomial.
Then, there exists a polynomial Q : Ck → C such that

P̃k(T ) = Q
(
T (λ);T 2(λ); . . . ;T k(λ)

)
∀ T ∈ C ′′([0, 1]).

Proof. First, given a subinterval I ⊂ [0, 1], let us consider a bounded sequence of contin-
uous functions {xn}n∈N pointwise convergent to χI(t). Moreover, by the Lebesgue Domi-
nated Convergence Theorem the sequence {xn}n is a weakly Cauchy sequence that is also
weak* convergent to χI(t) in C ′′([0, 1]).

Recall that C ′′([0, 1]) has the Dunford-Pettis property. Therefore as in the proof of
Theorem 3.1,

P̃k(χI) = lim
n→∞

P̃k(xn),
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and then we can deduce that the equality P̃k(χI ◦ φ) = P̃k(χI) holds for any measure
preserving map φ, and it is also valid for the space of N − level step functions. As in
Corollary 5.5, we obtain that there exists a polynomial Q : Ck → C such that

P̃k |C[0,1](x) = Pk(x) = Q

(∫ 1

0

x; . . . ;

∫ 1

0

xk
)

∀ x ∈ C[0, 1].

Now, it remains to prove that

P̃k(T ) = Q
(
T (λ);T 2(λ); . . . ;T k(λ)

)
∀ T ∈ C ′′([0, 1]).

Next, we check that the proposed polynomial satisfies the criterion given in [16]. Note
that using the “algebraic properties” of the canonical extension, it is enough to show that
the monomials wm(x) =

∫ 1

0
xm are extended by Wm(T ) = Tm(λ) for 1 ≤ m ≤ k. So, we

have to prove that
(i) For each x ∈ C[0, 1], DWm(x) is weak* continuous, and
(ii) For each T ∈ C ′′[0, 1] and (xα) ⊂ C[0, 1] weak* convergent to T, DWm(T )(xα) →

DWm(T )(T ).
Recall that in spite of the non commutativity of the Arens product, the equality

xT = Tx holds whenever x ∈ C[0, 1] and T ∈ C ′′[0, 1]. Both conditions are fulfilled
because the Arens product is weak* continuous in the first variable and DWm(x)(T ) =
mTxk−1(λ), DWm(T )(xα) = mxαT

k−1(λ). �

Corollary 5.8. The k-homogeneous polynomial Pk : C[0, 1]→ C is ext-symmetric if and

only if P̃k is G-symmetric for the group G considered in Corollary 5.6 .

Proof. The ’if’ part is obvious, while for the ’only if’, notice that λ◦φ−1 = λ, so (T◦φ)(λ) =
T (λ ◦ φ−1) = T (λ) for T ∈ C ′′([0, 1]). �

Now, we construct an ext-symmetrization operator for k-homogeneous polynomials de-
fined on E = C[0, 1]. We need to define an operator S : P(kE) → Ps(kE). Here Ps(kE)
denotes the space of ext-symmetric k-homogeneous polynomials.

We begin by recalling, from Theorem 5.7, that we have to find a polynomial Rk : Ck →
C, such that

(2) S(Pk)(x) = Rk

(∫ 1

0

x; . . . ;

∫ 1

0

xk
)

for all x ∈ C[0, 1].

We can identify C2N and the N − level step functions as in (1). Now, we can consider
the symmetrization of Qk,N = Pk |SN

◦ ιN , namely

(Qk,N)s (z1; . . . ; z2N ) =
1

(2N)!

∑
σ∈G

2N

Pk |SN
◦ ιN(zσ(1); . . . zσ(2N )),



20 ARON, GALINDO, PINASCO, AND ZALDUENDO

where G2N is the permutation group of 2N elements. So, there exists Qk,N : Ck → C,
necessarily of degree not greater than k, such that

(Qk,N)s (z1; . . . ; z2N ) = Qk,N

 2N∑
i=1

zi;
2N∑
i=1

z2
i ; . . . ;

2N∑
i=1

zki

 .

For convenience, given N, let us define Rk,N : Ck → C according to Rk,N(ω1; . . . ;ωk) =
Qk,N(2Nω1; . . . ; 2Nωk), so that

Qk,N

 2N∑
i=1

zi;
2N∑
i=1

z2
i ; . . . ;

2N∑
i=1

zki

 = Rk,N

 1

2N

2N∑
i=1

zi;
1

2N

2N∑
i=1

z2
i ; . . . ;

1

2N

2N∑
i=1

zki ;

 .

Despite the fact that characterization (2) is valid for continuous functions, note that it is
also valid for N − level step functions.

Given an ultrafilter U on the set of natural numbers, we need to guarantee the existence
of lim

U
Rk,N ⊂ P(≤kCk). For this, let us check that given a point ω = (ω1; . . . ;ωk) ∈ Ck,

the values of Rk,N(ω) remain bounded. From Proposition 5.1 there exists Nk ∈ N such
that

SNk
−→ Ck

x 7→
(∫ 1

0

x; . . . ;

∫ 1

0

xk
)

is surjective. So, we can choose x =
∑2Nk

j=1 zjχ
(Nk)
j ∈ SNk

satisfying ω =
(∫ 1

0
x; . . . ;

∫ 1

0
xk
)

.

If we denote by x ◦ σ =
∑2Nk

j=1 zσ(j)χ
(Nk)
j , then

Rk,Nk
(ω) =Rk,Nk

(∫ 1

0

x; . . . ;

∫ 1

0

xk
)

= Qk,Nk

(
2Nk

∫ 1

0

x; . . . ; 2Nk

∫ 1

0

xk
)

= (Qk,Nk
)s (z1; . . . ; z2Nk ) =

1

(2Nk)!

∑
σ∈G

2Nk

Pk |SNk
◦ ιNk

(
zσ(1); . . . zσ(2Nk )

)
=

1

(2Nk)!

∑
σ∈G

2Nk

Pk(x ◦ σ).

So,

|Rk,Nk
(ω)| ≤

∣∣∣∣∣∣ 1

(2Nk)!

∑
σ∈G

2Nk

Pk(x ◦ σ)

∣∣∣∣∣∣ ≤ ‖Pk‖ max
σ∈G

2Nk

‖x ◦ σ‖k.
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Since SNk
⊂ SN for any N ≥ Nk, in these cases we can also consider x ∈ SN . If we need

to estimate |Rk,N(ω)| for N ≥ Nk, we will find that

|Rk,N(ω)| ≤

∣∣∣∣∣∣ 1

(2N)!

∑
σ∈G

2N

Pk(x ◦ σ)

∣∣∣∣∣∣ ≤ ‖Pk‖ max
σ∈G

2Nk

‖x ◦ σ‖k,

but for any step function x, the norm

‖x ◦ σ‖ = sup
‖µ‖=1

∣∣∣∣∫ 1

0

x ◦ σ dµ
∣∣∣∣ ≤ sup

‖µ‖=1

‖µ‖ ‖x ◦ σ‖∞ ≤ ‖x‖∞.

From this we conclude that |Rk,N(ω)| ≤ ‖Pk‖ ‖x‖k∞, for all N ≥ Nk, hence the sequence
is bounded and there exists Rk ∈ P(≤kCk) defined by Rk(ω) := lim

U
Rk,N(ω) : Ck → C.

Thus we can define the symmetrization operator for k-homogeneous polynomials by

S(Pk)(x) = Rk

(∫ 1

0

x; . . . ;

∫ 1

0

xk
)

for all x ∈ C[0, 1].

If we consider a symmetric polynomial Pk, then from Remark 5.2 we find that Rk,N =
Rk,Nk

for all N ≥ Nk, and then S(Pk) = Pk.
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