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Abstract

The standard method for spectrum analysis is the Discrete Fourier Transform (DFT), typically implemented using a Fast Fourier Transform (FFT) algorithm. However, certain applications require an on-line spectrum analysis only on a subset of \( M \) frequencies of an \( N \)-point DFT \((M < N)\). In such cases, the use of Single-bin Sliding DFT (Sb-SDFT) is preferred over the direct application of FFT. Along these lines, the most popular algorithms are the Sliding Discrete Fourier Transform (SDFT), the Sliding Goertzel Transform (SGT), the Modulated Sliding Discrete Fourier Transform (mSDFT), and the S. Douglas and J. Soh algorithm (D&S). Even though these methods seem to differ, they are derived from the conventional DFT using distinct approaches and properties. To better understand the advantages, limitations and similarities each of them have, this work thoroughly evaluates and compares the four Sb-SDFT methods. What is more, the direct application of these Sb-SDFTs may lead to inaccuracies due to spectral leakage and picket-fence effects, common pitfalls inherited by every DFT-based method. For this reason, a unified model of the Sb-SDFT methods is proposed, whose aim is to design a frequency adaptive control loop. This frequency adaptability allows to mitigate the problems associated with improper sampling frequency. By using this unified model, the election of the Sb-SDFT algorithm is independent of the controller design and all the methods are equivalent. Theoretical results are validated by simulations and a DSP implementation of the four frequency adaptive Single-bin Sliding DFT methods.

© 2015 Elsevier Ltd. All rights reserved.

1. Introduction

The proliferation of advanced power electronic technologies, such as switching power supplies and adjustable speed motor drives, among others, have led to an increment in the harmonic currents injected into power systems, causing power quality degradation. Harmonic pollution can cause serious problems in power systems, e.g., it can accentuate losses in distribution networks and rotating machines, lead to inaccurate operation of protection and control systems, damage sensitive loads and create significant interference in communication systems. In addition, the system frequency may deviate from its nominal value due to the imbalance between power generation and load demand. Therefore, interest lies in measuring the harmonic components of non-stationary signals, such as grid voltage and currents for grid monitoring and implementation of preventive strategies [1–3].

Various approaches estimate the harmonic content of electrical signals. The method most commonly used is the Discrete Fourier Transform (DFT), implemented by the Fast Fourier Transform (FFT) [4–6] due to its computational efficiency. By transforming the measured signal
from the time domain to the frequency domain, FFT can accurately track its harmonic components.

For some real-time applications, the direct application of conventional DFT methods or more efficient FFT techniques can be complex and/or involve an excessive computational cost. However, certain applications require an on-line spectrum analysis only over a subset of \( M \) frequencies of an \( N \)-point DFT (\( M < N \)). For this scenario, the common practice is to utilize Single-bin Sliding DFT algorithms (Sb-SDFT). These algorithms efficiently calculate a unique spectral component of an \( N \)-point DFT. The Sliding Discrete Fourier Transform (SDFT) \([7,8]\), the Sliding Goertzel Transform (SGT) \([9,10]\), the Modulated Sliding Discrete Fourier Transform (mSDFT) \([11]\) and the S. Douglas and J. Soh algorithm (D&S) \([12]\) are among the most popular Sb-SDFT methods. These four techniques have spectral bin output rates equal to the input data rate on a sample-by-sample basis.

Nonetheless, since the harmonic level and the fundamental frequency in the power system are usually time-varying, the direct application of DFT-based methods for spectral analysis may lead to inaccuracies due to spectral leakage and picket-fence effects \([13]\). These unwanted effects are related to the frequency variation and improperly selected sampling time window. In order to solve this problem, the authors present in \([14]\) a harmonic measurement method which employs the mSDFT algorithm and a frequency adaptive mechanism. This mechanism, named Variable Sampling Period Technique (VSPT), dynamically adjusts the sampling period to exactly \( N \) times the fundamental frequency, thereby avoiding the above-mentioned problems.

Despite the fact that Sb-SDFT methods seem to be different, they are derived from the conventional DFT with distinct approaches and properties. Thus they bear great similarities that are frequently overlooked. This paper evaluates and compares the four selected Sb-SDFT algorithms in diverse operational conditions, identifying the similarities between them. Based on this analysis, a unified mathematical model is proposed for the implementation of VSPT in order to achieve a frequency adaptive system. The purpose of obtaining a unified model is to make the choice of an Sb-SDFT independent from the design of the control in charge of frequency adjustment, rendering the design and implementation process more flexible and convenient. Moreover, it allows to change the algorithm without redesigning the control loop. By using the unified model proposed here, the benefits of this frequency adaptive mechanism can be extrapolated to all the algorithms discussed in this manuscript. The model obtained, together with its usefulness in the design process, is validated by experimental results obtained in a DSP platform.

The paper is organized as follows: Section 2 presents a brief review of Sb-SDFT. The steady-state characteristics of the reviewed methods are analyzed in Section 3, while their dynamic behaviors are presented in Section 4. In Section 5, a scheme for frequency adaptation (VSPT) to mitigate the inaccuracies resulting from the spectral leakage and picket-fence effect is introduced. A unified model is presented to generalize this scheme to all Sb-SDFT along with simulation results. The experimental results for the implementation of the reviewed Sb-SDFT with VSPT, based on the unified model, are shown in Section 6. Finally, the conclusions of this work are drawn in Section 7.

2. Review of Single-bin Sliding Discrete Fourier Transforms

The standard method for spectrum analysis in digital signal processing is the Discrete Fourier Transform (DFT). DFT converts a finite series of equally spaced samples of a function into a series of coefficients of a finite combination of complex sinusoids, ordered by their frequencies. Therefore, DFT converts the sampled function from its original time domain to the frequency domain.

The DFT of the sequence \( x(n) \) is defined as

\[
X(k) = \sum_{n=0}^{N-1} x(n)W_N^{kn}
\]

where \( X(k) \) is the DFT output coefficient, \( W_N = e^{j2\pi/N} \) is the complex twiddle factor, \( N \) is the sequence length, \( k \) is the frequency domain index (\( 0 \leq k \leq N - 1 \)) and \( n \) is the time domain index \([4]\).

For a number of real-time applications, the direct application of conventional DFT methods can be complex and demand high computational effort. Additionally, there are applications that require spectrum analysis only over a subset of \( M \) frequencies of an \( N \)-point DFT. In such instances, it is convenient to use a Single-bin Sliding Discrete Fourier Transform (Sb-SDFT) algorithm, which computes a single complex DFT spectral bin value by means of a sliding window.

One of the most common Sb-SDFTs, is the Sliding Discrete Fourier Transform (SDFT). SDFT is a recursive algorithm that performs an \( N \)-point DFT on time samples within a sliding window on a sample-by-sample basis. The time window is advanced one sample at a time, and a new \( N \)-point DFT is calculated. The principle used for SDFT is known as the DFT shifting theorem, or the circular shift property.

SDFT can be recursively implemented to calculate Eq. (1) for a desired \( k \)-bin, as:

\[
X_k(n) = W_N^kX_k(n-1) - x(n-N) + x(n)
\]

where \( X_k(n) \) is calculated by phase shifting the sum of the previous \( X_k(n-1) \) with the difference between the current and delayed input sample, \( x(n) \) and \( x(n-N) \), respectively \([7,8]\).

SDFT is computationally efficient, as it only requires one (complex) multiplication and two additions per time instant. Nevertheless, the implementation of Eq. (2) as an IIR filter in a system with finite word-length precision brings about a rounding error in the implementation of the \( W_N^k \) coefficient, resulting in accumulated errors and potential instabilities. The latter is explained by wrong cancellations between poles and zeroes as well as by poles displacement outside the unit circle \([15]\). To achieve stability, a damping factor \( r \) must be included to force the poles and zeroes to be at a radius of \( r \) inside the unit circle. Then, the intrinsically stable version of the SDFT is:
\[ \tilde{X}_k(n) = rW_k^k \tilde{X}_k(n-1) - r^N x(n-N) + x(n) \]  

(3)

where \( \tilde{X}_k(n) \) is the estimated DFT output coefficient. The z-domain transfer function for the estimated \( k \)-th-bin of the SDFT is:

\[ H_{SDFT}(z) = \frac{1 - r^N z^{-N}}{1 - rW_k^k N z^{-1}} \]  

(4)

While this system is numerically stable, it no longer computes the exact value of \( X(k) \) in Eq. (1), since a small error is induced by the damping factor. This error can be reduced via a suitable choice of \( r \). The stable SDFT filter is shown in Fig. 1(a). This algorithm is implemented as an IIR filter with a comb filter followed by a complex resonator. The comb filter forces the filter’s transient response to be \( N/2 \) samples in length, so the output will not reach a steady state until the comb filter stores the new input signal waveform.

The number of multiplications required in the SDFT can be reduced by creating a new pole/zero pair in its \( H_{SDFT}(z) \) system function. This is achieved by multiplying the numerator and denominator of \( H_{SDFT}(z) \) in Eq. (4) by the factor \( 1 - rW_k^k z^{-1} \) yielding:

\[ H_{SGT}(z) = \frac{(1 - rW_k^k z^{-1})(1 - r^N z^{-N})}{1 - 2r \cos(2\pi k/N) z^{-1} + r^2 z^{-2}} \]  

(5)

where the subscript SGT means Sliding Goertzel Transform. Like SDFT filter, SGT implementation is also marginally stable since its poles reside on the z-domain unit circle. To mitigate the stability drawback, a damping factor \( r \) is used in Eq. (5), to move the singularities towards the inside of the unit circle, thus assuring the system stability.

The linear difference equations of this transformation are:

\[ v(n) = C_1 v(n-1) - C_2 v(n-2) + x(n) - r^N x(n-N) \]  

(6a)

\[ \tilde{X}_k(n) = v(n) - rW_k^k v(n-1) \]  

(6b)

where \( C_1 = 2r \cos(2\pi k/N) \) and \( C_2 = r^2 \). The block diagram description of SGT is shown in Fig. 1(b), where the Standard Goertzel filter preceded by a comb filter can be observed. The computational workload of SGT implementation is less than that of SDFT as it only has real coefficients in the feedback path. Therefore, for real-time processing involving spectral updates on a sample-by-sample basis, the SGT method requires fewer multipliers than SDFT does [16,9,8].

The use of a damping factor in SDFT and SGT guarantees stability, but the filters output is no longer exactly equal to the \( k \)-th-bin of an \( N \)-point DFT in Eq. (1). The error is reduced by making \( r \) very close to (but less than) unity. Additionally, in [12], a technique that reduces this error and, like SDFT and SGT, computes the \( k \)-th-bin of an \( N \)-point DFT using a simple recursive algorithm, is developed. This technique is a periodically-time-varying system designed to produce an \( \tilde{X}_k(n) \) output signal that is mathematically equivalent to \( X(k) \) in Eq. (1) at every \( N \)th time instant. At other time instants, the difference can be arbitrarily made smaller through the proper choice of the damping factor \( r \). This algorithm has a simple recursive implementation that renders it useful for approximating Eq. (1):

![Fig. 1. Guaranteed-stable Sb-SDFT implementation as IIR filter. (a) SDFT. (b) SGT. (c) D&S algorithm. (d) mSDFT. (e) mSDFT, most efficient approach in Eq.(13).](image-url)
The algorithm described by Eq. (7) will be referred to as the Douglas and Soh (D&S) algorithm. The filter implementation of Eq. (7), shown in Fig. 1(c), requires two multiplications and two additions as well as the control logic to determine when \( n \mod N = 0 \). In the figure, the change between Eq. (7a) and (7b) is performed by switch \( S_1 \). Therefore, the switching period of \( S_1 \) in Fig. 1(c) is equal to \( N \times T_s \), where \( T_s \) is the sampling period, and its duty cycle is equal to one sample. It is worth mentioning that the effect of the nonlinear operation of D&S algorithm in the dynamic response is negligible as it only changes its structure every \( N \) samples.

There is a linear way of avoiding the reduction of accuracy generated by the damping factor, without compromising stability. SDFT implementation in Eq. (2) is marginally stable, however for the particular case of \( k = 0 \) (DC component estimation), it takes the following form:

\[
X_0(n) = |X_0(n - 1) - x(n - N) + x(n)|
\]  

(8)

The absence of the \( W^k_N \) coefficient, which typically leads to stability issues when it is represented with finite precision, allows to implement the recursive expression without the damping factor \( r \). Therefore, the recurrence in Eq. (8) is unconditionally stable and does not accumulate errors. The Modulated SDFT (mSDFT) algorithm uses the DFT modulation property to effectively shift the \( k \) component of an input signal to the position \( k = 0 \). This is accomplished by the multiplication of \( x(n) \) by the modulation sequence \( W^{kn}_N \). This approach allows to exclude the complex twiddle factor from the resonator and avoid accumulated errors and potential instabilities [11]. The recursive realization of the mSDFT is:

\[
X_k^n(n) = X^0_k(n - 1) - x(n - N)W^{k(n-N)}_N + x(n)W^{kn}_N
\]  

(9)

where \( X_k^0(n) \) is a complex constant related to the phase of the complex twiddle factor, since the modulation moves the desired \( k \)th-bin to \( k = 0 \) (zero Hz). The relation between the desired \( X_k(n) \) and the computed \( X_k^0(n) \) is:

\[
X_k(n) = W^{kn}_N X_k^0(n)
\]  

(10)

It is worth noticing that if the application only requires DFT magnitude estimation, the complex multiplication in Eq. (10) is unnecessary because \( |X_k^0| \) is equal to \( |X(k)| \). The structure of mSDFT in Eq. (9) is depicted in Fig. 1(d). As there is no complex twiddle factor in the resonator, the singularities of mSDFT are precisely located (with no finite-precision numerical error) on the unit circle. Hence the accumulated errors and potential instabilities inherent of traditional Sb-SDFT algorithms are eliminated in mSDFT.

In addition, the finite precision of the twiddle factor representation no longer constitutes a problem for being removed from the resonator loop. The trade-off for an improved accuracy and stability is a non-linear filter given the modulating sequence.

A \( z \)-domain transfer function for the \( k \)th-bin can be obtained by separating the effects of the modulation property in an auxiliary complex variable \((x'(n))\).

\[
x'(n) = x(n)W^{kn}_N
\]  

(11)

In Eq. (11), the chosen DFT bin with index \( k \) is shifted to the position \( k = 0 \). Once this occurs, the transfer function from \( x' \) to \( X_k^0 \) becomes:

\[
H_{DNF}(z) = \frac{X_k^0(z)}{x'(z)} = \frac{1 - z^{-N}}{1 - z^{-1}}
\]  

(12)

Eq. (12) corresponds to a digital notch filter that rejects all the frequency multiples of \( f_s/N \), being \( f_s \) the sampling frequency. Since \( f_s = N \times f_0 \), where \( f_0 \) is the fundamental frequency of \( x(n) \), the resulting transfer function has zeroes in all multiples of the input frequency. If multiple DFT frequency bins are to be computed, a comb filter is needed for each frequency bin. On the other hand, given the periodicity of \( W^{kn}_N \) as shown in [11], Eq. (9) can be rewritten as:

\[
X_k^0(n) = X_k^0(n - 1) + W^{kn}_N[-x(n - N) + x(n)]
\]  

(13)

Whenever multiple DFT frequency bins are to be computed, equation Eq. (13) becomes a more efficient approach as only one comb filter is needed (Fig. 1). Also, it processes real values \( (x(n)) \) rather than complex ones \( (x'(n)) \) as in the filter implementation of Eq. (9).

Table 1 shows a Sb-SDFT computational effort comparison for a real-only input with the use of a damping factor to ensure stability. It is worth noticing that the amount of operations reported for the mSDFT are those necessary for the computation of \( X_k^0(n) \) instead of \( X_k(n) \).

These methods have been applied in several works mainly for spectrum analysis and as filters stages [17–19], and the similarities between them have generally been disregarded. However, as they are derived from the conventional DFT, the equivalences between methods are discussed in the following sections.

### 3. Static analysis

It is common knowledge that the Cramer-Rao lower bound (CRLB) is an important performance limit which indicates the best estimation attainable with the available observations. CRLB assumes that the parameter is unknown but deterministic, and provides a lower bound on the variance of any unbiased estimation. A key feature of all estimation methods, in real applications, is immunity to noise in the acquired signal evaluated by its CRLB [20–22].

Computer simulations have been performed to evaluate the performance of SDFT, SGT, mSDFT and D&S algorithms for a single real sinusoid polluted with white Gaussian noise:

\[
x(n) = A \cos(\omega_n + \phi) + \text{wgn}(n)
\]  

(14)

where \( A \) and \( \phi \) are the amplitude and initial phase, respectively, \( n \) is the time domain index, \( \omega \) denotes the normalized angular frequency \((\omega = 2\pi f_s/f_0)\) and \( \text{wgn}(n) \) is a zero-mean white Gaussian noise of variance \( \sigma_n^2 \). Under
the assumption of white Gaussian noise, the CRLB for amplitude estimation is approximated by [23,24]:

$$CRLB_A = \frac{2\sigma_a^2}{N} \quad (15)$$

Parameters were assigned to $A = 1$, $f_o = 50$ Hz, $f_s = 6.4$ kHz, $N = 128$ and $\phi$ is a constant uniformly distributed between $[0,2\pi)$. The signal-to-noise ratio is $SNR = A^2/(2\sigma_a^2)$, whereas different SNR levels were obtained by properly scaling the noise variance $\sigma_a^2$. All simulation results provided are the averages of 1000 independent runs. The damping factor was fixed at $r = 0.9999$ for SDFT, SGT, and D&S algorithm.

Fig. 2 shows variance in the estimate of $\dot{A}$ ($\sigma_\dot{A}$) versus SNR. It can be seen that $SNR = -10$ dB is the threshold level below which variance rapidly worsens. From this threshold, $\sigma_\dot{A}$ is below CRLB for all the methods, which means that the results no longer correspond to an efficient unbiased estimator.

When SNR is between the threshold level and 30 dB the four methods exhibit similar behavior, being over CRLB. From this SNR level, the $\sigma_\dot{A}$ for SDFT and SGT does no longer converge to CRLB and asymptotically approaches the $-63$ dB bound. This is attributed to the fact that the error introduced by the damping factor in Eq. (3) and Eq. (6) is more significant than the effect of SNR level. The same applies to the D&S algorithm, but starting at $SNR = 60$ dB. For increasing SNR levels, the D&S algorithm approaches the $-91$ dB bound. Hence, it can be concluded that D&S algorithm, compared to SDFT and SGT, extends the range in which it can be considered as an efficient unbiased estimator at the expense of a slightly increased computational cost and a non-linear operation. For the range of SNR levels shown in Fig. 2, the variance of $\dot{A}$ computed by the mSDFT remains on CRLB curve, due to the absence of a damping factor.

The $\sigma_\dot{A}$ versus $N$ at $SNR = 30$ dB are illustrated in Fig. 3. As expected, $N$ increase, i.e., the length of the sliding window, reduces the variance of $\dot{A}$ in the four methods. This is mainly because the estimations are computed in a larger sliding time window, i.e., more samples are used for the estimation.

Finally, the effect of the damping factor on the $\sigma_\dot{A}$ is shown in Fig. 4. The simulation is performed for $SNR = 80$ dB because at this level SDFT, SGT and D&S algorithms do not lie on CRLB curve and have converged to their final values listed in Fig. 2. Since mSDFT is independent from $r$, its $\sigma_\dot{A}$ remains constant and equal to CRLB for this simulation. Fig. 4 shows that when $r \rightarrow 1$, the $\sigma_\dot{A}$ for SDFT, SGT and D&S algorithm approaches CRLB. This is valid for any SNR after the threshold. An interesting corollary to this analysis is that for the ideal case ($r = 1$), i.e., an infinite word precision case, with SNR levels beyond the threshold, the curves of SDFT, SGT, D&S and mSDFT algorithms lay over CRLB and provide an identical static performance.

### 4. Dynamic behavior

In this section, dynamic responses of Sb-SDFT methods are analyzed. For this study, the following test signal with significant harmonic content was adopted:

$$x(n) = A \cdot 1.0 \cos (o_n + \phi_1) + A \cdot 0.2 \cos (3o_n + \phi_3)$$
$$+ A \cdot 0.1 \cos (5o_n + \phi_5) + A \cdot 0.04 \cos (7o_n + \phi_7)$$
$$+ A \cdot 0.08 \cos (9o_n + \phi_9) + A \cdot 0.06 \cos (11o_n + \phi_{11})$$
$$+ A \cdot 0.03 \cos (13o_n + \phi_{13}) \quad (16)$$

where the normalized frequency is the same as that used for the static analysis, $A = 1$ and $\phi_i = \{0^\circ, 180^\circ, 0^\circ, 0^\circ\}.$
are the initial phases of the harmonics of order \(i\). The selected signal is rich in odd harmonic content for being the most usual case. The damping factor is set at \(r = 0.9999\), for SDFT, SGT, and D&S algorithm.

In Fig. 5, the estimated amplitude of the fundamental component \(\hat{A}_1\) for all the algorithms can be observed (the estimated values exhibited correspond to the steady-state). The reference value is displayed with a black dashed line. SDFT and SGT have the same steady-state error resulting from the use of a damping factor. This error has a mean value with an overlaid ripple that is a direct consequence of the use of the stable versions of IIR filters Eqs. (4) and (5), that do not provide infinite rejection to the undesired harmonics of the input signal. The D&S algorithm significantly reduces error and maintains the same damping factor than the two previous cases, resulting in improved system performance. In Fig. 5, it is shown that when \((n \mod N) = 0\), the estimation is accurate, which is consistent with the period of the fundamental component of the test signal. On the other hand, mSDFT provides precise estimation of the amplitude, since it does not require a damping factor to ensure stability.

Fig. 6 displays the dynamic response of the algorithms to a sudden amplitude step of 20%. This figure reveals that all the algorithms yield the same dynamic response during the transient, disregarding the differences from the damping factor effect, which are more apparent in SDFT and SGT. For all cases, the duration of the transient response is equal to the length of the sliding window. From the studies, it can be concluded that mSDFT is the most accurate algorithm of all the Sb-SDFT analyzed.

5. Single-bin Sliding DFT frequency adaptation

The Sb-SDFT implementations analyzed in this paper suffer the same problem when working with non-stationary signals such as voltages and currents from the mains. If the analyzed sequence does not correspond exactly to an integer number of cycles of the signal, inaccuracies arise due to the spectral leakage and picket-fence effect. There are two typical strategies for mitigating these errors. The first one is to weigh the sequence data with a window and keep a fixed sampling frequency. This option increases the computational cost and does not take advantage of the recursive implementation of Sb-SDFT. The second strategy consists in adapting the sampling frequency to a multiple of the line frequency. This ensures that the filter is tuned to the fundamental frequency, which allows following its variations. This approach takes advantage of the recursive nature of Sb-SDFT at a low computational cost and allows optimal operation of the system.

The variable sampling period approach was developed by the authors to design synchronization methods [25–27]. Yet its usefulness goes beyond this application. This technique has recently been adapted to dynamically adjust the sampling frequency in a harmonic measurement method based on mSDFT [14].

In this section, the proposal in [14] is generalized so as to be used with any Sb-SDFT implementation. The technique of variable sampling period is briefly described and the way in which it can be adapted to be used in a scheme of harmonics measurement is discussed. A unified small-signal model, which allows to extend the results obtained
to any Sb-SDFT is also developed. This model is valid for any application using this type of transformation within a control loop governed by phase differences. The system controller is designed based on this model and depending on the application requirements.

5.1. Variable Sampling Period Technique (VSPT)

VSPT allows to adapt the sampling frequency to be $N$ times the grid frequency. This technique has proven to be efficient both in three-phase and in single-phase applications yielding a robust synchronization mechanism, whose effectiveness has been tested under different conditions and scenarios [25–27].

Fig. 7 illustrates the basic VSPT scheme for single-phase implementation. The operating principle is based on the dynamic adjustment of the sampling frequency. The input signal is sampled and the input phase $(\phi_u(n))$ is extracted by the phase detector. Concomitantly with the input sampling, the Reference Generator provides a signal called reference phase:

$$\phi_{ref}(n) = \frac{2\pi n}{N}$$  \hspace{1cm} (17)

The method relies on sampling period modification, so as to achieve a null error signal $(e_v(n))$ between $\phi_{ref}(n)$ and $\phi_u(n)$. This is achieved by varying the sampling period $T_s(n)$ as a function of the phase error by means of the controller $G_c(z)$. With each new sampling period, the Sampling Generator produces a clock signal (CLK) that starts the conversion and increments the reference phase. The implementation of the phase detector and phase error calculation, enclosed by dashed lines in Fig. 7, is key for the proper functioning of this technique. In [14], it was implemented as one single component, by taking advantage of mSDFT attributes.

5.2. Single-bin SDFT small-signal model

VSPT allows to adapt the sampling rate to a multiple of the grid frequency, thus avoiding the problems concerning DFT when working with non-stationary signals. In order to adapt the sampling period, an error signal is needed, which is related to the phase difference between the fundamental component of the input signal and the reference phase. This phase error allows to implement a closed-loop control of the sampling period to attain synchronization. To generalize this proposal to any Sb-SDFT, a general model should be devised. The purpose of obtaining a unified model is to make the choice of an Sb-SDFT independent from the design of the control in charge of frequency adjustment, rendering the design and implementation process more flexible and convenient. It also allows to change the algorithm with no need to redesign the adopted control.

The real and imaginary components of $X_k(n)$ are the in-phase and in-quadrature components of the desired kth-bin, respectively. This is true for the $\hat{X}_k(n)$ obtained with SDFT, SGT and D&S algorithm, but does not apply to the $\tilde{X}_k(n)$ obtained with mSDFT, unless Eq. (10) is used to obtain $X_k(n)$, which increases computational cost. In [14], it was shown that the use of Eq. (10) is completely unnecessary for VSPT implementation.

As mentioned in Section 2–4, when $r=1$ and for a real input signal, SDFT, SGT and D&S algorithms become equivalent. Therefore, for this scenario and for small-signal conditions, these three filters supply the same in-phase and in-quadrature components, which can be expressed as follows:

$$\begin{align*}
\text{Re}\{\tilde{X}_k(n)\} &= \frac{A_N}{2} \cos(\phi_u(n) + \phi_k) \\
\text{Im}\{\tilde{X}_k(n)\} &= \frac{A_N}{2} \sin(\phi_u(n) + \phi_k)
\end{align*}$$ \hspace{1cm} (18)

where $\phi_u(n)$ is the estimated phase of the input signal, $A_k$ and $\phi_k$ are the estimated amplitude and initial phase, respectively, for the kth-bin of an N-point DFT. In several applications (including VSPT), the estimation of the fundamental component of a given electrical signal is crucial for its proper functioning. Therefore, the fundamental component ($k=1$) is taken as the system reference and $\phi_1=0^\circ$ is adopted, which results in

$$\begin{align*}
\text{Re}\{\hat{X}_1(n)\} &= \frac{A_N}{2} \cos(\phi_u(n)) \\
\text{Im}\{\hat{X}_1(n)\} &= \frac{A_N}{2} \sin(\phi_u(n))
\end{align*}$$ \hspace{1cm} (19)

From Eq. (19), the estimated phase of the input signal can be recovered as:

$$\hat{\phi}_u(n) = \text{angle}(\hat{X}_1(n))$$ \hspace{1cm} (20)

and the phase error between the incoming signal and the system reference phase is:

$$e_v(n) = \phi_{ref}(n) - \hat{\phi}_u(n)$$ \hspace{1cm} (21)

Fig. 8(a) displays the scheme for phase error estimation, based on Eqs. (19)–(21). This scheme is equivalent to the portion enclosed by dashed line in the VSPT scheme in Fig. 7.

A slightly different case is that of mSDFT, because $X^c_k \neq X_k$ (Eqs. (13) and (10)). In [14], it is shown that mSDFT output (Fig. 13(d) and (e)) is:

$$\begin{align*}
\text{Re}\{X^c_k(n)\} &= \frac{A_N}{2} \cos(k\phi_{ref}(n) - k\phi_u(n) - \phi_k) \\
\text{Im}\{X^c_k(n)\} &= \frac{A_N}{2} \sin(k\phi_{ref}(n) - k\phi_u(n) - \phi_k)
\end{align*}$$ \hspace{1cm} (22)

By setting $k=1$, taking $\phi_1=0^\circ$ and assuming that the phase difference between $\phi_{ref}(n)$ and $\phi_u(n)$ is small, (22) can be approximated by:
As a phase error signal. As
\( \varphi(n) = C_2 \varphi(n) \) falls into
\( \varphi(n) \) and the imaginary component is proportional
and the phase difference. Therefore, by normalizing
and
\( \varphi(n) \) is propor-
tional to
(23)
\[
\begin{align*}
\{ & \text{Re}\{X_0^p(n)\} = \frac{\Delta n}{2} (\varphi_{ref}(n) - \varphi_a(n)) \\
& \text{Im}\{X_0^p(n)\} = \frac{\Delta n}{2} \}
\end{align*}
\]
As seen in Eq. (23), the real component of \( X_0^p \) is proportional to \( A_1 \) and the imaginary component is proportional to \( A_1 \) and the phase difference. Therefore, by normalizing the imaginary component, the phase error may be estimated by:
\[ \hat{e}_p(n) = -\frac{\text{Im}\{X_0^p(n)\}}{\text{Re}\{X_0^p(n)\}} = \varphi_{ref}(n) - \varphi_a(n) \] (24)

Fig. 8(b) shows the scheme for phase error estimation with mSDFT, based on Eqs. (23) and (24). Fig. 8(b) is equivalent to the portion enclosed by the dashed line in the VSPT scheme in Fig. 7.

Since all the Sb-SDFT methods evaluated in this work derive from Eq. (1), they are mathematically equivalent, and the system phase error \( (e_p(n)) \) for small deviation is approximately equal. Therefore, a simplified model can be extrapolated for the phase error signal, regardless of the algorithm used. The model is conveniently made from mSDFT as its transfer function in the z-domain is the most simple of all, as it has no coefficients Eq. (12). This is explained by the fact that all implementations of Sb-SDFT result from applying properties and mathematical operations to Eq. (1), all of which can be modeled from the normalized mSDFT. The small signal model for all Sb-SDFTs governed by the phase differences is presented in Fig. 9.

5.3. Controller design

In [14], the mathematical modeling of VSPT is detailed, together with the controller design for a harmonics measurement method based on mSDFT. This method uses the imaginary component of \( X_0^p \) as a phase error signal. As shown in Eq. (23b), amplitude \( A_1 \) is part of the control loop gain of the sampling period. As a consequence, the dynamic response of this system may be compromised in certain scenarios, e.g., if large variations in the input signal amplitude occur.

Starting from the unified model discussed in Section 5.2, a control design methodology similar to that used in [14] is analyzed. All the Sb-SDFT methods reviewed can be adjusted using the normalized error signal given by Eq. (24) and the unified small-signal model (Fig. 9), obtaining the mathematical model shown in Fig. 10. The specifications and requirements to be met by the controller \( (G_c(z)) \) are determined by the application.

In the common practice, there are two typical set of requirements to be considered when designing \( G_c(z) \). Certain applications require zero phase error and frequency synchronization for normal operation. In these cases, the controller must be proportional-integral to achieve zero phase error in steady-state, the resulting system being a type II system. Other applications only require frequency synchronization, which reduces the restrictions on the controller design, resulting in a faster and improved dynamic response. In these applications, a proportional controller suffices, the resulting system being a type I system.

The transfer functions for both controllers in the z-domain are:
\[ G_p(z) = K_p \] (25)
\[ G_\text{m}(z) = K_p \frac{z - a_n}{z - \frac{1}{K_p}} \] (26)

As an example of design, \( \omega = 2\pi \times 50 \text{ rad/s} \) and \( N = 128 \) are adopted. Concerning dynamics, a phase margin of 45° and maximum bandwidth are adopted as design criteria for \( G_c(z) \). Based on this, and using the design methodology proposed in [14], the parameters of the controller are \( K_p = 4.3408 \times 10^{-5} \), \( K_p = 1.7304 \times 10^{-5} \) and \( a_n = 0.9974 \). The bandwidth obtained for \( G_p(z) \) and \( G_m(z) \) are 12.505 Hz and 5.905 Hz, respectively.

To evaluate the performance of both controllers, a simulation was performed. In view of the similarity in the small-signal characteristics of the different methods, which is validated in the experimental results section, their dynamic behaviors will be similar as well. Hence, only the simulation results obtained with the mSDFT method are presented. This simulation used Eq. (16) as a test signal, with the same values used in Section 4 for a system composed of a mSDFT tuned with \( k = 1 \) and with VSPT based on the model shown in Fig. 10. Fig. 11 compares the system dynamic response to different disturbances for both controllers.

The figure presents the estimated amplitude of the fundamental component \( (A_1) \), the estimated and real fundamental input frequency \( (f_o \) and \( f_o \), respectively) and the phase error \( (e_p) \) for both controllers. To begin with, the effect of an amplitude step change in the test signal was evaluated. The signal was increased to 20% of the nominal value at \( t = 0.5 \text{ s} \). The estimation of \( A_1 \) falls into the 1% band in 20 ms for both controllers with a null steady
Fig. 10. System model for Sb-SDFT frequency adjustment based on VSPT.

state error. During this disturbance, the phase error and the estimated frequency, for both systems, were slightly affected.

The ability of the method to measure harmonics in situations where the frequency deviates from its nominal value was evaluated by simulating two possible scenarios. The first simulation analyzed the effect of a frequency step of 0.5 Hz at \( t = 1.0 \) s. The aim of the second simulated scenario, in turn, was to verify the method performance when continuous frequency variation occurred. To this end, the fundamental frequency varied at a rate of 0.5 Hz/s from \( t = 2 \) s to \( t = 3 \) s. Regarding the frequency step, the type I system responded slightly faster as compared to the type II system. In addition, a constant phase error was observed with the proportional controllers. On the other hand, as regards the frequency ramp, the type II system delivered best performance, since it had better tracking of the frequency ramp. Importantly, in both scenarios and for both controls, amplitude estimation was not compromised.

### 6. Experimental validation

This section concentrates on the experimental results for the implementation of the reviewed Sb-SDFT with VSPT. The experimental setup comprised a fixed-point DSP TMS320F2812 (32bits, 150 MHz) and an A/D converter board with an ADS8568 (eight 16-bit A/D channels and 2 \( \mu s \) conversion time). The algorithms were tuned as described in the previous section with \( N = 128 \), \( r = 0.9999 \) (for SDFT and SGT), \( r = 0.995 \) (for the D&S algorithm) and the proportional-integral controller given by Eq. (26) was adopted. Due to the non-linear operation of the D&S algorithm, a smaller \( r \) was used to ensure stability while preserving the same word length used in the other methods. In order to evaluate the methods performance, other DSP was used to generate the test signals.

#### 6.1. Harmonic distortion

Fig. 12 shows the performances of all the methods when a clean 9 V input signal with nominal frequency equal to 50 Hz change to Eq. (16) with \( A = 8 \) V and the same \( \phi_i \) used in Section 4. Fig. 12(a) illustrates the input signal and the estimated amplitude of the fundamental component (\( A_1 \)) computed by all methods. In addition, reference amplitude is presented in dashed line. As expected, the transient is equal to one period of the test signal, i.e., it is the time it takes the comb filter to store the new input sequence for all Sb-SDFTs. The dynamics of the Sb-SDFT both in steady state and during the transient is consistent with that reported in previous sections. To highlight this, a detail of \( A_1 \) in steady state is provided in Fig. 12(b). mSDFT is the most accurate of all, as expected. However, as opposed to the simulations shown in Section 4, the amplitude of D&S algorithm ripple in steady state is similar to the amplitude of SDFT and SGT ripple error. This is ascribed to the fact that a minor damping factor was required in the D&S algorithm in order to ensure stability in DSP implementation, resulting in lower performance as compared to the theoretical analysis. The adjustment of the sampling period (\( \hat{T}_s \)) obtained with each method is shown in Fig. 12(c), where the reference value for a fundamental frequency of 50 Hz \( (156.250 \mu s) \) is highlighted in black dashed lines. The temporal evolution of \( \hat{T}_s \) is identical for all the methods which is agreement with the theoretical study performed in this paper and validates the proposed small-signal model. Table 2 summarizes the performance of all the methods in steady state under both clean and distorted conditions.

#### 6.2. Frequency variation

The ability of Sb-SDFT with VSPT to track the grid frequency variations is shown in Fig. 13. The fundamental frequency is varied at a rate of 10 Hz/s from 51 Hz to 49 Hz, for a clean input signal with an amplitude of 9 V. Then a frequency step of 2 Hz returns the fundamental frequency to 51 Hz. Table 2 shows the \( \hat{T}_s \) in steady state, where 153.186 \( \mu s \) and 159.438 \( \mu s \) are the ideal sampling period corresponding to 51 Hz and 49 Hz, respectively. Fig. 13(c) displays how the sampling period is adjusted to track the frequency variations and thus mitigate the pitfalls of the DFT-based algorithms when working with non-stationary signals. The estimation of \( A_1 \) for this variation frequency is shown in Fig. 13(a), where the reference amplitude is indicated by a dashed black line. A detail is shown in Fig. 13(b), where a similar behavior is observed and differences are given only by the precision of each Sb-SDFT.
algorithm. Table 2 summarizes the performance of all the methods in steady state.

7. Conclusions

In this work, a comparative study of four Sb-SDFT algorithms is conducted. The comparison includes: filter structure, static analysis, dynamic behavior and implementation issues on finite word-length precision systems. Based on theoretical studies as well as on simulation and experimental results, it is concluded that all these methods are equivalent, since they are all derived from the conventional DFT, and so they can be indistinctly adopted for many applications.
As far as disturbance rejection and precision on spectral estimation are concerned, this work shows that SDFT and SGT are identical and that no differences are observed. On the other hand, the D&S algorithm increases performance accuracy in comparison to the previously mentioned methods. An interesting issue related to this method is that a lower damping factor, as compared to SDFT and SGT, had to be adopted to ensure stability. As a result, the mean error was reduced in spectral estimation but the ripple error was similar for the three methods. SDFT and SGT are widely used due to their simple and straightforward implementation, at the expense of an error in precision attributed mainly to the use of a damping factor. In applications requiring greater precision, this error can be mitigated by using the D&S algorithm. Moreover, it can be eliminated by using mSDFT due to the absence of such damping factor, resulting in better performance. The results of the study have shown that mSDFT is the best option when it comes to precision and noise rejection. However, this method is the less frequently used due to its non-linear characteristic.

Regardless of the Sb-SDFT method adopted, grid synchronization becomes essential for obtaining a proper response in terms of accuracy and speed. In this sense, VSPT allows to obtain a sampling frequency synchronized to the grid frequency. However, since it is a closed-loop method, a model of the system is required. This work proposes a unified small-signal system model, which was used to design a generic adaptive frequency loop. This frequency adaptive loop is based on VSPT and allows to mitigate spectral leakage and picket-fence effects, common pitfalls in any DFT-based algorithm. As a consequence, developers can design the adaptive frequency loop regardless of the Sb-SDFT method adopted, with the possibility of changing it depending on the precision required by the application.
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