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We study Fermi liquids with a Fermi surface that lacks continuous rotational invariance, and in
the presence of an arbitrary quartic interaction. We obtain the expressions of the generalized static
susceptibilities that measure the linear response of a generic order parameter to a perturbation of the
Hamiltonian. We apply our formulae to the spin and charge susceptibilities. Based on the resulting
expressions, we make a proposal for the definition of the Landau parameters in non-isotropic Fermi
liquid.
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I. INTRODUCTION

Fermi-liquid theory1–3 is a standard paradigm to de-
scribe many-body fermionic systems. The basic assump-
tion is that the weakly excited states of a Fermi liquid
are in one to one correspondence to the weakly excited
states of a Fermi gas. The states of the Fermi gas can
be described by means of elementary excitations with
momenta close to the Fermi surface. By adiabatically
switching on the two-particle interaction, we can real-
ize the correspondence to the Fermi liquid states by in-
troducing the concept of quasi-particles. These quasi-
particles are assumed to have long lifetimes, and their
distribution function in momentum space shows a step
at finite momentum that defines the Fermi surface.

In Landau’s original description, the Fermi surface has
continuous rotational invariance. Thus, the interaction
strength between quasiparticles of different momenta de-
pends only on the angle spanned by the momenta. This
implies that it can be decomposed in a basis of func-
tions of this single variable. When the basis is that of
Legendre polynomials, the coefficients of such expansion
define the so-called “Landau parameters”. This param-
eters are useful in writing the thermodynamic responses
(such as spin- or charge-susceptibility, specific heat, etc.)
in terms of the ones corresponding to the non-interacting
case. Moreover, at zero temperature4 the Landau param-
eters play a central role in the Pomeranchuk criteria to
diagnose Fermi liquid instabilities that lead to continuous
phase transitions.

In practice, however, there are several interesting cases
where the Fermi surface lacks of continuous rotational in-
variance, the simplest example being that of a fermionic
system defined on an arbitrary lattice. Another example
are the symmetry-broken phases that arise as a conse-
quence of electron-electron interactions5–12 which include
nematic phases, a possibility that has attracted much
attention recently13–28. In particular, the Sr3Ru2O7

compound at low temperatures, exhibits an intermedi-
ate phase29–31 which has been shown to be compatible
with a nematic Fermi liquid32–35.

When the Fermi surface is not rotational invariant,
the detection of Pomeranchuk instabilities becomes more
subtle4. The same is true for the calculation of thermo-
dynamic responses. An open question is whether it is
possible to define generalized Landau parameters play-
ing a similar role than those in the isotropic case. Previ-
ous calculations of susceptibilities and proposals for the
Landau parameters corresponding to anisotropic Fermi
liquids are found in Ref. [36], where the case of dipo-
lar interaction is analyzed in detail under a perturbative
approach. In 37, Fuseya et. al. proposed definitions for
the first Landau parameters corresponding to the non-
isotropic case for the two dimensional Hubbard model.
Appart from these two papers, we are not aware of fur-
ther studies of this issue and, in particular, no systematic
analysis can be found in the literature.

In the present paper we address this issue in a system-
atic way and derive the equations that allow to compute
all linear response functions in a generic Fermi liquid.
Our analysis leads to a natural definition of the Lan-
dau parameters that extend the rotationally invariant
expression. We study the linear response functions of
an anisotropic Fermi liquid in the presence of generic in-
teractions by proposing a general decomposition for the
interaction function. By comparing the results with those
of the isotropic case we propose definitions for the gener-
alized Landau parameters. We verify that such proposal
plays in the anisotropic Pomeranchuk criterion at zero
temperature a similar role than the usual Landau pa-
rameter in an isotropic setup.

The paper is organized as follows: in section II the
decomposition of the interaction function as well as the
resulting renormalized dispersion relation are discussed.
The generalized susceptibilities are explicitly calculated
in section III and the generalization of Landau parame-
ters is proposed. Its role on Pomeranchuk instabilities is
compared with that in the isotropic case. Some applica-
tion examples are presented in section IV.

http://arxiv.org/abs/1406.2618v1
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II. QUASIPARTICLE INTERACTION AND

MEAN FIELD THEORY.

Our aim is to calculate thermodynamic response func-
tions for anisotropic Fermi Liquids. Thus, we work with
a generic Hamiltonian containing a four fermion interac-
tion term. It reads

Ĥ =
∑

k,α

ǫαo (k)ĉ
†
α,kĉα,k

+
∑

k,k′,q

∑

α,β,γ,δ

fαβγδ(k,k′,q)ĉ†α,k+qĉ
†
γ,k′−qĉδ,k′ ĉβ,k,

(2.1)

where the operator ĉ†αk (ĉαk) creates (destroys) a fermion
with momenta k and spin α. Here ǫo(k) is the bare dis-
persion relation. Finally, fαβγδ(k,k′,q) is a tensor char-
acterizing the interaction.
Given the form of the Hamiltonian (2.1), the renormal-

ized dispersion relation is obtained by minimizing the
free energy within a mean field approximation (details
are given in Appendix A). It reads

ǫα(k) = ǫαo (k) +
∑

β,k′

fαβ(k,k′)nβ(k
′). (2.2)

nα(k) = F

[

ǫα(k)

kBT

]

(2.3)

Where the “interaction function” fαβ(k,k′) is defined
as fαβ(k,k′) = fααββ(k,k′,0). Notice that these are
coupled equations that must be solved self consistently.
When working with an isotropic Fermi liquid, in which

no underlying lattice is considered, it is usual to decom-
pose the interaction function in spin symmetric and an-
tisymmetric parts, as

fαβ(k,k′) = f (s)(k,k′) + αβf (a)(k,k′). (2.4)

Being the Fermi surface defined by the relation ǫo(k) = 0,
it has continuous rotational symmetry when ǫo(k) =
ǫo(|k|). As the interaction includes only low energy exci-
tations, it can be written just as a function of the angle
between k and k′,

f (s,a)(k,k′) = f (s,a)(cos θkk′). (2.5)

Furthermore, it is customary to expand the interaction
function in Legendre polynomials (or cosine functions for
the 2D case) and define the Landau parameters as the di-
mensionless coefficients of such expansion. For example,
for three-dimensional systems the usual definition is as
follows1

F
(s,a)
l =

2l+ 1

2
N(0)

∫

f (s,a)(cos θkk′)Pl(cos θkk′)dθkk′ ,

(2.6)
where N(0) is the density of states at the Fermi surface
and Pl are the Legendre polynomials. These parameters
are useful to diagnose zero-temperature instabilities on

the Fermi liquid phase according to the Pomeranchuk
criteria38

1 + F
(s,a)
l > 0 . (2.7)

Moreover they allow us to write the thermodynamic re-
sponses in terms of those obtained on the non-interacting
limit. For example, the spin and charge susceptibilities
are given by3

χspin =
dM

dh
= χ0

spin(1 + F a
0 )

−1

χcharge =
dN

dµ
= χ0

charge(1 + F s
0 )

−1,
(2.8)

where M is the magnetization, N the particle number,
h the magnetic field, and µ the chemical potential. Here
χ0
spin and χ0

charge are the susceptibilities corresponding
the non-interacting case.

However, when analyzing more realistic models suit-
able to describe real compounds, the Fermi surface has
only the discrete rotational invariance associated with the
symmetries of the underlying lattice. In this context it
is not possible to write the interaction function in terms
of the single variable θkk′ . Instead, we work with the
decomposition

fαβ(k,k′) = −

N
∑

i,j=1

Uijd
α
i (k)d

β
j (k

′) (2.9)

in terms of a basis of functions {dαi (k)}i∈N. We assume
that the decomposition has a finite number of terms N ,
which holds for most of the interactions studied in the
literature. Here and in what follows, Latin indexes run
from 1 to ∞, i.e. they go through all the basis elements
i, j, k, l ∈ N, while we keep in mind that the matrix Uij

has a finite number of non-vanishing components. As
fαβ(k,k′) = fβα(k′,k), the interaction coefficients in
expression (2.9) are symmetric in their indexes, so Uij =
Uji.

Inserting the expression for the decomposed form of
the interaction function, eq.(2.9) onto the self consistent
equations (2.2) and (2.3), we obtain

ǫα(k) = ǫαo (k) −

N
∑

ij

Uijηid
α
j (k). (2.10)

Thus, the dispersion relation is written in terms of the
bare dispersion relation ǫαo (k) and the parameters ηj de-
fined as

ηj =
∑

k,α

dαj (k)F

[

ǫα(k)

kBT

]

, (2.11)

where F [x] = 1/(exp(x)+ 1) is the Fermi-Dirac distribu-
tion, T is the temperature and kB the Boltzmann con-
stant. Notice that, since the Fermi-Dirac distribution
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is evaluated on the renormalized dispersion ǫα(k), eqs.
(2.10 - 2.11) must be solved in a self-consistent way.

It is clear from the expression (2.10) that the change in
the dispersion relation due to interactions has the sym-
metries dictated by the later. In other words, the pa-
rameters ηi, ηj corresponding to non-vanishing Uij can
be understood as order parameters measuring how much
has the interaction broken the symmetries of the free sys-
tem.

In what follows, we find convenient to reabsorb the
temperature in the dispersion relation, so our formula
reads

ǫ̃α(k) = ǫ̃αo (k)−

N
∑

ij

Ũijηid
α
j (k) , (2.12)

where ˜· · · = · · · /kBT .

We are interested in the linear response of the order
parameters (2.11) under a change in some of the exter-
nal control parameters in the partition function, as we
explain in the next section.

III. GENERALIZED SUSCEPTIBILITIES.

The standard computation of susceptibilities involve
taking derivatives of order parameters with respect to
some control parameter. In this manner, one can ob-
tain the spin susceptibility by taking the derivative of
the magnetization M =

∑

k,α αnα(k) with respect to
the magnetic field h, or the charge susceptibility by
considering the derivative of the number of particles
N =

∑

k,α nα(k) with respect to the filling µ of the sys-
tem. Generalizing, we take the derivative of the order
parameter ηj , with respect to an arbitrary control pa-
rameter ai, to obtain the “generalized susceptibility”

χij ≡
dηj
dai

. (3.1)

Introducing the expression of the order parameter,
eq.(2.11), we get

χij =
∑

k,α

dαj (k)F
′[ǫ̃α(k)]

dǫ̃α(k)

dai
, (3.2)

where F ′[x] is the derivative of the Fermi distribution
with respect to the argument. From equation (2.10) we
see the dependence of ǫ̃α(k) on ai. By taking the deriva-
tive we write

dǫ̃α(k)

dai
=
dǫ̃αo (k)

dai
−

N
∑

kl

(

dηk
dai

Ũkld
α
l (k) + ηk

dŨkl

dai
dαl (k)

)

.

(3.3)

Replacing it into the above equation for the susceptibili-
ties (eq. (3.2)), we get

χij =
∑

k,α

dαj (k)F
′[ǫ̃α(k)]

×

(

dǫ̃αo (k)

dai
−
∑

kl

(

dηk
dai

Ũkld
α
l (k) + ηk

dŨkl

dai
dαl (k)

))

.

(3.4)

This relation can be simplified by introducing the
notation4

〈φ|ψ〉 =
∑

k,α

F ′[ǫα(k)]φα(k)ψα(k). (3.5)

In this manner we obtain

χij=

〈

dǫ̃o
dai

∣

∣

∣dj

〉

−
∑

kl

(

χikUkl〈dl|dj〉+ ηk
dŨkl

dai
〈dl|dj〉

)

.

(3.6)
This can be solved formally giving the expression for the
generalized susceptibilities as

χij =
∑

r

(

〈

dǫ̃o
dai

∣

∣

∣
dr

〉

−
∑

kl

ηk
dŨkl

dai
〈dl|dr〉

)

∆rj,

(3.7)
where the matrix ∆jk is defined as the inverse matrix

∆−1
jk = δkj +

∑

l

Ukl〈dl|dj〉 . (3.8)

The expression (3.7) is the main result of this paper.
From it, we can calculate the different thermodynamic
responses by choosing appropriately the control parame-
ter ai and the order parameter ηj .
An immediate observation is that all the susceptibil-

ities diverge at the points of parameter space at which
the inverse (3.8) does not exists,

∣

∣

∣

∣

∣

δkj +
∑

l

Ukl〈dl|dj〉

∣

∣

∣

∣

∣

= 0. (3.9)

In other words the vanishing of the above determinant
signals discontinuous phase transitions. This comple-
ments the analysis of Ref.[4] in which the vanishing of
a related expression was shown to be the smoking gun of
a continuous (second order) phase transition.

III.1. Perturbations in the dispersion relation: spin

and charge susceptibilities

As a first example, let us focus in a perturbation on
the Hamiltonian proportional to the occupation numbers.
So we replace Ĥ by Ĥ + ∆Ĥ where ∆Ĥ is a generic
perturbation written as

∆Ĥ =
∑

i

ai
∑

k,α

dαi (k)n̂α(k). (3.10)
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Such perturbation on the Hamiltonian can be understood
as a perturbation in the bare dispersion relation ǫ̃αo (k)
which is replaced by

ǫ̃αo (k, ai) = ǫ̃αo (k) +
1

kBT

∑

i

aid
α
i (k). (3.11)

Then we get for the derivatives on equation (3.7)

dǫ̃αo
dai

=
1

kBT
dαi (k),

dUjk

dai
= 0, (3.12)

implying that the generalized susceptibilities eq.(3.7) in
this case read

χij =
1

kBT

∑

k

〈di|dk〉∆kj . (3.13)

This expression depends explicitly on dαi (k) and dαj (k),
being dαi (k) the basis function entering into the perturba-
tion, and dαj (k) the one entering into the order parameter
whose response we want to compute. But it also depends
on all other basis functions entering into the decomposi-
tion of the interaction dαk (k).

We are now able to compute the spin and charge sus-
ceptibilities. For the spin susceptibility, we need to calcu-
late the response on the magnetization when the system
is exposed to an external magnetic field. In this case we
write the perturbation on the Hamiltonian as a Zeeman
term

∆Ĥ = h
∑

k,α

αn̂α(k), (3.14)

which is a particular case of (3.10) where we take
the basis function entering into the perturbation as
dαa (k) = α with coefficient aa = h. We write the magne-
tization as

M ≡ ηa =
∑

k,α

αF [ǫα(k)]. (3.15)

Thus, the basis function entering into the order parame-
ter is again dαa (k) = α. The spin susceptibility is defined
as

χspin =
dM

dh
=
dηa
daa

, (3.16)

and using (3.13) we obtain

χspin =
1

kBT

∑

j

〈da|dj〉∆ja. (3.17)

Similarly, for the charge susceptibility we perturb the
Hamiltonian with a chemical potential

∆Ĥ = µ
∑

k,α

n̂α(k) (3.18)

which implies that the basis function entering into the
perturbation is dαs (k) = 1, with coefficient as = µ. Then
we evaluate the response in the particle number

N ≡ ηs =
∑

k,α

F [ǫα(k)]. (3.19)

The basis function entering into the order parameter is
also dαs (k) = 1, in consequence the charge susceptibility
obtained from (3.13) reads

χcharge =
dN

dµ
=
dηs
das

, (3.20)

obtaining

χcharge =
1

kBT

∑

j

〈ds|dj〉∆js. (3.21)

We can also get the cross-susceptibility, which mea-
sures the response on the magnetization under a change
in the chemical potential (or conversely the response on
the number of particles under a change on the magnetic
field). It is straightforward to calculate it identifying
the basis function entering into the perturbation with
dαs (k) = 1 and the one entering into the order parameter
with dαa (k) = α (or vice-versa). We obtain

χcross =
1

kBT

∑

j

〈ds|dj〉∆ja. (3.22)

Then, we see that the cross susceptibility depends on
dαs (k) and d

α
a (k) as well as the rest of the basis functions

entering in the in the interaction function

III.2. Landau parameters

In order to define Landau parameters for the
anisotropic case, we first notice that, when considering
the non-interacting limit (Uij = 0 for all i, j), then from
(3.8) ∆ij = δij . Thus, formula (3.13) gives the responses
for the free system simply as

χ0
ij =

1

kBT
〈di|dj〉 . (3.23)

Therefore, we can write the generalized susceptibility for
the interacting case (3.13) as

χij =
∑

k

χ0
ik∆kj . (3.24)

By writing explicitly the form of the ∆ij coefficients we
get

χij =
∑

k

χ0
ik

[

δkj +
∑

l

Ukl〈dl|dj〉

]−1

. (3.25)
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(where [Mij ]
−1 entails for the ij element of the inverse

matrix). Now comparing with the isotropic results (2.8),
we propose the definition of the generalized, matrix-
valued, Landau parameters

Fij =
∑

l

Uil〈dl|dj〉. (3.26)

To check whether these parameters play a similar role
in Pomeranchuk instabilities, we have to refer to our pre-
viously published results in ref. [4]. There, we have
shown that a Pomeranchuk instability at zero temper-
ature appears whenever the matrix

M0
ij = δij + Fij (3.27)

has a negative eigenvalue. By comparing this with (2.7)
we see that indeed our definition for anisotropic Landau
parameters (eq (3.26)) is playing a similar role, but in a
matrix-like way.
For most of the interactions studied in the literature

one can choose a basis of functions {dαi (k)}i∈N such that
the matrix Fij is diagonal,

Fij = F(i)δij . (3.28)

In this new basis the stability condition can be written
as

1 + F(i) > 0, (3.29)

which is now exactly equal to (2.7). Moreover, the sus-
ceptibility (3.25) reads

χij = χ0
ij(1 + F(i))

−1, (3.30)

to be compared to (2.8). Thus, the definition for the gen-
eralized Landau parameters (3.26), when the interaction
function allows a diagonalization of the matrix, leads to
the same expressions as the one for the the isotropic case.

III.3. Perturbations on the interaction strengths

We can also consider the case of perturbations to the
interaction coefficients Uij . In other words the interac-
tion strengths Uij may play the role of control parame-
ters. In this case the derivatives would be

dǫαo (k)

dUkl

= 0
dUij

dUkl

=
1

kBT
(δikδjl + δilδjk) , (3.31)

implying that the response in the order parameters ηj is
given by

χjkl =
dηj
dUkl

−
1

kBT

∑

r

(ηk〈dl|dr〉+ ηl〈dk|dr〉)∆rj .

(3.32)
The expression measures the response of the system when
a specific channel of the interaction is modified. An ex-
perimental realization of this process is possible in cold
atom physics, where the interactions between atoms can
be changed by means of Feshbach resonances39.

III.4. Perturbations in both the dispersion relation

and interaction strengths: thermal response and

effective mass

Now we examine applications of our formula (3.7) to
situations in which both terms in the parenthesis are non-
vanishing.
The first situation is that of the thermal response of an

order parameter ηj . In this case the control parameter is
the temperature, meaning ai = T . We will denote this
by writing aT = T . The derivatives we should consider
now are

dǫ̃αo (k)

dT
= −

1

kT 2
ǫαo (k)

dŨij

dT
= −

1

kT 2
Uij . (3.33)

We get for the thermal response

χjT = −
1

kBT 2

∑

r

(

〈ǫo|dr〉 −
∑

kl

ηkUkl〈dl|dr〉

)

∆rj .

(3.34)
The last expression can be rewritten as

χjT = −
1

kBT 2

∑

r

〈ǫ|dr〉∆rj . (3.35)

As a particular example, to calculate the specific heat
we should take the derivative of the internal energy U =
〈H〉 with respect to the temperature. Then the internal
energy will play the role of our order parameter ηǫ = U .
In the mean field approximation it reads

U ≡ ηǫ =
∑

k,α

F [ǫ̃α(k)]ǫα(k). (3.36)

This allows us to identify

cV = χǫT = −
1

kBT 2

∑

r

〈ǫ|dr〉∆rǫ. (3.37)

A straightforward calculation also gives the thermal
response of the magnetization ηa and the number of par-
ticles ηs as

χaT = −
1

kBT 2

∑

r

〈ǫ|dr〉∆ra (3.38)

and

χsT = −
1

kBT 2

∑

r

〈ǫ|dr〉∆rs. (3.39)

We can also calculate an effective mass tensor as fol-
lows. Lets assume that we create an excitation with mo-
mentum P on the ground state of the system described
by the Hamiltonian (2.1). The total momentum of the
system is now P, and it can be boosted back to the rest
frame by redefining the sum variable as k = k + P and
the number operators as nα(k + P) ≡ nα(k). Then ex-
panding the dispersion relation in powers of P we get the
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FIG. 1. (Color online) Distorted Fermi surfaces obtained con-
sidering the interaction with dx2

−y2 (left) and dxy (right),
both are compared with the Fermi surface obtained for the
non interacting case (first and second neighbors hopping) at
Van Hove filling (gray dashed lines). We see that the distor-
tions introduced in the second case do not avoid the Van Hove
singularities.

same mean field Hamiltonian as before in terms of k and
nα(k), but with a perturbation of the form (we omit the
underline in k in what follows)

∆ǫαo (k) = P · ∇kǫ
α
o (k), (3.40)

∆f
αβ(k,k′) =

∑

ij

UijP ·

(

∇kd
α
i (k)d

β
j (k

′)+d
α
i (k)∇k′d

β
j (k

′)
)

.

(3.41)

Calling dα
ai(k) = ∂ad

α
i (k), we see that new couplings

UijPa arise in the interaction, multiplying the functions
dα
ai(k) and d

α
j (k). We can identify

dǫ̃αo
dPa

=
1

kBT
ǫαoa(k)

dŨij

dPa

=
1

kBT
(δi,akUkj + δj,akUki),

(3.42)
An inverse effective mass tensor can then be defined as
the response of the velocity

V =
∑

k,α

∇kǫ
α(k) (3.43)

to such perturbation. We obtain

[m−1
∗ ]ab =

1

kBT

∑

r

(

〈ǫa|dr〉+
∑

kl

ηakUkl〈dl|dr〉

)

∆rǫb .

(3.44)

IV. APPLICATION EXAMPLES

In this section we illustrate the previous results by
computing the response functions in the case where the
interaction function has only one term in the expansion
(2.9). We consider a spin-independent interaction which
reads

f(k,k′) = −Ud(k)d(k′), (4.1)

0.05 0.10 0.15 0.20 0.25

5.6

5.8

6.06.0

5.8

5.6

0.20.150.10.05

χ
sp

in
(a

.u
.)

T/t

FIG. 2. (Color online) Non interacting system (U = 0). Left
panel: it is shown the susceptibility as a function of magnetic
field for h = 0.5t. Right panel: we constructed an estima-
tion for the crossover curve by tracking the maximum of the
susceptibility for each point of the phase diagram.

In this case, we can explicitly calculate the matrix el-
ements ∆ij , introduced in eq. (3.8), as

∆ =





1 0 0
0 1 0

−U〈d|ds〉
1+U〈d|d〉

−U〈d|da〉
1+U〈d|d〉

1
1+U〈d|d〉



 . (4.2)

Replacing in expression (3.17) we have the spin suscep-
tibility. It reads

χspin =
1

kBT

(

〈da|da〉 −
U〈da|d〉

2

1 + U〈d|d〉

)

. (4.3)

Similarly, from (3.21) and (3.37), we calculate the charge
susceptibility and the specific heat. They read

χcharge =
1

kBT

(

〈ds|ds〉 −
U〈ds|d〉

2

1 + U〈d|d〉

)

(4.4)

and

cV =
1

kBT 2

(

−〈ǫ|ǫ〉+
U〈ǫ|d〉2

1 + U〈d|d〉

)

, (4.5)

with the previously introduced notation (eq. (3.5)).
The matrix containing the Landau parameters, which

is given by equation (3.26), is now

F =





0 0 0
0 0 0

U〈d|ds〉 U〈d|d0〉 U〈d|d〉



 . (4.6)

In the next paragraphs we calculate this responses for
particular interaction functions. We study the cases of
d-wave form factors dx2−y2 and dxy. That means d(k) =
cos kx− cos ky in the former case and d(k) = sinkx sin ky
in the latter. We take the bare dispersion relation corre-
sponding to a 2-dimensional square lattice with first and
second neighbors hopping34

εo(k) = −2 (t(cos kx + cos ky) + 2t′ cos kx cos ky) ,
(4.7)

For both d-wave form factors we study the systems
at (or near) the van-Hove filling, where Pomeranchuk
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FIG. 3. (Color online) When considering the interactions
(U = t) we see jumps in the specific heat (left) and peaks
in the susceptibilities (right), corresponding with the phase
transitions.

instabilities38 are enhanced and Fermi liquid phases with
different shapes of Fermi surface may emerge4. In Fig.1,
the deformed Fermi surfaces, obtained via the renormal-
ized dispersion relation (2.10), are depicted and com-
pared with the unperturbed ones. We see that the van-
Hove singularities (points (0,±π) or (±π, 0) on the first
Brillouin zone) are avoided when the symmetry of the
deformation is the one of the dx2−y2 form factor. On the
other hand, in the case of dxy interaction the Fermi sur-
face deformation do not change the instability scenario.

IV.1. Interaction with dx2
−y2 form factor

We study a model, described by the Hamiltonian (2.1),
characterized by an interaction function with single-term
interaction with the dx2−y2 form factor

d(k) = cos kx − cos ky, (4.8)

and the dispersion relation of a 2-dimensional square lat-
tice with first and second neighbors hopping, eq. (4.7). It
has been recently proposed to describe the phenomenol-
ogy of Sr3Ru2O7 at low temperatures30,31,34. Follow-
ing reference [34], we take for the second neighbors hop-
ping t′ = 0.35, the interaction strength is U = 1, and
the chemical potential which controls the filling µ = 1,
all measured in units of the first neighbors hopping t.
We also add a coupling with a uniform external mag-
netic field h.It is worth noticing that, when considering
this interaction, the expressions (4.3)-(4.5) are the same
that have been previously calculated by Yamase and co-
workers34,35.
Let us first consider the non-interacting case (i.e. U =

0). In Fig.2a we show the susceptibility for h = 0.5t.
There we see that there is a critical temperature Tc, lo-
cated around T/t = 0.65, where the response changes its
behavior. Collecting the values of Tc for different values
of magnetic field, obtained as described above, we can
estimate the crossover curve (shown in Fig.2b).
When we turn on the interactions (U = t) we ob-

tain the specific heat and spin susceptibility as a func-
tion of the magnetic field, shown in Fig.3. The specific

b

b

T/t

h/t

discontinuous

continuous
crossover

0.09

0.06

0.03

0.65 0.8 0.95

Nematic FL

Non FL

Isotropic
FL

Isotropic
FL

FIG. 4. (Color online) Schematic phase diagram which cap-
tures the low temperature behavior of Sr3Ru2O7.

heat curves corresponding to lower temperatures show
discontinuities while entering or leaving the symmetry-
broken phase. On the other hand, for higher tempera-
tures, the curves are smoothed indicating a continuous
phase transition. Also the susceptibilities show peaks
for the same magnetic field values. All these results
are consistent with the phase diagram exhibited by the
Sr3Ru2O7

4,34,35, schematized in Fig.4.

IV.2. Interaction with dxy form factor

Now we consider the same dispersion relation (eq.
(4.7)) and a single-term interaction with the dxy form
factor,

d(k) = sin kx sinky . (4.9)

To obtain a non-trivial solution for the mean-field free
energy (i.e. a region in the space of parameters with
non-vanishing order parameter), we need to consider a
strong interaction, with a coupling constant of about 10
times the first neighbors hopping (U/t ≃ 10).
Besides, when we analyze the stability of that Fermi

liquid phase, following Pomeranchuk criteria4,40, we find
that it is stable only for lower temperatures and mag-
netic fields around h = 2t. In this region of the space
of parameters, we use the response relations to compute
the magnetic susceptibility and the specific heat (4.5), for
different temperatures. The results are shown in Fig.5.

V. CONCLUSIONS

In the present paper we developed a simple way to
treat Fermi liquids when the Fermi surface is not ro-
tationally invariant. Using a generic decomposition of
the interaction function as in (2.9) we were able to ob-
tain simple expressions for the linear response functions.



8

These expressions generalize those for the isotropic Fermi
liquid to the case where the Fermi surface lacks continu-
ous rotational symmetry. In particular we analyzed the
responses obtained under changes in external control pa-
rameters such as the magnetic field, the density or the
temperature and we obtain the spin and charge suscep-
tibilities, as well as a specific heat and the effective mass
tensor. In addition, we also took a particular channel
of the interaction as a control parameter and we were
able to obtain a simple expression for the corresponding
response function.
By comparing our results with the standard expres-

sions for the isotropic Fermi liquid, we propose a natural
definition for the generalized version of the Landau pa-
rameters, which have in general a matrix structure. With
the help of such Landau parameters, one can relate the
responses to those corresponding to the non interacting
limit.
For illustration, we applied our results to cases where

the interaction function has only one term in the expan-
sion and the dispersion relation corresponds to that of
a lattice system (and thus leads to an anisotropic Fermi
surface). For the case of an interaction consisting on a
dx2−y2 form factor in a square lattice with first and sec-
ond neighbors hopping, our results are compatible with
previous calculations34,35. When considered a dxy form
factor, we found jumps in the specific heat at the discon-
tinuous phase transitions.
The reported results could be useful in the character-

ization of Fermi liquid phases on lattices, by allowing
simple calculations of static susceptibilities even when
the Fermi surface lacks continuous rotational invariance.
Also, they provide a simple test to phenomenological
models, by checking whether they present divergences on
the thermodynamic responses.
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Appendix A: Mean Field approximation

In this section we explicit the mean field approxima-
tion we have performed11,41 on a generic Hamiltonian H
describing the Fermi liquid with four fermion interaction.
We start with

Ĥ =
∑

k,α

ǫαo (k)ĉ
†
α,kĉα,k

+
∑

k,k′,q

∑

α,β,γ,δ

fαβγδ(k,k′,q)ĉ†α,k+qĉ
†
γ,k′−qĉδ,k′ ĉβ,k,

(A1)

where ĉ†α,k y ĉα,k are the fermionic creation and annihi-

lation operators, and ǫαo (k) is the dispersion relation. We

approximate it by a diagonal mean field Hamiltonian Ĥ0

Ĥ0 =
∑

α,k

ǫα(k)ĉ†α,kĉα,k. (A2)

Within our approximation the mean values are computed
as

〈...〉0 =
1

Z0
Tr
(

e−βĤ0 ...
)

, (A3)

where Z0 = Tr(e−βĤ0), β = 1/kBT and the mean-field
free energy is given by

F0 = −
1

β

∑

k,α

log
(

1 + e−βǫα(k)
)

. (A4)

With this at hand, the original expression for the free
energy can be written as

F = −
1

β
ln(Tr{e−βĤ}) = −

1

β
ln(Tr{e−β(Ĥ−H0)e−βH0}),

(A5)
and we can expand the exponential, yielding

F = −
1

β
logTr

(

e−βĤ0 − (Ĥ − Ĥ0)e
−βĤ0 + · · ·

)

.

(A6)
The approximate expression for the free energy is finally
given by

F ≃ F0 + 〈Ĥ − Ĥ0〉0. (A7)

Where we have taken the mean field approximation, that
is assuming that the dots in (A6) can be discarded. By
minimizing this expression we find the renormalized dis-
persion relation ǫα(k). To perform the calculation lets
begin by analyzing the term

〈Ĥ − Ĥ0〉0 =
∑

α,k

(ǫαo (k) − ǫα(k))〈ĉ†α,kĉα,k〉0

+
1

2

∑

α,β,γ,δ

∑

k,k′,q

fαβγδ(k,k′,q)

×〈ĉ†α,k+qĉ
†
γ,k′−qĉδ,k′cβ,k〉0.

(A8)
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By using Wick’s theorem and the low temperature

limit where 〈ĉ†1ĉ2〉0 = δ12n1, we have

〈Ĥ − Ĥ0〉0 =
∑

α,k

(ǫαo (k) − ǫα(k))nα,k

+ 1
2

(

∑

α,β

∑

k,k′

fααββ(k,k′,0)nα,knβ,k′ (A9)

−
∑

αβ

∑

k,k′

fαββα(k,k′,k′ − k)nα,k′nα,k

)

.

where nα,k = F [ǫα(k)/kBT ]. In the forward scat-
tering limit q → 0, we only consider the contribu-
tions of the first sum containing the interaction function
fααββ(k,k′,0) ≡ fαβ(k,k′). We get

〈Ĥ − Ĥ0〉0 =
∑

α,k

(ǫαo (k) − ǫα(k))nα,k

+
1

2

∑

α,β

∑

k,k′

fαβ(k,k′)nα,knβ,k′.
(A10)

Using this expression the approximation for the free en-
ergy reads

F =
∑

k,α

(ǫαo (k)− ǫα(k))nα,k

+
1

2

∑

α,β

∑

k,k′

fαβ(k,k′)nα,knβ,k′

−
1

β

∑

k,α

log[1 + e−βǫα(k)],

where nα,k = (1 + e−βǫα(k))−1. We find ǫα(k) from the
condition δF/δǫα(k) = 0. Thus,

ǫα(k) = ǫαo (k) +
1

2

∑

β,k′

(

fαβ(k,k′) + fβα(k′,k)

)

nβ,k′ .

(A11)
The symmetry of the interaction function leads to

ǫα(k) = ǫαo (k) +
∑

β,k′

fαβ(k,k′)nβ,k′ . (A12)

By using the decomposition of the interaction function,
eq. (2.9), we obtain the renormalized dispersion relation
of eqs. (2.10)-(2.11)

ǫα(k) = ǫαo (k)−

N
∑

ij

Uijηid
α
j (k), (A13)

ηi =
∑

α,k

dαi (k)F [ǫ
α(k)]. (A14)

We can now write our approximate free energy, from
(A7), as

F =
1

2

N
∑

ij

Uijηiηj −
1

β

∑

k,α

log[1 + e−βǫα(k)]. (A15)

From this expression we can obtain the order parameters
just by taking derivatives. For example, by adding to the
hamiltonian the perturbation (3.14) and then taking the
derivative with respect to the magnetic field, we can get
the magnetization, as

M =
dF

dh
=

N
∑

ij

Uij

dηi
dh

ηj −
∑

k,α

dǫα(k)

dh
nα,k, (A16)

where we have used the symmetry Uij = Uji. By using
the expression for the renormalized dispersion relation
we obtain

M = −
∑

k,α

dǫαo (k)

dh
nα,k = −

∑

k,α

αnα,k. (A17)
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40 P. Rodŕıguez Ponte, D. Cabra, and N. Grandi,
Modern Physics Letters B 26, 9 (2012).

41 R. Agra, F. van Wijland, and E. Trizac,
European Journal of Physics 27, 407 (2006),
cond-mat/0601125.

http://dx.doi.org/10.1103/RevModPhys.47.331
http://dx.doi.org/10.1140/epjb
http://dx.doi.org/10.1103/PhysRevLett.91.066402
http://dx.doi.org/10.1103/PhysRevB.73.045127
http://dx.doi.org/10.1103/PhysRevB.74.165109
http://dx.doi.org/ 10.1103/PhysRevB.75.115103
http://dx.doi.org/10.1103/PhysRevB.82.245106
http://dx.doi.org/10.1142/S0217984913501029
http://dx.doi.org/10.1103/PhysRevB.78.035131
http://dx.doi.org/10.1103/PhysRevLett.103.220602
http://dx.doi.org/ 10.1146/annurev-conmatphys-070909-103925
http://arxiv.org/abs/0910.4166
http://dx.doi.org/10.1038/31177
http://arxiv.org/abs/arXiv:cond-mat/9707327
http://dx.doi.org/10.1103/PhysRevB.59.8065
http://dx.doi.org/10.1103/PhysRevLett.84.1982
http://dx.doi.org/10.1103/PhysRevB.64.195109
http://dx.doi.org/10.1103/PhysRevLett.85.5162
http://dx.doi.org/10.1103/PhysRevB.64.115312
http://dx.doi.org/10.1103/PhysRevB.66.094516
http://arxiv.org/abs/arXiv:cond-mat/0205213
http://dx.doi.org/10.1103/PhysRevB.67.035112
http://dx.doi.org/10.1103/PhysRevLett.93.036403
http://dx.doi.org/10.1103/PhysRevB.70.155110
http://dx.doi.org/10.1103/PhysRevB.71.184402
http://dx.doi.org/ 10.1103/PhysRevB.73.085101
http://dx.doi.org/10.1103/PhysRevB.75.033304
http://dx.doi.org/10.1103/PhysRevB.76.235112
http://dx.doi.org/ 10.1103/PhysRevLett.99.127003
http://arxiv.org/abs/0704.1240
http://dx.doi.org/10.1103/PhysRevB.75.075110
http://dx.doi.org/10.1103/PhysRevB.75.155117
http://dx.doi.org/10.1016/j.physb.2007.10.126
http://arxiv.org/abs/0704.2231
http://dx.doi.org/10.1126/science.1104306
http://arxiv.org/abs/http://www.sciencemag.org/content/306/5699/1154.full.pdf
http://dx.doi.org/ 10.1103/PhysRevLett.95.086402
http://dx.doi.org/10.1126/science.1134796
http://arxiv.org/abs/http://www.sciencemag.org/content/315/5809/214.full.pdf
http://dx.doi.org/ 10.1073/pnas.1112775108
http://arxiv.org/abs/1108.3554
http://dx.doi.org/10.1016/j.physc.2012.04.018
http://arxiv.org/abs/1201.6639
http://dx.doi.org/10.1103/PhysRevB.72.035114
http://dx.doi.org/10.1103/PhysRevB.82.155119
http://dx.doi.org/10.1103/PhysRevB.76.155117
http://dx.doi.org/10.1143/JPSJ.76.073706
http://arxiv.org/abs/arXiv:cond-mat/0701628
http://dx.doi.org/10.1103/PhysRevB.80.115102
http://dx.doi.org/ 10.1103/PhysRevA.81.023602
http://dx.doi.org/10.1103/RevModPhys.80.885
http://arxiv.org/abs/0704.3011
http://dx.doi.org/10.1142/S0217984912501254
http://dx.doi.org/10.1088/0143-0807/27/2/022
http://arxiv.org/abs/cond-mat/0601125

