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We test the performance of a phase recovery method based on a three-dimensional directional wavelet transform
applied to the intensity signal measured by temporal speckle pattern interferometry (TSPI). We present and
discuss several sources of uncertainty by analyzing experimental datasets recorded for an in-plane interferometer
without introducing a temporal carrier. The dynamic phase data measured with the proposed method are com-
pared with those obtained from the well-known one-dimensional Fourier transform phase recovery technique.
In the Fourier method, the filtered Fourier transform for each intensity pixel is evaluated along the temporal
direction. In contrast, the three-dimensional directional wavelet transform method uses the information of
adjacent pixels and then increases the performance of the recovered dynamic phase results. The advantages
and limitations of the three-dimensional directional wavelet transform approach are discussed, and a summary
of conclusions from the analysis of TSPI data is also given. © 2017 Optical Society of America

OCIS codes: (120.6160) Speckle interferometry; (120.5050) Phase measurement; (100.7410) Wavelets.
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1. INTRODUCTION

Temporal speckle pattern interferometry (TSPI) is a well-
known non-destructive and whole-field optical technique for
the measurement of small dynamic deformation fields of rough
objects. In this technique, a sequence of speckle interferograms
is recorded throughout the entire dynamic deformation process
of the tested object. The dynamic field corresponding to the
optical phase is related to the undergone object deformation
and coded in the spatiotemporal intensity modulation of the
recorded speckle pattern interferograms. The collected inter-
ferograms are commonly analyzed for each observed pixel inde-
pendently of the rest. Consequently, most phase recovery
approaches developed for TSPI data processing deal with
one-dimensional (1D) signals, and their implementation is sim-
ple and computationally efficient [1]. However, 1D methods
usually present low tolerance to the presence of noise, including
errors produced by decorrelation effects, fluctuations of the
bias, and loss of modulation intensity. These disadvantages
are a severe limitation of the 1D methods, which is a direct
consequence of the nature of the dynamic of the intensity sig-
nal. The interferometric signal is composed by the dynamic
interference of speckle patterns. Therefore, non-modulated
or very low modulated pixels, as well as biased intensity
fluctuations, are usually obtained. In order to overcome these

limitations, various 1D phase recovery techniques based on
the Fourier transform, the continuous wavelet transform, the
empirical mode decomposition, the Hilbert transform, and
the generalized S-transform have been developed [2]. These
methods can only consider the state of the interferometric sig-
nal before and after the time analyzed. Therefore, there is some
potential for development of a more robust temporal method.
Note that no information about the neighboring pixels of the
analyzed pixel is considered in the mentioned methods and
therefore this information is discarded. Alternatively, a tech-
nique that combines the use of a 1D method with 2D spatial
phase evaluation was proposed [3]. This technique allows the
analysis of discontinuous phase maps together with varying
changes of phase.

In practice, 1D methods fail in the presence of a significant
number of neighboring unmodulated pixels. Consequently, 2D
and 3D approaches that consider information of adjacent pixels
have been investigated, such as a technique based on Delaunay
triangulation [4]. This approach removes signal intervals ac-
cording to a user-defined criterion and then, the missing data
are rebuilt by interpolation. Finally, the phase is evaluated using
the Hilbert transform. Alternatively, the 3D directional wavelet
transform method (3DDWT) was proposed as a phase recovery
technique in order to deal with the loss of modulation with
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minimum intervention of an external operator [2,5]. In addi-
tion, this technique allows the evaluation of displacement fields
with different directions, the analysis of discontinuous phase
maps, and variations of changes of phase by adopting a single
set of external parameters fixed by the operator.

In this work, we experimentally evaluate the performance of
the 3DDWT phase evaluation method using experimental
TSPI datasets recorded from a nanopositioner-controlled object
that produces a rigid body in-plane movement with high ex-
cursions. Additionally, we compare the performance obtained
with the one given by the well-known 1D Fourier transform
method [6]. The results obtained by these techniques are com-
pared for different phase distributions, and the advantages and
limitations of both temporal phase recovery approaches are also
discussed. It is necessary to point out that no temporal carrier
was introduced in the optical setup for the recording of the
speckle interferograms. In this way, the uncertainties associated
with this approach are avoided because it is unnecessary to sub-
tract the carrier component in the final phase recovery calcu-
lation. Note that the interferometric signal is contaminated
with low-frequency noise and intensity biases, and then the
selection of the set of parameters is more laborious.

2. PHASE RECOVERY METHODS IN TSPI

When a series of speckle interferograms is acquired in a TSPI
experiment without introducing a temporal carrier in the inter-
ferometer, the intensity distribution I at pixel coordinates
�m; n� and time t can be written as [1]

I�m; n; t� � IB�m; n; t� � IM �m; n; t� cos�φ�m; n; t��; (1)

where IB and IM are the bias and modulation intensities,
respectively, and φ is the phase to be recovered. It should be
noticed that φ�m; n; t � 0� is an initial random phase value
that has to be subtracted from φ in order to obtain the final
dynamic phase change distribution.

In the following subsections, the phase recovery algorithms
corresponding to both 1D Fourier transform and 3D
directional wavelet transform methods are briefly described
for convenience of the readers.

A. One-Dimensional Fourier Transform Method
Evaluating the Fourier transform of the intensity I along the
time axis in Eq. (1), Ĩ�ω� results in [2]

Ĩ�ω� � FTfI�t�g�ω�

� FTfIB�t�g�ω� � FT

�
IM �t�
2

exp�jφ�t��
�
�ω�

� FT

�
IM �t�
2

exp�−jφ�t��
�
�ω�; (2)

where j is the imaginary unit, FT stands for the Fourier trans-
form operator, and ω is the frequency in Fourier space. As each
pixel of the image sequence is analyzed independently of all
the others, the dependence of the magnitudes in the spatial
coordinates m and n was omitted for the sake of clarity.

The last two terms in Eq. (2) include the phase to be recov-
ered, which can be isolated by applying an appropriate bandpass
filter [1]. Then, the resulting complex intensity signal U �t� is
evaluated applying the inverse Fourier transform as follows:

U �t� � FT−1fH �ω; FL; FH �Ĩ�ω�g�t�; (3)

where FT−1 stands for the inverse Fourier transform operator
and H is the transfer function in the frequency domain of
the applied bandpass filter with low and high cutoff frequencies
FL and FH , respectively. Finally, the dynamic phase φ of the
object at the deformed state can be calculated at each pixel using
the arctangent function atan2(·,·) as follows:

φ�t� � atan 2�ImfU �t�g;RefU �t�g�
− atan 2�ImfU �0�g;RefU �0�g�; (4)

where atan2(·,·) is the four-quadrant inverse tangent function
which return values in the closed interval �−π; π� based on
the values of its arguments, and Imf·g and Ref·g denote the
imaginary and real part of the complex U , respectively.

B. Three-Dimensional Directional Wavelet Transform
Method
The 3D directional wavelet transform DI of the TSPI intensity
distribution I�m; n; t� � I�x� [see Eq. (1)] can be evaluated as
[2,5]

DI �a; b� � Cψ
1

a

Z �∞

−∞
I�x�ψ �

�
1

a
�x − b�

�
dx; (5)

where x � �m; n; t� ∈ R3 is the spatial-temporal coordinate
and R denotes the set of real numbers, ψ�x� is the three-
dimensional analyzing wavelet, * stands for the complex
conjugate operator, a > 0 is the dilation or scaling parameter,
b � �mb; nb; tb� ∈ R3 is the displacement or translation
parameter, and Cψ is a normalizing constant. As the wavelet
ψ is translated by b and dilated by a, DI can be considered
as the convolution of I�x� and ψ�x� in the variables �a;b�.
In this way, DI acts as local filter on the intensity signal
I�x� and has an appreciable value where local features of the
intensity I are matched. It should be noted that Eq. (5) is a
convolution product with a zero-mean function ψ and there-
fore its fully spaced representation can be discretized as usual by
using Fourier-transform-based procedures.

To measure the time evolution of the phase coded in the
TSPI signal, a wavelet that separates the amplitude and phase
components can be used. In particular, we use the modified
Morlet wavelet defined as [2,5]

ψ�m; n; t� � ψG × ψM

� exp

�
−

��
m
σm

�
2

�
�
n
σn

�
2
�
∕2

�

× exp
�
−

�
t
σt

�
2

∕2
�
exp�jk0t�; (6)

where ψG is a 2D spatial Gaussian function; ψM is the 1D
temporal Morlet wavelet; and σm, σn, σt , and k0 are adjusting
parameters. The value of k0 is associated with the Morlet fre-
quency and σm, σn, σt correspond to the effective window
width of the wavelet function in each magnitude. In the fully
spaced representation, Eq. (6) is a convex cone centered at fre-
quency k0. Variations of the external parameters modify the
angular selectivity and then the spectral anisotropy can be bet-
ter adapted obtaining high performance in the phase recovery
process. In Section 3 we offer typical values of these parameters
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as a reference for the interested reader. From Eqs. (5) and (6),
DI can be seen as a convolution of I with a 2D spatial Gaussian
filter and the 1D wavelet transform of the temporal history of
each pixel in the image sequence [2,5].

The tracking of the local maximum of jDI �a; b�j allows the
characterization of the ridge ar , which has the property of
describing the phase distribution evolution as follows:

φ�b� � atan 2�ImfDI �ar ; b�g;RefDI �ar ;b�g�
− atan 2�ImfDI �ar ;b0�g;RefDI �ar ;b0�g�; (7)

where b0 � �m; n; 0�. Finally, a 1D phase unwrapping algo-
rithm along the temporal direction is needed to recover the
continuous phase distribution.

3. EXPERIMENTAL RESULTS

We evaluated the experimental performance of the 3DDWT
phase recovery technique and carried out a comparison of
the obtained results with those calculated applying the 1D
Fourier transform method. For this purpose, we set different
experimental conditions and acquired the corresponding data-
sets by using a speckle interferometer with in-plane sensitivity.
As previously mentioned, no temporal carrier was added to the
optical setup during the recording of the speckle interfero-
grams, so as to avoid the uncertainties introduced by the char-
acteristic method used in carrier subtraction to obtain the final
dynamic phase results. One important drawback of this exper-
imental approach is that the interferometric signals are conta-
minated with noise composed of low frequencies and intensity
biases, making it difficult to select the appropriate bandpass
filter needed for the 1D Fourier method and the ridge tracking
procedure parameters for the 3DDWT technique. The mea-
sured displacement fields were monotonically increasing with
time and conserving its spatial geometry to exclude the ambi-
guity problem in the phase sign. Also, a structural similarity
index was defined for the evaluation of the recovered phase
variations.

Figure 1 shows a diagram of the experimental setup of the
TSPI system used in the experiments. The light from a He–Ne
laser with a wavelength λ � 632.8 nm is divided into two
beams by a 50/50 beam splitter. Both beams are expanded
by two microscope objectives and illuminate the specimen
(S) making an angle θ � 45° with respect to the normal of
the surface. It is necessary to point out that both microscope
objectives were placed far enough from S so that the sensitivity
vector can be considered constant over the 8 mm × 8 mm area
analyzed. The specimen is a 3 cm × 4 cm aluminum plate
attached to a Physik Instrumente P-611.Z Z Stage (NP). A
Physik Instrumente E-625 Servo-Controller acted as the con-
trol unit (CU) which applies a voltage to the nanopositioner
using an open loop control scheme. The applied voltage gen-
erates a displacement of the specimen that is the same for every
point of the object surface. The specimen is imaged by a
PULNIX TM-620 CCD camera whose output is fed to a frame
grabber located inside a personal computer. Both the image ac-
quisition system and the CU, which generates the displacement
of the NP, are controlled by the personal computer. The res-
olution of the acquired images was 128 × 128 pixels and 256
gray levels, and each dataset contained 512 images. The mean

speckle size in the acquired images was approximately 1.3
pixels, and no intensity saturation was detected during the
whole data acquisition. The 1D Fourier transform method was
implemented using the widely known fast Fourier transform
algorithm [1], and the 3DDWT was evaluated using the
algorithms available in [7].

Two different phase distributions were studied. First, the
CU was programmed to apply a linearly increasing voltage
to the NP. This procedure generates a constant temporal varia-
tion in the phase to be measured, which corresponds to a rigid
body motion. Then, the phase was evaluated using the 1D
Fourier transform method with cutoff frequencies FL � 24
and FH � 104, and the 3DDWT technique with adjusting
parameters σm � σn � 1, σt � 3, and k0 � 4.

Figure 2 depicts the temporal history of the intensity signal
registered for the central pixel of the image corresponding to a
programmed phase change ΔφP of nearly π∕4 rad between
successive frames.

Figure 3 shows the temporal evolution of the programmed
phase φP (dotted line), and the phases evaluated for the central

Fig. 1. TSPI system used to obtain the in-plane displacement data-
sets: La, He-Ne laser; BS, beam splitter; M, mirrors; L, microscope
objectives; CCD, video camera; S, specimen; NP, nanopositioner;
CU, control unit; PC, personal computer.

Fig. 2. Temporal history of the intensity recorded for a pixel of the
image sequence corresponding to a programmed phase change of
approximately π∕4 rad per frame.
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pixel of the image (see Fig. 2) using the 3DDWT technique
(solid line) and the 1D Fourier transform method (dashed line).
A constant phase was added to both recovered phase distribu-
tions for the sake of clarity. It can be seen that there is a close
agreement in the evaluated phase values using both methods.

Figure 4 depicts the phase recovered with the 3DDWT
technique for pixels along the central column of the image.
It can be seen that the change of phase is approximately
constant along the time axis and similar for every pixel located
in the column.

In order to compare the overall performance of both phase
evaluation techniques, we defined the average similarity SA as
follows:

SA � 1

Nf

XNf −1

tn�0

SMR�tn�; (8)

where Nf is the total number of acquired frames, tn is the
frame number, and SMR�tn� is the structural similarity index
(SSIM) [8] evaluated at frame tn. SMR measures the similarity
between the imagesM and R. In particular, the SSIM index can
be viewed as a statistic quality measure ofM being compared to

R, which is regarded as being of perfect quality. In our case, M
is the recovered phase value at each frame and R is the estimated
phase value, which was calculated by linearly fitting the mean
value of the recovered phase in complete agreement with the
NP voltage programmed for the rigid body motion.

The SSIM index is first evaluated locally within a sliding
window that moves on a pixel basis across the entire image area,
generating a SSIM map. The local SSIM index LS�wM; wR�
accounts for the similarity in luminance l , contrast c, and struc-
ture s within the sliding windows wM and wR taken from the
same location of both M and R, and is computed as [8]

LS�wM; wR� � l�wM ;wR� × c�wM ; wR� × s�wM ;wR�

�
�

2μMμR � C1

μ2M � μ2R � C1

�
×
�

2σMσR � C2

σ2M � σ2R � C2

�

×
�

σMR � C3

σMσR � C3

�
; (9)

where μM and μR are the local mean values of wM and wR , σM
and σR are the variances of wM and wR , σMR is the cross
correlation of wM and wR after removing their means, and
C1,C2, andC3 are small positive constants to stabilize each term.
Finally, SMR is the average of the generated LS values [9]. It is
necessary to point out that −1 ≤ LS ≤ 1, being LS � 1 if wM
and wR are identical. In addition, LS�wM; wR� � LS�wR; wM �
so that the index value is the same regardless the order of the
image comparison. The same remarks are valid for SMR and
SA. For the interested reader, the SSIM index was evaluated using
the algorithms available in [10]. It is necessary to point out that
the outer 10 pixels of every image and the 20 first and last frames
were excluded for the computation of SMR and SA.

The experiment was repeated in the same way but using dif-
ferentΔφP values from approximately π∕11 up to π∕2 rad, and
the obtained SA results are summarized in Table 1. It can be
noticed that the performances of both techniques are quite
similar.

It is important to remark that the adjusting parameters of
the 3DDWT technique were fixed once for the complete evalu-
ation of all experimental datasets. The cutoff frequency param-
eters of the bandpass filter corresponding to the 1D Fourier
transform method had to be determined for each dataset with
the intervention of an experienced operator. Particularly, the
cutoff frequency parameters of the bandpass filter were chosen
so as to obtain an acceptable performance of the 1D Fourier
transform method.

Afterward, a region of 128 × 128 pixels containing two low
modulation intensity areas was analyzed using the recorded
dataset corresponding to ΔφP ≈ π∕4 rad between successive
frames. The size of each low modulation area was nearly

Fig. 3. Temporal evolution of the programmed phase (dotted line),
and the phase distributions evaluated for the central pixel of the
image using the 1D Fourier transform method (dashed line) and
the 3DDWT technique (solid line), corresponding to a programmed
phase change of approximately π∕4 rad per frame. A constant phase
was added to both recovered phase distributions for the sake of clarity.

Fig. 4. Temporal evolution of the phase distribution evaluated us-
ing the 3DDWT technique for pixels along the central column of the
images, corresponding to a phase change of nearly π∕4 rad per frame.

Table 1. SA Values Obtained for Different ΔφP

SA

ΔφP 1D Fourier Transform 3DDWT

π∕2 0.99 0.99
π∕3 0.98 0.98
π∕4 0.98 0.99
π∕11 0.97 0.96
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43 × 43 pixels. Figure 5 depicts the temporal history of the in-
tensity of a pixel with poor intensity modulation belonging to
the analyzed area. It can be noticed that the loss of intensity
modulation occurred around the frames 150 and 320 approx-
imately. Moreover, note also the high intensity variability
corresponding to this particular temporal history of the pixel.

Figure 6 shows the temporal evolution of the phase evalu-
ated for the pixel with poor intensity modulation (see Fig. 5)
using the 3DDWT technique (solid line) and the 1D Fourier
transform method (dashed line). It can be seen that some errors
occurred in the phase recovered with the Fourier transform
method when the intensity modulation is close to its mini-
mum. On the other hand, the 3DDWT technique was not
noticeably affected by the poor modulation: the recovered
phase values are similar to the ones shown in Fig. 3.

Figure 7 depicts the temporal evolution of the structural
similarity index SMR evaluated for the recovered phase using
the 3DDWT technique (solid line) and the 1D Fourier trans-
form method (dashed line) corresponding to the dataset
containing low modulation intensity areas.

Even though the values of SMR obtained with both tech-
niques were close to 1, the performance of the 1D Fourier
transform method is more affected by low modulation intensity

regions than the 3DDWT technique. We remark that the
bandpass filter and the adjusting parameter values were fixed
at the original and poor modulation datasets.

In a similar way, the performance of both techniques was
evaluated using different ΔφP values and the obtained SA re-
sults are summarized in Table 2. It can be noticed that the
3DDWT technique outperforms the 1D Fourier transform
method and is not noticeably affected by the low modulation
of the intensity (see Table 1).

Finally, the performance of both phase retrieval techniques
was tested when the variation of the phase change ΔφP de-
creases with time. In this case, the programmed phase function
φP at frame tn was

φP�tn� �
�
exp

��
1

2

�
5
�
− exp

��
1

2
−

tn
2Nf

�
5
��

Mφ; (10)

where Mφ � 3665 rad is an adjusting parameter. The value of
Mφ was chosen to make the maximum temporal variation of
the phase less than π, so that the temporal phase was properly
sampled by the acquisition system. In this case, the phase was
evaluated using the 1D Fourier transform method with the cut-
off frequencies FL � 1 and FH � 160, and the 3DDWT with
the adjusting parameters σm � σn � 1, σt � 6, and k0 � 0.1.

Figure 8 shows the temporal history of the intensity signal
registered for a pixel of the image sequence corresponding to a
monotonic non-constant phase change.

Figure 9 depicts the temporal evolution of the programmed
phase φP (dotted line), and the temporal histories of the phase

Fig. 5. Temporal evolution of the intensity corresponding to a pixel
with low-intensity modulation.

Fig. 6. Temporal evolution of the phase distribution evaluated us-
ing the 3DDWT technique (solid line) and the 1D Fourier transform
method (dashed line) corresponding to a pixel with poor intensity
modulation.

Fig. 7. Temporal evolution of the structural similarity index SMR
evaluated for the recovered phase using the 3DDWT technique (solid
line) and the 1D Fourier transform method (dashed line) correspond-
ing to the dataset containing low modulation intensity areas.

Table 2. SA Values Obtained for Low Modulated
Intensity Signals

SA

ΔφP 1D Fourier Transform 3DDWT

π∕2 0.94 0.98
π∕3 0.84 0.98
π∕4 0.88 0.99
π∕11 0.86 0.95
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distributions recovered for the central pixel of the image
(see Fig. 8) using the 3DDWT technique (solid line) and
the 1D Fourier transform method (dashed line) corresponding
to a monotonic non-constant phase change [see Eq. (10)]. It is
noted that both phase retrieval techniques allow the evaluation
of the phase distribution with lower errors when the phase
changes per frame are sufficiently large. However, when the
phase change becomes very small, such as after frame 250, both
phase evaluation techniques have problems to recover the phase
distribution, although the errors introduced by the 3DDWT
technique are much smaller than those given by the 1D
Fourier transform method.

Figure 10 shows the phase distribution obtained with the
3DDWT technique for pixels along the central column of the
image. It can be seen that the temporal history of the recovered
phase is similar for most of the pixels located along the column
and that the phase errors are more noticeable after frame 250.

Figure 11 depicts the recovered phase with the 1D Fourier
transform method for pixels along the central column of the
image. It is noted that the temporal history of the recovered

phase is similar for many pixels in the column, but the phase
errors are larger than those obtained using the 3DDWT tech-
nique (see Figs. 9 and 10). The 1D Fourier transform method
is more prone to produce errors in the recovered phase when it
is compared with the 3DDWT technique.

4. CONCLUSIONS

We evaluated the performance of the 3DDWT technique in
practice and compared the obtained results with those given
by the well-known 1D Fourier transform method when both
approaches are used to retrieve phase distributions in TSPI. For
this purpose, different dynamic phase distributions were used
with their corresponding experimental TSPI datasets. In the
case of low-intensity modulation and when the phase change
is very small, the 3DDWT technique improves the estimation
of the recovered dynamic phase distributions with respect to the
1D Fourier transform method. The performance of both the
1D Fourier transform method and the 3DDWT technique

Fig. 8. Temporal history of the intensity recorded for a pixel of the
image sequence corresponding to a monotonic non-constant phase
change.

Fig. 9. Temporal evolution of the programmed phase (dotted line),
and the phase distributions evaluated for the central pixel of the image
sequence using the 3DDWT technique (solid line) and the 1D Fourier
transform method (dashed line) corresponding to a monotonic non-
constant phase change.

Fig. 10. Temporal evolution of the phase distribution evaluated us-
ing the 3DDWT technique for pixels along the central column of the
images, corresponding to a monotonic non-constant phase change.

Fig. 11. Temporal evolution of the phase distribution evaluated
using the 1D Fourier transform method for pixels along the central
column of the images, corresponding to a monotonic non-constant
phase change.
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depends on the selection of their parameters. The parameters
of the 3DDWT technique were fixed for all the experimental
datasets whereas the cutoff frequencies of the bandpass filter
corresponding to the 1D Fourier transform method were
determined for each particular case to obtain an acceptable per-
formance. Therefore, the application of the 3DDWT technique
is less operator-dependent and robust to analyze different TSPI
datasets. Another topic for a future investigation related to this
study is the automatic setting of the configuration parameters of
the 3DDWT technique, particularly in the case of strong
alterations in the change of phase variations.
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