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Abstract— A novel modular positive-sequence estimation
algorithm for phasor measurement units (PMUs) is described
in this paper with a focus on the restrictions imposed by the
IEEE C37.118.1-2011 standard. The first stage consists in a
three-phase demodulator which allows us to separate the positive-
sequence from the negative-sequence signal in the frequency
domain and to eliminate the zero-sequence signal. The second
stage is a prefilter that mitigates noise and interference, thus
relaxing the filtering requirements of the following stage. The
suitability of a linear-phase FIR filter is shown and a comparison
of single and multistage designs is presented. On the third stage,
a digital state-space-based extension of a synchronous reference
frame-phase-locked loop is used for tracking of amplitude,
phase, frequency, and rate of change of frequency. It is shown
that a phase predictor inside the loop is required. The fourth
stage is a compensation algorithm which takes into account the
narrowband nature of the input signal to perform an accurate
compensation of the filter effects on the signal of interest.
Analytical properties of the system are then presented, providing
insight into the main factors that affect global performance.
Finally, a strict evaluation of the system is presented for
both M and P class PMU.

Index Terms— IEEE standards, linear-phase filters, phase-
locked loops (PLLs), phasor measurement units (PMUs), system
analysis and design.

I. INTRODUCTION

PHASOR measurement units (PMUs) are considered a
fundamental component of the Smart Grid, a contem-

porary perspective which promises to give power systems
a new level in terms of reliability and efficiency [1]. The
main advantage of this technology with respect to traditional
SCADA systems is that their measurements are time-stamped
using a reference synchronization signal, generally provided
by a Global Positioning System receiver, and are taken much
faster. In this way, PMUs can yield phase information with
much greater accuracy. This feature also allows to integrate
many PMU measurements for new applications, such as
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real-time state estimation, fault detection, and robust control
of wide area systems. The IEEE Standard C37.118.1-2011
[2] on synchrophasors and its recent amendment C37.118.1a-
2014 [3] establish requirements on PMUs to ensure a minimal
performance and interoperability between different devices.
From now on, these will simply be referred to as the IEEE
Standard for brevity.

Phasor estimation was traditionally performed with a
DFT recursive algorithm for its efficiency and great harmonic
rejection capability [4]. However, this method does not
perform well for off-nominal frequencies because of the
well-known leakage effects: scalloping loss and spectral
interference. A suitable window selection can greatly reduce
spectral interference [5], while interpolation algorithms have
been proposed to cope with the scalloping loss problem [6].
However, these approaches still have several limitations. First,
they provide poor filtering of interharmonic signals. Second,
they do not provide direct estimations of frequency and rate of
change of frequency (ROCOF), which means that numerical
differentiation must be performed on the phase estimated
sequence. Since the simple finite differences method is not
accurate enough, a careful ad hoc design of differentiator
filters is required. Third, they are generally not well-suited for
dynamic signals since they are based on a stationary model.

A dynamic phasor model based on the Taylor’s series
expansion led to several extensions of the DFT algorithm [7].
In [8], the first and second-order models are introduced,
yielding, respectively, the 4PM and 6PM algorithms.
Alternatively, the estimation can be performed through
least squares (LSs) [9] or weighted LSs procedures [10]
based on the dynamic model. A detailed comparison of
these algorithms can be found in [11]–[13]. Although
these approaches provide generally better performance than
stationary algorithms, interference rejection remains to be a
problem as can be seen in the reported numerical results [12].
More importantly, they lack a simple way to control different
aspects of estimation performance.

A different approach to this problem is the use of a phase-
locked loop (PLL), which is a well-suited system for dynamic
tracking that is controlled by a simple parameterization [14].
Much research has been done in this area for adapting
PLLs for power system applications, both for single- and
three-phase systems. The basic three-phase PLL is known as
the synchronous reference frame PLL (SRF-PLL) and allows
to obtain a ripple free phase detector (PD) when the input
signal is balanced [15]. More complex PD schemes which
attempt to achieve this for unbalanced signals gave rise to
different PLLs such as the enhanced PLL (EPLL) [15] and the
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decoupled double SRF PLL (DDSRF-PLL) [16]. Typically,
the design difficulty of these systems lies on the tradeoff
between a fast dynamic response and filtering performance.
On the one hand, to obtain a fast dynamical response, a large
enough bandwidth is required. On the other hand, to filter
unwanted signals, bandwidth should be reduced as much
as possible. This yields a tight constraint, which cannot be
fulfilled with standard configurations [14], [15], but can be
alleviated by a properly designed prefiltering stage.

The purpose of this paper is to present a novel integration
of different techniques to obtain a coherent, complete, and
robust positive-sequence synchrophasor estimation algorithm
for PMUs based on a PLL and a prefiltering stage. Although
similar structures have been considered before in power system
applications [15], they are generally not suitable for PMUs
for several reasons. First, use of simple IIR prefilters (PFs)
is proposed, but this causes phase distortion which leads
to significant total vector error (TVE) values. We precisely
characterize the group delay requirements of this stage to
show how critical is this issue, which almost dictates that an
FIR PF should be used. Second, PLLs are typically introduced
in the continuous-time domain and their discretization analysis
neglected. However, finite delays inside the loop can be
harmful. In fact, we show that a linear predictor scheme is
required. In addition, we apply the recently introduced narrow-
band compensation algorithm (NCA) algorithm [17], which
takes into account the finite bandwidth of the information
signal to more accurately compensate the filtering effects.
Furthermore, we present several analytical properties which
prove to be useful for the design validation of the complete
system and provide insight into the main factors that affect its
performance. This also reduces the tedious and time consum-
ing trial-and-error procedure required for parameter selection.

The rest of this paper is organized as follows. In Section II,
the signal model and the proposed system are presented.
The three-phase demodulation scheme is briefly discussed in
Section III. Then, in Section IV, the PF stage design consider-
ations are presented and both single and multistage designs are
investigated. A state-space based estimator-predictor extension
to the classical SRF-PLL is presented in Section V. The
compensation algorithm is reviewed in Section VI. System
properties are given in Section VII. Extensive simulation
results are presented in Section VIII for two cases: an M class
PMU with reporting rate Fs = 10 fps and a P class PMU with
reporting rate Fs = 50 fps. Finally, the conclusions are drawn
in Section IX.

II. SIGNAL MODEL AND SYSTEM ARCHITECTURE

Since the focus of this paper is on the digital stage design,
we will work in the discrete-time domain. That is, we will
assume that current and voltage signals are digitally sampled
by an analog-to-digital-converter (with a properly designed

Fig. 1. PMU digital stage block diagram.

antialiasing filter) with a sampling time T . A sampled version
of a continuous-time signal x(t) will be represented as
x[n] ≡ x(nT ) with n ∈ Z. The effects of the analog stage
are only considered briefly in Section VI for compensation
purposes. However, the system analysis could be simply
extended to account for these effects in a practical case.

In general, the fundamental component of the three-phase
input signal may be written as the sum of the instantaneous
symmetrical components [18] as in (1), shown at the bottom
of this page, where ai [n] ≡ ai (nT ) and φi [n] ≡ φi (nT ),
i = a, b, c, 0, 1, 2, are the instantaneous amplitude and phase
of the corresponding phase or sequence component, ω0 is
the nominal angular frequency of the power system, and
T = 2π/(Kω0) is the sampling period, with K an arbitrary
integer greater than 2. In this paper, we will assume that
signals in (1) may be represented as narrowband passband
signals within the delay of the system at nominal frequency
of operation. A similar assumption is made in [7]. Also,
the central frequency ω is assumed to lie in the interval
[ω0 − B/2, ω0 + B/2], where B is the range of frequencies of
interest, which is generally small relative to ω0. Note that the
input signal to the system will be actually composed of other
narrowband components (harmonics and interharmonics) and
wideband noise which are omitted just for notational brevity.

As stated, we focus on the positive-sequence signal esti-
mation problem, that is, the objective is to track the positive-
sequence phasor, frequency, and ROCOF. If desired, the
estimation of the negative-sequence quantities can be obtained
by a trivial extension of the proposed system. Instead, for
the zero-sequence component tracking, a single-phase system
based on an EPLL could be used. Nevertheless, requirements
for these other systems are not as well established.

The complete block diagram of the proposed system is
shown in Fig. 1. It includes a three-phase demodulator (3PD),
one digital PF for each signal branch (d and q), a digital state-
space PLL (DSS-PLL), and a NCA block. The three-phase
demodulation transforms the positive-sequence signal into a
lowpass signal (i.e., centered around 0 Hz) and separates it
from the negative-sequence signal in the frequency domain.
The PF is used to relax the specifications of the PLL’s loop
filter design, since it is not possible to obtain both a fast
dynamic response and interference rejection with the standard
configurations [15]. Of course, more complex in-loop filters
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⎣
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could be used to try to solve the joint filtering and tracking
problem [19]. However, it is noted that its design and global
stability considerations are not simple to pose. Instead, in this
paper, we propose to solve the filtering problem in the signal
domain and the tracking problem in the phase domain. This
is much simpler, as it allows us to decouple these problems
and to perform a detailed analysis in each domain. In turn,
this provides valuable insights into the interrelationship of
these two tasks. The tracking task is covered by the DSS-PLL,
which is an estimator-predictor PLL [20], that arises from a
natural state-space extension of the SRF-PLL. A similar state-
space approach to the problem was considered in [21]. The
proposed PLL tracks effectively amplitude, phase, frequency,
and ROCOF. Finally, we present the NCA, which accurately
corrects for the gain, phase, and delay introduced in the
filtering stages (both analog and digital) of the system [17].
It is worth emphasizing that each of these blocks is critical to
ensure correct PMU operation.

III. THREE-PHASE DEMODULATION

The three-phase demodulation can be performed with a
standard abc-dq or Park transform [22] (the zero component
is not computed since it does not provide positive-sequence
information)

P[n] = 2

3

[
cos

(
φ0

a [n]) cos(φ0
b [n]) cos(φ0

c [n])
− sin

(
φ0

a [n]) − sin(φ0
b [n]) − sin(φ0

c [n])

]

where φ0
a [n] = ω0nT , φ0

b [n] = ω0nT − 2π/3, and
φ0

c [n] = ω0nT + 2π/3. Then, xdq[n] = P[n] xabc[n] gives

xdq[n] = a1[n]
[
cos(φ1[n])
sin(φ1[n])

]
+ a2[n]

[
cos(2ω0nT +φ2[n])

−sin(2ω0nT + φ2[n])
]
.

This transformation offers many advantages.

1) Unlike a single-phase demodulation, it avoids the
creation of double-frequency terms for balanced input
signals.

2) It completely filters out the zero-sequence component.
3) While the positive-sequence frequency is shifted to dc,

the negative-sequence component frequency is shifted
to 2ω0. This double-frequency term will be filtered by
the PF, so that proper ripple free operation of the PLL
is guaranteed even in unbalanced scenarios. For severely
distorted signals, a carefully designed notch filter could
be added to relax the PF requirements.

Note that harmonics and interharmonics components can be
analyzed similarly. Therefore, positive-sequence interference
signals are shifted in frequency by −ω0, negative-sequence
interference signals are shifted by +2ω0, and zero-sequence
interference signals are eliminated. This will simply change
the interference power frequency distribution.

IV. PREFILTER DESIGN CONSIDERATIONS

We start by studying the PMU tolerance to PF phase
distortion. Concretely, we will analyze the TVE generated by
the variation of the PF group delay with frequency. Let HPF(z)
be the PF transfer function, GPF(ν) be the magnitude response,
φPF(ν) be the phase response, and τPF(ν) be the group delay

in time units, where ν is the discrete-time frequency variable.1

In general, the PF outputs are

ydq[n] =
[

yd [n]
yq[n]

]
=

[
(hPF ∗ xd)[n]
(hPF ∗ xq)[n]

]
= a[n]

[
cos(φ[n])
sin(φ[n])

]

where a[n] = (y2
d [n] + y2

d [n])1/2 and φ[n] =
atan2(yq[n], yd [n]), being atan2 the four-quadrant inverse
tangent function. Using the narrowband assumption, we
readily obtain the following approximations:

a[n] ≈ GPF(η)a1(nT − τPF(η)),

φ[n] ≈ φ1(nT − τPF(η))+ φPF(η)+ η

T
τPF(η)

where η = �ω T and �ω = ω − ω0. Now, we investigate
the error produced by considering τPF(η) ≈ τ 0

PF for all
η ∈ 	p = [−BT/2, BT/2], where τ 0

PF is the nominal
group delay (constant approximation). This approximation is
extremely important in order to allow for a simple compensa-
tion procedure of the system delay, which proves to be critical
(see Section VI). It can be simply shown that phase error (PE)
and amplitude error (AE) may be bounded as

PE(η) ≤ μφ �τPF(η), AE(η) ≤ μaGPF(η)�τPF(η)

where �τPF(η) = τPF(η) − τ 0
PF, μφ is an upper bound for

[�ω − φ′
1(nT − τ 0

PF)], and where μa is an upper bound for
a′

1(nT −τ 0
PF). Generally, AE is negligible and PE(η) � 1 rad.

for all η ∈ 	p, so that

TVE = sup
η∈	p

|[1 + AE(η)] e jPE(η) − 1| ≈ sup
η∈	p

|PE(η)|
≤ μφ sup

η∈	p

|�τPF(η)|. (2)

It is important to observe that the above upper bound includes
two effects. The term μφ is related to the variability of
the phase of the input signal while supη∈	p

|�τPF(η)| is the
PF group delay dispersion, which can be controlled by the
system designer. Since TVE should be much less than 1%,
we can use (2) to obtain an upper bound for the group delay
dispersion. For example, by using the passband definition for
the M class PMU, μφ = 2π×5 rad/s, we obtain the condition
|�τPF(ν)| � 0.01/(10π) = 318 μs for all ν ∈ 	p . For typical
values of T , this result shows that group delay dispersion must
be only a small fraction of a sample,2 so that the PF phase
characteristic is a critical design issue. This requirement is
easily achieved with FIR linear-phase filters which have a
constant group delay. There are also interesting quasi-linear-
phase IIR design algorithms that could be used such as those
in [23], based on convex optimization, but this will not be
pursued further here. Note that a similar analysis should be
performed for the analog stage of an actual PMU.

The lowpass PF magnitude specifications are given by the
usual four parameters: the passband edge frequency f p , the
stopband edge frequency fs , the passband ripple δp , and
the stopband attenuation δs . Guidelines for the selection of

1This notation is used throughout this paper: for any transfer function H (z),
its magnitude response is denoted by G(ν) and its phase response as φ(ν).

2For example, sampling a 50-Hz signal with 28 samples per cycle will
require T ≈ 714 μs.
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TABLE I

MULTISTAGE PF CHARACTERISTICS

these parameters are readily obtained from the IEEE Standard
specifications. The single-stage optimal filter (in terms of
computational cost and delay), the equiripple filter, can be
designed with the Parks–McClellan algorithm and it has a
cost which can be obtained approximately with the empirical
Kaiser’s formula [24]

C ≈ −10 log10(δpδs)− 13

14.6� f T
(3)

where � f = fs − f p . The cost (or order N) of the single-
stage FIR PFs given by (3) is relatively large, particularly for
M class specifications which have a very narrow transition
band. An efficient method to design a multistage filter is the
IFIR approach [25], which consists in designing the filter in
two stages: an upsampled filter with a factor M and an image
suppresor filter. The total filter cost C can be found as the
sum of the costs of each filter

C ≈ −10 log10(δpδs/2)− 13

14.6 M� f T
+ M

−10 log10(δpδs/2)− 13

14.6 (1 − M( fs + f p)T )
.

By minimizing this expression with respect to M ∈ M =
{2, . . . , 	(2 fs T )−1
}, one finds the most efficient two-stage
filter. The method is easily extended to the design of filters
with more than two stages by “splitting” the last filter suc-
cessively. We summarize the results3 for both M and P class
PF designs from one up to five stages in Table I. Note the
great reduction in computational cost that can be achieved
by a multistage design, especially for the M class PF, at the
expense of minor increases in delay and associated memory
requirements. The frequency responses of a four-stage M class
PF and a two-stage P class PFs4 are shown in Fig. 2.

V. TRACKING SYSTEM: DSS-PLL

The DSS-PLL extends the standard SRF-PLL by intro-
ducing a state-space model for amplitude, phase, frequency,
and ROCOF. In this way, it provides naturally the loop
filter structure, discretization process, and predictor scheme.
Moreover, it can be simply generalized if desired. For a similar
approach to the problem, see [21]. A complete block diagram
of the DSS-PLL is shown in Fig. 3. In the following, a detailed
description of each block is given.

3Note that the cost of the filter C and the filter order N is equal for single-
stage filters but in general differ for multistage filters. The delay is always
related to the latter quantity by the relation τPF = N T/2.

4Filter specifications are as follows. For the M class PF, we have used
f p = 2 Hz, fs = 5 Hz, δp = 10−3, and δs = 10−2. Instead, for the
P class PF, we have used f p = 2 Hz, fs = (48×2−50) = 46 Hz, δp = 10−3,
and δs = 10−2. This relatively small value for δs for the P class filter is used
because of the harmonic distortion RFE stringent requirement.

Fig. 2. Magnitude response of multistage PFs.

Fig. 3. DSS-PLL block diagram.

A. Rotation Transformation

As it has been already mentioned, the SRF-PLL gives
a ripple free PD for balanced signals. This is achieved
by exploiting its symmetry with the well-known Park’s
transformation. In the case where signals are unbalanced, its
performance is seriously deteriorated [15], [16]. However,
as discussed earlier, the proposed system can completely
eliminate the zero-sequence component and sufficiently
mitigate the negative-sequence double-frequency component.
Thus, even when the input signal is distorted, the input to the
DSS-PLL will contain only a small amount of interference,
so that this approach remains useful. Since the input signal is
already in the dq reference frame, we simply need a rotation
transformation (RT). Let φ̂p[n] = φ̂[n|n − 1] be the one-step
current predicted phase by the DSS-PLL. Then, the RT R[n]
yields

zdq [n] = a[n]
[

cos(φ[n] − φ̂p[n])
sin(φ[n] − φ̂p[n])

]
+ ndq[n]

where R[n] is a clockwise rotation matrix by the angle φ̂p[n],
and ndq [n] = R[n] vdq[n], being vdq[n] remnant interference
and noise after the PF stage. Since the difference between
φ̂p[n] and φ̂[n] is negligible (see Section V-D), the DSS-PLL
effectively tracks φ[n] as desired.

B. Amplitude and Phase Detection

Unlike most works, both zd [n] and zq [n] signals are used
to perform a joint amplitude and phase detection (APD) as

ua[n] =
√

z2
d [n] + z2

q [n], uφ[n] = atan2(zq [n], zd [n]).
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This makes the system much more robust against large phase
jumps and amplitude sags/swells, since it provides a better
decoupling than the one obtained when zd [n] and zq [n] are
used separately. Moreover, it provides a linear phase char-
acteristic between −π and π , which yields better tracking
performance than the sinusoidal PD [26]. For high signal-
to-interference-plus-noise ratio values, which are guaranteed
by the PF stage, it can be shown that this detection scheme
does not amplify the power of ndq[n]. In fact, a first-order
approximation gives

ua[n] ≈ a[n] + na[n], uφ[n] ≈ φ[n] − φ̂p[n] + nφ[n]
where the total power of na[n] and nφ[n] is the same as that
of nd [n] and nq [n].

C. Loop Filter Structure

The discussion in this section starts in the continuous-
time domain for the clarity of presentation. As previously
mentioned, instead of using a standard PI filter, the loop filter
of the DSS-PLL is obtained from a state observer of the
following state-space model:
{

x′
φ(t) = Aφ xφ(t)

yφ(t) = cT
φ xφ(t),

Aφ =
⎡
⎣

0 1 0
0 0 1
0 0 0

⎤
⎦ , cφ =

⎡
⎣

1
0
0

⎤
⎦ (4)

where the state vector is xφ(t) = [φ(t), ω(t), α(t)]T, being
φ(t) the phase of the input signal, ω(t) = φ′(t), α(t) = φ′′(t),
and the output yφ(t) = φ(t). The assumed state matrix Aφ
implies that φ′′′(t) = 0, i.e., ROCOF is constant. The state
observer of this model yields a standard type 3 PLL. As is
well-known in the PLL literature, this is the minimum type
required to track frequency ramps without steady-state error
[27], [28]. One disadvantage of the previous model is that it is
not exact for modulated signals. For example, for sinusoidal
phase modulation φ′′′(t) = a φ′(t) for some a �= 0. A more
general model that accounts for these signals would imply
that the third row of the state matrix in (4) is replaced by
[a, b, c] where a, b, c ∈ R are not necessarily zero. However,
this model requires an accurate online model identification,
which introduces additional stability and performance issues.
Moreover, as it will be shown through numerical simulations
in Section VIII, the errors of the simpler model for phase
modulation signals can be made small enough. Thus, model (4)
will be used in this paper.

The corresponding discrete-time state-space model is
{

xφ[n + 1] = e AφT xφ[n]
yφ[n] = cT

φ xφ[n], e AφT =
⎡
⎣

1 T T 2/2
0 1 T
0 0 1

⎤
⎦.

Let x̂φ[l|m] represent the estimate of xφ[l] at time m. For
the sake of notational simplicity, x̂φ[m|m] is simply denoted

by x̂φ[m]. The current observer equation can then be written
as

x̂φ[n] = e AφT x̂φ[n − 1] + k(yφ[n] − cT e AφT x̂φ[n − 1])
where k = [k1, k2, k3]T is the vector gain. The open-loop
phase transfer function which produces the state estimation in
response to uφ[n] is given by (5) at the bottom of this page.
The corresponding closed-loop transfer functions between
φ[n] and φ̂[n], ω̂[n], α̂[n] are denoted, respectively, by Hφ(z),
Hω(z), and Hα(z), and the corresponding impulse responses
by hφ[n], hω[n], and hα[n]. These can be easily found from
Gφ(z) and Fig. 3 and are omitted to save space.

For amplitude estimation, a similar strategy can be followed.
The state matrix in this case is simply Aa = 0. For zero-initial
conditions, this observer is equivalent to a first-order filter

Ha(z) = k4

1 + (k4 − 1)z−1

where k4 is the gain parameter. However, to speed up con-
vergence, the initial amplitude estimate is set to the nominal
amplitude value. The corresponding impulse response is ha[n].

D. Predictor

It must be considered that feedback is not instantaneous,
at least a unit delay must be introduced in this path for the
loop to be computable [28]. To compensate for this, a linear
predictor based on the state model is included, yielding a
familiar Taylor series approximation [20]

φ̂[n + 1|n] = φ̂[n] + ω̂[n] T + α̂[n] T 2

2
.

Of course, the error introduced by this approximation depends
on the phase dynamics but it is always O(T 3). For practical
signals and values of T , it will be negligible. Instead, if no pre-
dictor is used the error would be O(T ) which could be unac-
ceptable in terms of TVE. For example, for B = 2π×10 rad/s
and T = 1 ms, TVE will be roughly 3%.

E. Parameter Selection

It is interesting to highlight the fact that the resulting
structure resembles that of a limiting Kalman filter [29]. The
main difference lies in the parameter selection criterion. While
the Kalman gains are selected to minimize the estimation
mean-square error, the choice here is based on a set of time
and frequency response requirements.

In order to use available results from continuous-time
type 3 PLLs theory, we need to define an appropriate map-
ping between continuous-time and discrete-time gains. Let
F(s) = g1 + g2/s + g3/s2 be the loop filter transfer func-
tion of a continuous-time type 3 PLL. Then, using standard

Gφ(z) = 1

2(1 − k1)(1 − z−1)3

⎡
⎣

2k1 + (−4k1 + 2k2T + k3T 2)z−1 + (2k1 − 2k2T + k3T 2)z−2

2(1 − z−1)[k2 − (k2 − k3T )z−1]
2k3(1 − z−1)2

⎤
⎦ (5)
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approximations [28], it can be shown that

k1 = g1T

1 + g1T
, k2 = g2T

1 + g1T
, k3 = g3T

1 + g1T
.

Thus, any suitable criterion for the selection of continuous-
time gains may be used to choose discrete-time gains.
In this paper, we will use the convenient parameterization
of the gains, in terms of stability margins and bandwidth,
presented in [27]. Although guidelines from [27] and [28]
are quite useful, these are based on a single PLL without
a PF stage. Due to the complex interaction between the
two stages, a trial-and-error refinement was performed5 with
the aid of the properties presented in Section VII. It is
noted that the required bandwidths for an appropriate dynamic
response are much greater than the PF stopband frequency,
which confirms the need of that stage for filtering interference
signals.

VI. NARROWBAND COMPENSATION ALGORITHM

For completeness, the NCA introduced in [17] is now briefly
reviewed. It is based on two hypotheses: the positive-sequence
signal of the fundamental component may be represented as a
narrowband signal and the global group delay is constant in the
frequency range of interest. For practical reasons, the effects of
the analog stage are also included and lumped into an analog
transfer function HAS(s) which is then compensated along
with the digital stage. In this paper, however, we consider only
the integer delay PFs, so that the total delay is τ = mT with
m = N/2, and φPF(ωT ) = −ωτ . Thus, the NCA equations
simply reduce to a time alignment and gain compensation

α̃[n] = α̂[n + m], ω̃[n] = ω̂[n + m]
φ̃[n] = φ̂[n + m], ã[n] = â[n + m]/GPF(ω̃[n]T ). (6)

These expressions are convenient for analysis purposes (they
are used extensively in the Appendix). However, in a practical
implementation, the original NCA equations should always be
used to take into account the necessarily nonlinear phase of
the analog stage frequency response.

VII. SYSTEM PERFORMANCE PROPERTIES

In this section, we will consider some properties of the
system regarding its performance with respect to different
situations contemplated in the IEEE Standard. They are impor-
tant because they show which factors dominate performance
metrics and are therefore useful for validation purposes and
as design guidelines. It is assumed that the DSS-PLL para-
meters are selected appropriately, which basically means that
bandwidth is sufficiently wide so that it does not distort in
a significant way phase and amplitude information signals.
This assumption, however, should be verified by numerical
simulations. In any case, the results are useful to understand

5The results are a phase margin of PM = 85◦ and a crossover frequency
of ωc = 2π 100 for the M class PMU, so that k1 = 0.3094, k2 = 16.9737,
and k3 = 465.6382, while PM = 70◦ and ωc = 2π 100 for the P class
PMU, so that k1 = 0.3033, k2 = 67.1972, k3 = 7.4447×103. The amplitude
parameter k4 may be chosen simply as 1−epT , where p is the corresponding
continuous-time pole. In both cases, we set p = −2π × 500 rad/s, so that we
obtained k4 = 0.8940.

the error contribution of each stage of the system. Short proofs
are provided in the Appendix.

The first property of the system is straightforward and refers
to its convergence for the stationary case. Note that this result
implies that the system performance, unlike many different
methods, is independent of the input signal frequency.

Property 1: The system converges with no steady-state
errors (TVE → 0, FE → 0, Rate of Change of Frequency
Error (RFE) → 0) for a free interference sinusoidal balanced
input signal.

Of course, when interference and/or unbalances are present,
steady-state errors will not be equal to zero. It is shown that
worst case TVE depends mainly on the PF stopband attenu-
ation δs since gain peaking of Hφ(e jν) is generally small,6

while for FE and RFE, the effect of the DSS-PLL becomes
much more critical. Note, however, that these bounds are
generally loose, that is, they are rarely attained. Nevertheless,
they show which factors should be considered to reduce errors.
The gain peaks decrease as either the parameter PM increases
or ωc decreases.

Property 2: The maximum TVE, FE, and RFE when an
interference is present at the input may be bounded as

TVE ≤ ζ δs

√
1 + ‖Hφ‖2∞, FE ≤ ζ

2π
δs‖Hω‖∞,

RFE ≤ ζ

2π
δs‖Hα‖∞ (7)

where ζ is the ratio between the interference and signal
amplitudes at the input, and ‖H (e jν)‖∞ = maxν |H (e jν)|.

For modulated signals, as expected, the main factor that
affects TVE is the PF passband ripple δp . For phase modulated
signals, we also provide FE and RFE bounds which show that
the errors arise mainly from the nonideal characteristics of
Hω(e jν) and Hα(e jν) in the modulation frequency band.

Property 3: The maximum TVE for amplitude modulated
signals is dominated by the AE and it may be approximately
bounded as follows:

TVE ≤ 2ka

1 − ka
δp (8)

where ka is the modulation factor. On the other hand, as in the
stationary case, PE → 0, FE → 0, and RFE → 0. For phase
modulated signals, the maximum TVE, FE, and RFE satisfy

TVE ≤ 2J0(kφ)δp, FE ≈ J1(kφ)

π J0(kφ)

∣∣∣Hω(e
jνm )− j

νm

T

∣∣∣ ,

RFE ≈ J1(kφ)

π J0(kφ)

∣∣∣∣Hα(e
jνm)+ ν2

m

T 2

∣∣∣∣ (9)

where Jk is the kth order Bessel function of the first kind [30],
νm is the discrete-time modulation frequency, and kφ is the
phase modulation factor.

Frequency ramp signals are much harder to analyze in detail.
However, it is clear that the TVE will be mainly due to
the PF distortion since, as mentioned earlier, a type 3 PLL
can track perfectly these types of signals. The main factor
that affects this level of distortion is the PF passband edge

6Of course, this assumption can be controlled and checked by the system
designer. In any case, a high gain peaking value is undesirable.
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frequency f p , so it is clearly more critical to the M class
PMU requirements. Frequency and ROCOF errors will also
be dependent on the characteristics of the DSS-PLL.

With respect to step signals, we present approximations of
phase and amplitude overshoots (AOs) as simple functions
of hPF[n] and some remarks about TVE, FE, and RFE response
times.

Property 4: Phase overshoot (PO) and AO may be
approximated by

PO ≈ AO ≈
max

N/2≤l≤N−1

∑l
k=0 hPF[k]

∑N
k=0 hPF[k] − 1. (10)

Moreover, the TVE response time (tr,TVE) depends primarily
on the spread of hPF[n]. For the amplitude step, FE and
RFE response times (tr,FE and tr,RFE) are theoretically zero.
Instead, for the phase step test, tr,FE and tr,RFE depend on
the spread of the functions hPF,ω[n] = (hPF ∗ hω)[n] and
hPF,α[n] = (hPF ∗ hα)[n], respectively.

VIII. NUMERICAL RESULTS

In this section, we present the performance of the proposed
system under the most stringent tests required by the
IEEE Standard with respect to the metrics defined therein.
Furthermore, we will check the properties presented in
Section VII. Both an M (Fs = 10 fps) and P (Fs = 50 fps)
class PMUs case studies are considered. Nominal frequency
is f0 = 50 Hz and sampling period is T = (28 × 50)−1 s.
The PF parameters are presented in Section IV and they
were implemented in four stages for the M class PMU and
two stages for the P class PMU. The DSS-PLL parameters are
presented in Section V. The system effective delay is 530.7 ms
for the M class PMU and 32.1 ms for the P class PMU and
both are below the IEEE Standard latency limit.

A. Stationary Tests

1) Balanced Signals: First, both systems are tested with
a sinusoidal input signal with frequency f = 52 Hz, which
represents the boundary of the passband. After convergence,
negligible errors (TVE ∼ 10−10%, FE ∼ 10−11 Hz, and
RFE ∼ 10−9 Hz/s) are obtained. Similar results are obtained
for f = 48 Hz and a frequency sweep simulation confirms
that performance is independent of the input signal frequency
as established by Property 1.

Second, harmonic interference rejection is evaluated at a
total harmonic distortion level of 10% for the M class PMU
and 1% for the P class PMU for the first 12 harmonics.
In Fig. 4, TVE versus harmonic number is shown. Worst
case TVE, FE, and RFE are given in Table II. The sim-
ple bounds found from Property 2 are7: TVE ≤ 0.1514%,
FE ≤ 0.0095 Hz, and RFE ≤ 0.2510 Hz/s for the M class
PMU, while TVE ≤ 0.0190%, FE ≤ 0.0045 Hz, and
RFE ≤ 0.4841 Hz/s for the P class PMU. Clearly, these
are rather loose bounds and can not properly explain the

7For reference, for the M class PMU: ‖Hφ‖∞ = 1.0460, ‖Hω‖∞ =
59.6322, and ‖Hα‖∞ = 1.5772 × 103. For the P class PMU: ‖Hφ‖∞ =
1.2085, ‖Hω‖∞ = 284.2106, and ‖Hα‖∞ = 3.0419 × 104.

Fig. 4. TVE for the first 12 harmonics for both PMUs.

TABLE II

HARMONIC DISTORTION RESULTS

Fig. 5. TVE for the out-of-band interference test versus the fundamental
frequency.

TABLE III

OUT OF BAND INTERFERENCE TEST RESULTS

differences that arise in the results due to the interaction of
the PF and the DSS-PLL. Note, however, that much more
accurate bounds can be found with more complex calcu-
lations (see the Appendix). For the M class PMU, out of
band interference is evaluated by adding a disturbance at
frequency fi = f0 + Fs/2 = 55 Hz with a total interharmonic
distortion of 10%. By varying the fundamental frequency in
the passband, the TVE behaves as shown in Fig. 5. Worst
case TVE, FE, and RFE for a joint sweep of the signal and
the interference frequencies in their full ranges are presented
in Table III. Note that in this case the bounds from Property 2
are much tighter.

Finally, we have tested both systems with additive white
Gaussian noise at an SNR between 40 and 80 dB. Results of
the mean and standard deviation of the TVE, FE, and RFE
as a function of SNR are shown in Fig. 6. They show that
both systems are robust against noise for realistic SNR values.
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Fig. 6. TVE, FE, and RFE statistics as a function of SNR. (a) TVE mean.
(b) TVE standard deviation. (c) FE mean. (d) FE standard deviation. (e) RFE
mean. (f) RFE standard deviation.

It is also evident that the M class PMU is less sensitive to this
disturbance. This is due to the fact that the noise bandwidths
of both the PF and the DSS-PLL (a consequence of the higher
PM value) estimators are smaller.

2) Unbalanced Signals: The system was tested with a
fundamental negative-sequence and zero-sequence distortion
at a 10% (M class) and 1% (P class) of the positive-sequence
signal’s amplitude and varying the fundamental frequency
in the passband. Worst case results are shown in Table IV.
As expected, both systems behave well (see Section III).

B. Dynamic Tests

1) Amplitude and Phase Modulation: The modulation fre-
quency is set to 2 Hz, the amplitude modulation factor to 0.1
and the phase modulation factor to 0.1 rad. Results are as
shown in Table V. The tracking capability is appreciated

TABLE IV

UNBALANCE DISTORTION RESULTS

TABLE V

MODULATION TEST RESULTS

Fig. 7. TVE for modulation tests for the M class PMU. (a) TVE for amplitude
modulation. (b) TVE for phase modulation.

TABLE VI

FREQUENCY RAMP RESULTS

in Fig. 7, where the TVE evolution is shown for both tests
for the M class PMU. The TVE upper bound given by
Property 3 for amplitude modulation is 0.0222%, while for
phase modulation it is 0.1995%. Both bounds are found to be
satisfactory. We also confirm that FE and RFE are negligible
for the amplitude modulation tests. On the other hand, for the
M class PMU, FE and RFE approximations for phase modu-
lation are, respectively, 0.0205 Hz and 1.162 Hz/s, which are
very accurate. Similar conclusions hold for the P class PMU.

2) Frequency Ramp: After 5 s of a pure sinusoidal signal,
the ramp rate is set to 1 Hz/s, being the initial frequency 48 Hz
and the final frequency 52 Hz. Performance obtained is shown
in Table VI. As can be seen in Fig. 8 for the RFE evolution
of each PMU, the DSS-PLL locks well within the exclusion
interval. Note that the TVE for the M class PMU is much
higher than that of the P class PMU, but the difference between
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Fig. 8. RFE evolution for the frequency ramp test. (a) RFE for M class PMU.
(b) RFE for P class PMU.

TABLE VII

STEP TEST RESULTS

Fig. 9. Phase responses for the phase step test. (a) M class PMU.
(b) P class PMU.

FE and RFE is much smaller, showing the effects of the
different PF and DSS-PLL characteristics.

3) Step Tests: Amplitude step size is set to 10% of initial
amplitude value and phase step size to π/18 rad. Results for
each separate test are shown in Table VII, with their respective
response times. To illustrate these results, the phase step
response of both PMUs is shown in Fig. 9. Approximations
of overshoot given in Property 4 are PO ≈ AO = 7.5754%
for the M class PMU and PO ≈ AO = 3.6007% for the
P class PMU. Note that for the P class PMU the PO approx-
imation is less accurate which shows that the PLL has a
nonnegligible impact on the step response. For the amplitude
step, the approximations of tr,TVE as functions of hPF[n] are
0.118 s (M class) and 0.016 s (P class), while for the phase
step, they are 0.328 s (M class) and 0.019 s (P class). These
results confirm the usefulness of Property 4. Correct delay
compensation is confirmed because the step time delay is less
than the sampling period. Also, as expected, frequency and
ROCOF are the most sensitive estimates to phase jumps in

that their transients are longer, specially for the P class PMU.
To reduce these response times, the bandwidth of the DSS-PLL
needs to be increased thus degrading the harmonic rejection
capability. To counteract this, a more complex PF may be
used. The limit of this strategy is, of course, the system delay
constraint of the IEEE Standard.

IX. CONCLUSION

A complete design of a PMU digital stage was presented
along with its validation through numerical simulations for
both an M and P class designs. The approach taken was
modular, that is, we decouple the estimation problem into
demodulation, filtering, dynamic tracking, and compensation.
The advantage of this is that each block can be designed almost
independently of each other.

This paper applies the Park transform as a three-phase
demodulation scheme makes the system robust against signal
unbalances. On the other hand, the importance of linear phase
in the filtering stage of the system was emphasized, and we
showed how small the group delay dispersion in the pass-
band region should be for the proper operation of the PMU.
A minimax linear-phase FIR PF design was presented as a
benchmark and a detailed analysis of multistage designs was
carried to show the existing tradeoff between computational
cost, delay, and memory requirements which are necessary to
consider carefully in an actual implementation of the system.
An extension of the SRF-PLL based on the estimator-predictor
approach was proposed. Basically, the loop filter design is
based on a state-space model instead of the standard PI con-
troller. This revealed how to estimate frequency and ROCOF
inside the loop and pave the way for future improvements.
It also contributes to the digitalization strategy, since the phase
predictor was shown to be of paramount importance. Important
properties of the system were derived analytically, which
showed the existing tradeoffs between tracking and filtering
that is an inherent problem of all the PLL-based structures
and other PMU algorithms. It was verified that the desired
relaxation of the requirements was achieved by the addition
of the linear-phase PF, at the expense of some amount of
delay and computational resources. Finally, we have applied
the recently introduced narrowband compensation algorithm.
It is worth to emphasize that all the requirements of the
IEEE Standard were met.

Despite we did not perform a detailed analysis of the com-
putational cost of the entire system, we would like to mention
the dominant factors for each stage. The cost of the 3PD is
mainly given by the evaluation of the matrix P[n], which
involves computation of trigonometric functions. The cost
of the PF depends strongly on the transition bandwidth � f
[see (3) and the discussion following it], although the mul-
tistage strategy makes this dependence much less severe.
Note that this is the only computational difference between
different PMU types (class and reporting rate). The cost
of the DSS-PLL is primarily given by that of the RT and
APD computations, which again requires the computation of
trascendental functions. Finally, for the NCA block, the cost of
evaluating the gain and phase responses clearly prevails over
the rest of the computations.
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To wrap up, we would like to comment on two possible
extensions of this paper. First, as mentioned in Section IV,
there is the possibility of using quasi-linear-phase IIR filters
designed with the optimization methods. This approach
may give important improvements in both the delay and
computational requirements of the filter or, conversely, better
filtering performance for the same requirements. Second,
while the DSS-PLL has a strong theoretical motivation as
a linear observer, it provides coupled estimations of phase,
frequency, and ROCOF. This certainly limits its possibilities.
A more flexible approach would be to design independently
the three loop filters.

APPENDIX

PROOFS OF SYSTEM PROPERTIES

In this Appendix, we present brief proofs for the system
properties established in Section VII. An assumption that is
used repeteadly to simplify the analysis is that the bandwidths
of Ha(e jν), Hφ(e jν), Hω(e jν), and Hα(e jν) are much larger
than that of HPF(e jν) due to the dynamic response require-
ments (large bandwidth hypothesis). However, it is noted that
this assumption is not always accurate and should always be
checked by computer calculations.

Property 1: In this case, the balanced input signal may be
characterized by a1[n] = a1 and φ1[n] = νsn+φ1 where νs =
�ωs T . Therefore, a straightforward calculation shows that
a[n] = GPF(νs)a1 and φ[n] = νs(n − m)+ φ1. Starting from
the phase loop, and analyzing the difference equations relating
φ[n] with φ̂[n], ω̂[n], and α̂[n], we find after simple but
tedious calculations that φ̂[n] = φ[n], ω̂[n] = νs/T = �ωs ,
and α̂[n] = 0. Therefore, α̃[n] = 0, ω̃[n] = �ωs , and
φ̃[n] = φ̂[n + m] = νsn + φ1 = φ1[n]. On the other hand,
since ua[n] = a[n] is a constant and Ha(z = 1) = 1, we have
â[n] = GPF(νs)a1. Finally, since frequency is estimated with
no error GPF(ω̃[n]T ) = GPF(νs) so that ã[n] = a1 = a1[n].

Property 2: We consider a positive-sequence interference
signal without loss of generality. In this case, the input
signal is the sum of two positive-sequence signals. The first
one is the fundamental component and is characterized by
a1[n] and φ1[n] as in Property 1. The second one is the
interference component and is characterized by b1[n] = b1
and θ1[n] = νi n + θ1 where νi = �ωi T . Proceeding as in
Property 1 with each term, it can be shown that the outputs
of the APD block are: ua[n] ≈ a′

1 + b′
1 cos(ψ[n]), and

uφ[n] ≈ φ′
1[n] + r sin(ψ[n])− φ̂p[n]. Here, we have defined

a′
1 = GPF(νs)a1, φ′

1[n] = νs(n − m) + φ1, b′
1 = GPF(νi )b1,

θ ′
1[n] = νi (n −m)+ θ1, r = b′

1/a
′
1, and ψ[n] = θ ′

1[n]−φ′
1[n].

Note that these are the first-order approximations in r , which
are justified since the PFs ensure that r � 1.

We start by analyzing the amplitude estimation. By the large
bandwidth hypothesis, we consider8 Ga(νi − νs) ≈ 1. We
also assume that the PF has a sufficiently smooth magnitude
response in the passband and the estimation ω̃[n] is good
enough, so that |GPF(ω̃[n]T ) − GPF(νs)| � δp. Therefore, a
worst case condition is GPF(ω̃[n]T ) ≈ GPF(νs) = 1 − δp.

8This is a good approximation for interharmonic signals whose frequency
is close to the fundamental. Otherwise, it is an upper bound.

On the other hand, GPF(νi ) ≤ δs . Moreover, note that
δs/(1−δp) ≈ δs . Thus, ã[n] ≤ a1(1+δsζ ), where ζ = b1/a1.

Now, we turn to the analysis of the phase estimation.
Note that since ψ[n] does not depend on φ̂p[n], the term
r sin(ψ[n]) is a disturbance affecting directly the signal
phase φ′

1[n]. Then, using Property 1 and proceeding as ear-
lier, we obtain: φ̃[n] ≤ φ1[n] + δsζ‖Hφ‖∞, where ‖H‖∞ =
maxν |H (e jν)| is the usual infinity norm. After simple
approximations, we finally obtain the bound for TVE, as
given by (7). We can proceed similarly for frequency and
ROCOF to obtain: FE ≤ ζ/2π maxνs ,νi GPF(νi )Gω(νi − νs),
and RFE ≤ ζ/2π maxνs ,νi GPF(νi )Gα(νi − νs). Note that the
maximum should be evaluated with respect to νs and νi in their
respective ranges which are dependent on the PMU class and
reporting rate. These are very accurate bounds, but provide
little insight. More simple bounds are simply obtained as
ζ δs‖Hω‖∞/(2π) and ζ δs‖Hα‖∞/(2π), as given by (7). These
are much simpler but looser bounds.

Property 3: For amplitude modulated signals, a1[n] =
a1[1 + ka cos(νmn + φm)], where νm = ωm T and φ1[n] = φ1.
Therefore, a straightforward calculation shows that a[n] =
a1[GPF(0)+kaGPF(νm) cos(νm(n −m)+φm)] and φ[n] = φ1.
The phase loop analysis is a particular case of the one made
for Property 1 (set �ωs = 0) so that phase, frequency, and
ROCOF converge without error. Besides, we have â[n] ≈ a[n]
due to the large bandwidth hypothesis. Then, since
ã[n] ≈ a[n + m]/GPF(0), we obtain

TVE[n] =
∣∣∣∣
GPF(νm)

GPF(0)
− 1

∣∣∣∣
|ka cos(νmn + φm)|

|1 + ka cos(νmn + φm)| .

Finally, note that the first factor is approximately bounded
by 2δp , while the second is bounded by ka/(1 − ka). This
yields the desired bound given by (8).

On the other hand, for a phase modulated signal, we have
a1[n] = a1 and φ1[n] = kφ cos(θm), with θm = νmn + φm .
Thus, for small values of kφ , we have [30]

xdq[n] ≈ a1

[
J0(kφ)− 2J2(kφ) cos(2θm)

2J1(kφ) cos(θm)− 2J3(kφ) cos(3θm)

]

where Jk is the kth order Bessel function of the first kind.
The expressions for yd [n] and yq [n] are simply obtained

but are omitted here for space reasons. By expanding on the
variable yq [n]/yd[n], we readily find the following approxima-
tions: a[n] ≈ yd [n] and φ[n] ≈ yq [n]/yd [n] ≈ yq[n]/J0(kφ).
Expressions for the estimates are readily found by using the
usual worst case considerations. Using the large bandwidth
hypothesis, we obtain the following upper bounds for AE and
PE upon retaining the dominant terms: AE ≤ a12J0(kφ)δp

and PE ≤ 4J1(kφ)δp/J0(kφ). It is interesting to note that
the AE bound is generally greater than the PE one. Finally,
by noting that FE and RFE errors are primarily due to the
DSS-PLL and thus neglecting the PFs stage, we obtain the
approximations given in (9).

Property 4: For an amplitude step signal, a1[n] =
a1(1 +�a u[n]) and φ1[n] = φ1, where u[n] is the unit
step signal. Then, the outputs of the PFs have an amplitude
a[n] = a1(GPF(0) + �a sPF[n]) and a phase φ[n] = φ1,
where sPF[n] = (hPF ∗ u)[n] is the step response of the PFs.
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Then, estimated amplitude is â[n] = a1(GPF(0)+�a sPF,a[n]),
where sPF,a[n] = (ha∗sPF)[n]. By the large bandwidth hypoth-
esis, we have sPF,a[n] ≈ sPF[n]. As we now from Property 1,
phase, frequency, and ROCOF are estimated with no error.
Therefore, ã[n] ≈ a1 {1 +�a sPF[n + m]/GPF(0)}. The AO
is given by AO = maxn≥0 {̃a[n] − a1(1 +�a)} /a1(1 +�a).
Since GPF(0) = ∑N

k=0 hPF[k] and sPF[n+m] = ∑n+m
k=0 hPF[k],

we readily obtain (10). The TVE, FE, and RFE response times
properties follow immediately.

For a phase step signal, we have a1[n] = a1 and
φ1[n] = �φ u[n]. The output of the PFs can be con-
veniently found by considering the response to the signal
a1e j�φu[n] and then taking real and imaginary parts for
the d and q components. Therefore, for small �φ, we
find φ[n] ≈ �φ sPF[n]/GPF(0). The estimated and com-
pensated phase is then φ̃[n] ≈ �φ sPF,φ[n + m]/GPF(0),
where sPF,φ[n] = (hφ ∗ sPF)[n]. The PO is given by
PO = maxn≥0(φ̃[n] − �φ)/�φ. By the large bandwidth
hypothesis sPF,φ[n] ≈ sPF[n], and we obtain again (10).
On the other hand, ω̃[n] ≈ �φ sPF,ω[n + m]/GPF(0) and
α̃[n] ≈ �φ sPF,α[n + m]/GPF(0), where we have defined
sPF,ω[n] = (hω ∗ sPF)[n] and sPF,α[n] = (hα ∗ sPF)[n]. The
TVE, FE, and RFE response times properties are again direct.
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