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11 capabilities of the proposed path-planning algorithm, we explore several simulation 12 examples in different scenarios. We consider the existence of static and dynamic ${ }_{13}$ obstacles and a follower condition.

14 Keywords feasible optimal path • model predictive control • real-time path-
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## 1 Introduction

${ }_{17}$ One of the areas that has grown surprisingly fast in the last decade is the one involving autonomous Unmanned Vehicles (UVs), both aerial (Unmanned Aerial Vehicles - UAVs) and terrestrial (Unmanned Ground Vehicles - UGVs). Their reduced size and geometry allow them to carry out dangerous missions at lower costs than their manned counterparts without compromising human lives. They are mostly used in missions such as search and rescue, power line inspections, precision agriculture, imagery and data collection, security applications, mine detection and neutralization, operations in hazardous environments, among others [1.6]. In general, most of such missions require that the UVs move in uncertain scenarios avoiding different types of obstacles. To do so, they must have the ability to autonomously determine and track a feasible collision-free path.

The path-planning problem is one of the most important parts of an autonomous vehicle, therefore it has attracted substantial attention [7, 8]. It deals with searching a feasible path between the present location and the desired target while taking into consideration the geometry of the vehicle and its surroundings, its kinematic constraints and other factors that may affect the feasible path. Different methodologies are used to find feasible paths (see 9] for an overview). Some

34 recent path-planning algorithms can be found in [10-12. In 10 Saska et al. in35 troduce a technique that integrates a spline-planning mechanism with a receding ${ }_{36}$ horizon control algorithm. This approach makes it possible to achieve a good per${ }_{37}$ formance in multi-robot systems. In 11 an offline path-planning algorithm for ${ }_{38}$ UAVs in complex terrain is presented. The authors propose an algorithm which ${ }_{39}$ can be divided into two steps: firstly a probabilistic method is applied for local ob40 stacle avoidance and secondly a heuristic search algorithm is used to plan a global ${ }_{41}$ trajectory. In 12 Zhang et al. present a guidance principle for the path-following 42 control of underactuated ships. They propose to split the path into regular straight ${ }_{43}$ lines and smooth arcs, using a virtual guidance ship to obtain the control input 44 references that the real ship should have in order to follow the computed path. As ${ }_{45}$ it can be seen, there are many methods to obtain feasible paths for UVs; however, ${ }^{46}$ most of them do not consider the dynamics of the UV that should follow the path. ${ }_{47}$ In their recent review article [13, Yang et al. have surveyed different path${ }_{48}$ planning algorithms. The authors discuss the fundamentals of the most successful 49 robot 3D path-planning algorithms that have been developed in recent years. They 50 mainly analyze algorithms that can be implemented in aerial robots, ground robots ${ }_{51}$ and underwater robots. They classify the different algorithms into five categories: 52 i) sampling based algorithms, ii) node based algorithms, iii) mathematical model ${ }_{53}$ based algorithms (which include optimal control and receding horizon strategies), 54 iv) bioinspired algorithms, and v) multifusion based algorithms. From these, only 55 mathematical model based algorithms are able to incorporate in a simple way 56 both the environment (kinematic constraints) and the vehicle dynamics in the ${ }_{57}$ path-planning process. Recently, in [14] Hehn and D'Andrea introduced a trajec58 tory generation algorithm that can compute flight trajectories for quadcopters.
${ }_{59}$ The proposed algorithm computes three separate translational trajectories (one for each degree of freedom) and guarantees the individual feasibility of these trajectories by deriving decoupled constraints through approximations. The authors do consider the quadcopter dynamics when they compute the flight trajectories but their proposed technique is not a general one (it can not be used with ground vehicles, for example). Even though the feasibility is guaranteed for each separate trajectory, the resulting vehicle trajectory might not be necessarily feasible (e.g., when perturbations are present). In [15] the authors present three conventional holonomic trajectory generation algorithms (flatness, polynomial and symmetric) for ground vehicles subject to constraints on their steering angle. In order to satisfy this constraint, they propose to lengthen the distance from the initial position to the final position until the constraint is satisfied. This process might be tedious and it may not be applicable in dynamic environments. Besides, it can only be used with ground vehicles and it can only handle steering constraints violations.

Motivated by the advent of new autonomous vehicles that encompass a broad range of mission capabilities, a suitable path-planning algorithm should be practicable and tailored to various UVs when executed in dynamical environments. Therefore, a challenging idea for path-planning is to develop an algorithm capable of handling dynamical environments and UVs that have different characteristics with regard to kinematic properties and maneuverability. For example, an autonomous rotary-wing vehicle is able to stop and make quick turns on a spot. On the contrary, an autonomous fixed-wing aircraft has to maintain a minimal flight velocity and can not turn at a large angle instantaneously. If a path obtained from a planning algorithm demands many agile or abrupt maneuvers, it would be difficult or even completely impossible to track. Consequently, it is inadequate in
is presented. The proposed strategy can be summarized in Fig. 1. Using a simplified

Fig. 1 Scheme of the path-planning \& guidance system
practice for a planning algorithm to only aim at an invariable model of steady maneuver.

In this article a unified framework to design an online path-planning algorithm

particle vehicle (PV) model, which is configured to have similar characteristics (states and inputs constraints) to the UV, the path-planning module computes the velocity vector $\mathbf{v}_{k}^{*}$ (magnitude $v_{k}^{*}$ and angles $\theta_{k}^{*}$ and $\psi_{k}^{*}$ ) in order to find the shortest feasible path towards the nearest waypoint $\mathbf{w}_{i}$. The vector $\mathbf{v}_{k}^{*}$ is in fact the velocity vector that the UV should have in order to achieve $\mathbf{w}_{i}$. Thus, using this velocity vector and other possible setpoints $\mathbf{x}_{s p}$, the guidance module is able to compute the inputs (actuator positions and motors speeds) that the UV should have so as to move towards $\mathbf{w}_{i}$. In this article, we mainly focus on the design of the path-planning module. We propose to design this module using the iterated robust NMPC technique presented in [16] as it uses a successive linearization method which allows us to use analytic tools to evaluate stability, robustness and convergence issues. Besides, it allows us to use quadratic program (QP) solvers and to easily take into account dynamic and physical constraints of the UV at the path-planning stage in order to obtain feasible paths.

The main contribution of this paper are: i) the proposal of a general algorithm for path-planning that can be used with any kind of UV, ii) the inclusion of the dynamics and constraints of the UV in the path-planning problem, iii) the guarantee of feasibility of the computed optimal path, iv) the inclusion of static and dynamic obstacles into the path planning problem, and v) the decentralization of the path-planning problem for multiple vehicles.

The organization of this article is as follows: in section 2 the 2D and 3D PV models are presented. In section 3, the path-planning problem is introduced. In section 4 three simulation examples are outlined. Finally, in section 5 conclusions are presented.

## 2 Non-linear Particle Vehicle Model

In this work we propose to use a PV model to obtain feasible and optimal paths for UVs. This section is devoted to obtain such a model for both the 2D and 3D cases. First, we provide a more general approach about systems representation and then we particularize it for the case of 2D and 3D PV models.

The general representation of the dynamics of an arbitrary non-linear system is given by

$$
\begin{equation*}
\dot{\mathbf{x}}(t)=f(\mathbf{x}(t), \mathbf{u}(t), \mathbf{d}(t)) \tag{1}
\end{equation*}
$$

where $\mathbf{x}(t) \in \mathcal{X} \subseteq \Re^{n}, \mathbf{u}(t) \in \mathcal{U} \subseteq \Re^{m}$ and $\mathbf{d}(t) \in \mathcal{D} \subseteq \Re^{v}$ are the model state, input and disturbance vectors, respectively; $\mathcal{X}, \mathcal{U}$ and $\mathcal{D}$ are the state, input and

Using these schemes, we propose to use the following state vector to model the 2 D
disturbance constraint sets; $f(\cdot)$ is a continuous and twice differentiable vector function that depends on the system being modeled ${ }^{1}$ To obtain the PV models, we use the 2D and 3D schemes shown in Fig. 2.


Fig. 2 Schemes of the proposed PV models
.

$$
\begin{equation*}
\mathbf{x}=[x, y, v]^{T} \tag{2}
\end{equation*}
$$

where $x$ and $y$ denote the PV position coordinates and $v$ is the modulus of the PV velocity vector. We define the control input vector as

$$
\begin{equation*}
\mathbf{u}=[\psi, \mathcal{T}]^{T} \tag{3}
\end{equation*}
$$

where $\psi$ and $\mathcal{T}$ denote the yaw angle and the thrust force, respectively. Consequently, the 2D dynamics of the proposed PV model can be obtained as

$$
\dot{\mathbf{x}}=f(\mathbf{x}, \mathbf{u}, \mathbf{d})=\left[\begin{array}{c}
v \cos \psi+d_{x}  \tag{4}\\
v \sin \psi+d_{y} \\
-\tau v+\kappa \mathcal{T}
\end{array}\right]
$$

[^0]where $d_{x}$ and $d_{y}$ are the $x y$ components of $\mathbf{d}$, the damping constant $\tau$ determines the rate of change of the PV velocity and $\kappa$ is a constant proportional to the thrust force $\mathcal{T}$.

To model the 3D PV we just have to include the altitude dependence. Using the scheme presented in Fig. 2b, the state vector is chosen as

$$
\begin{equation*}
\mathbf{x}=[x, y, z, v]^{T} \tag{5}
\end{equation*}
$$

where $x, y$ and $z$ denote the PV position coordinates and $v$ is the modulus of the PV velocity vector. The control input vector is then defined as

$$
\begin{equation*}
\mathbf{u}=[\theta, \psi, \mathcal{T}]^{T} \tag{6}
\end{equation*}
$$

where $\theta, \psi$ and $\mathcal{T}$ denote, respectively, the pitch angle, the yaw angle and the thrust force. Then, the 3D dynamics of the PV model can be described by the following first order differential equation system:

$$
\dot{\mathbf{x}}=f(\mathbf{x}, \mathbf{u}, \mathbf{d})=\left[\begin{array}{c}
v \cos \theta \cos \psi+d_{x}  \tag{7}\\
v \cos \theta \sin \psi+d_{y} \\
v \sin \theta+d_{z} \\
-\tau v+\kappa \mathcal{T}
\end{array}\right]
$$

where $d_{x}, d_{y}$ and $d_{z}$ are the $x y z$ components of $\mathbf{d}$. As it can be seen, if the pitch angle $\theta$ is zero, then (7) is reduced to (4).

One important thing we would like to mention about the proposed PV models is that in the last equation of (4) and (7) the basic dynamics of the UV is included. This is very advantageous as physical systems do not have the ability to make instant changes in their dynamics. So, by including this last equation in the PV models we ensure that if this model is used in the path-planning module, then
the path will be computed reflecting the UV basic dynamics, and consequently guaranteeing the feasibility of the path. Generally, the UV dynamics is not taken into account in path-planning algorithms because they use impulsional models [12, 17], which can lead to unfeasible paths for a UV.

## 3 The Path-Planning Problem

Given a target position or waypoint $\mathbf{w}_{i}$ the path-planning problem consists in finding a path that connects the initial state vector $\mathbf{x}\left(t_{0}\right)$ and each consecutive waypoint $\mathbf{w}_{2}{ }^{2}$, where the subscript $i=1,2, \cdots, M$ indicates the waypoint number. In this article we propose to find the path that is not only the shortest one but also a feasible one, i.e. the shortest path that also takes into account the dynamics and physical constraints of the UV that should follow the path. To find the shortest path we only have to measure the distance between the current position of the PV and the desired waypoint, and then minimize it. But as we also want the path to be feasible, we have to include the dynamics and constraints in the minimization problem. This may be done, for example, using a receding horizon technique, since the distance can be embedded in the cost function and the dynamics and constraints in the constrained minimization. Here, we propose to use the NMPC technique presented in [16] to control the velocity vector (modulus and direction) of the PV model. By controlling this vector the position of the PV is actually determined, thus defining the desired path towards the waypoint. The main advantage of using this technique (unlike the one used in [12, for example)

[^1] guaranteed to be feasible.
(a) Initial condition for $t=t_{0}$
(c) Condition for $t=t_{2}$


Fig. 3 Computing a path between $\mathbf{x}\left(t_{0}\right)$ and $\mathbf{w}_{1}$
is that, as the dynamics and constraints of the UV that should follow the path can be taken into account in the minimization problem, then the resulting path is

In Fig. 3 a scheme of the proposed methodology is shown. Under the assump-

(b) Condition for $t=t_{1}$
(d) Condition for $t=t_{k}$

tion that the control inputs of the PV have a limited rate of change, this figure shows how the path towards a single waypoint $\mathbf{w}_{1}$ is obtained. As can be seen in Figs. 3 b and 3 c , the PV starts moving towards $\mathbf{w}_{1}$. To do this, we propose to use the algorithm [16] to minimize the euclidean distance $\left(\operatorname{dist}\left(\mathbf{x}\left(t_{j}\right), \mathbf{w}_{i}\right)\right)$ between the
current position of the PV and the desired waypoint. As a result, the optimal yaw angle and thrust force are computed and the velocity vector modifies its direction and modulus in order to reach the desired target in a feasible way. The path we were looking for turns out to be the path that the PV has described in order to go from the starting configuration to the desired one (see Fig. 3d).

Also, it could happen that a path that connects the initial position and several waypoints is required. This situation is illustrated in Fig. 4 for the case of two waypoint $5^{3}$. As shown in Fig. 4a, the PV is configured with an initial condition $\mathbf{x}\left(t_{0}\right), \mathbf{u}\left(t_{0}\right)$ and the path should pass first through the waypoint $\mathbf{w}_{1}$ and then through the waypoint $\mathbf{w}_{2}$. To obtain this path, two sub-paths are considered: one joining the initial configuration with $\mathbf{w}_{1}$ and the other joining $\mathbf{w}_{1}$ with $\mathbf{w}_{2}$. The first sub-path is obtained in a similar way as we have done in Fig. 3. Once $\mathbf{w}_{1}$ has been reached, the second sub-path can be computed. To do this, the desired target is changed from $\mathbf{w}_{1}$ to $\mathbf{w}_{2}$ and the minimization of the distance between the current position of the PV and $\mathbf{w}_{2}$ is performed. As a result, the PV starts moving again and its velocity vector is recalculated in order to move the PV towards $\mathbf{w}_{2}$ (see Figs. 4 b and 4 c ). The full computed path can be seen in Fig. 4d As it is shown, it has been obtained by joining both sub-paths together.

As was mentioned before, we propose to modify the direction and modulus of the velocity vector of the PV using the control technique described in [16. To use this control technique, first we need to transform the non-linear model (1) into an equivalent discrete linear time-varying (LTV) one of the form

$$
\begin{equation*}
\tilde{\mathbf{x}}_{k+1 \mid k}=\mathbf{A}_{k \mid k} \tilde{\mathbf{x}}_{k \mid k}+\mathbf{B}_{u_{k \mid k}} \tilde{\mathbf{u}}_{k \mid k}+\mathbf{B}_{d_{k \mid k}} \tilde{\mathbf{d}}_{k \mid k} \tag{8}
\end{equation*}
$$

[^2]

Fig. 4 Computing a path between $\mathbf{x}\left(t_{0}\right)$ and $\mathbf{w}_{2}$ passing through $\mathbf{w}_{1}$
where

$$
\begin{equation*}
\tilde{\mathbf{x}}_{k \mid k}=\mathbf{x}_{k \mid k}-\mathbf{x}_{k \mid k}^{r}, \quad \tilde{\mathbf{u}}_{k \mid k}=\mathbf{u}_{k \mid k}-\mathbf{u}_{k \mid k}^{r} \quad \text { and } \quad \tilde{\mathbf{d}}_{k \mid k}=\mathbf{d}_{k \mid k}-\mathbf{d}_{k \mid k}^{r} . \tag{9}
\end{equation*}
$$

$\mathbf{x}_{k \mid k}^{r}, \mathbf{u}_{k \mid k}^{r}$ and $\mathbf{d}_{k \mid k}^{r}{ }^{4}{ }^{4}$ define the linearization state, input and disturbance trajectories, and $\mathbf{A}_{k \mid k}, \mathbf{B}_{u_{k \mid k}}$ and $\mathbf{B}_{d_{k \mid k}}$ are the discrete matrices of the linearized version of (1). Receding horizon techniques use a cost function of the form

$$
\begin{equation*}
\mathcal{J}(k)=\sum_{j=0}^{N-1} \mathcal{L}_{j}\left(\mathbf{x}_{k+j \mid k}, \mathbf{u}_{k+j \mid k}\right)+\mathcal{L}_{N}\left(\mathbf{x}_{k+N \mid k}\right), \tag{10}
\end{equation*}
$$

[^3]where $\mathcal{L}_{j}(\cdot, \cdot)$ is the stage cost and $\mathcal{L}_{N}(\cdot, \cdot)$ stands for the terminal cost. Generally, in receding horizon algorithms both the stage cost and the terminal cost are adopted as follows:
\[

$$
\begin{equation*}
\mathcal{L}_{j}\left(\mathbf{x}_{k+j \mid k}, \mathbf{u}_{k+j \mid k}\right)=\left\|\mathbf{x}_{k+j \mid k}-\mathbf{w}_{i}\right\|_{\mathbf{Q}_{k \mid k}}^{l}+\left\|\Delta \mathbf{u}_{k+j \mid k}\right\|_{\mathbf{R}_{k \mid k}}^{p} \tag{11}
\end{equation*}
$$

\]

and

$$
\begin{equation*}
\mathcal{L}_{N}\left(\mathbf{x}_{k+N \mid k}\right)=\left\|\mathbf{x}_{k+N \mid k}-\mathbf{w}_{i}\right\|_{\mathbf{P}_{k \mid k}}^{l} \tag{12}
\end{equation*}
$$

where $\mathbf{Q}_{k \mid k}, \mathbf{R}_{k \mid k}, \mathbf{P}_{k \mid k}$ are positive definite matrices; $\mathbf{P}_{k \mid k}$ is the terminal weight matrix that is chosen so as to satisfy the Lyapunov equation. Superscripts $l$ and $p$ are even positive numbers and in general are adopted as $l=p=2 .\|(\cdot)\|_{\alpha}^{\beta}$ stands for the $\alpha$-weighted $\beta$-norm and $\Delta \mathbf{u}_{k+j \mid k}=\mathbf{u}_{k+j \mid k}-\mathbf{u}_{k+j-1 \mid k}$. Then, in terms of the LTV system (8) and according to [16], we propose to solve the following optimization problem:

$$
\begin{gather*}
\min _{\tilde{\mathbf{U}}_{k} \in \mathcal{U}} \mathcal{J}(k) \\
\text { st. }\left\{\begin{array}{l}
\tilde{\mathbf{x}}_{k+j \mid k}=\mathbf{A}_{k \mid k} \tilde{\mathbf{x}}_{k \mid k}+\mathbf{B}_{k \mid k} \tilde{\mathbf{u}}_{k \mid k}, \\
\tilde{\mathbf{x}}_{k \mid k}=\mathbf{x}_{k \mid k}-\mathbf{x}_{k \mid k}^{r} \\
\tilde{\mathbf{u}}_{k \mid k}=\mathbf{u}_{k \mid k}-\mathbf{u}_{k \mid k}^{r} \\
\mathcal{J}(k) \leq \mathcal{J}_{0}(k)
\end{array}\right. \tag{13}
\end{gather*}
$$

where

$$
\begin{equation*}
\left.\tilde{\mathbf{U}}_{k}\right]^{5}=\left[\tilde{\mathbf{u}}_{k \mid k}, \tilde{\mathbf{u}}_{k+1 \mid k}, \cdots \tilde{\mathbf{u}}_{k+N-1 \mid k}\right]^{T} \tag{14}
\end{equation*}
$$

is the control input sequence and $\mathcal{J}_{0}(k)$ denotes the cost function evaluated for the initial solution $\mathbf{U}_{k}^{0}=\left[\mathbf{u}_{k \mid k-1}, \mathbf{u}_{k+1 \mid k-1}, \cdots, \mathbf{u}_{k+N-2 \mid k-1}, 0\right]^{T}$ at iteration $k$.

[^4]The last inequality in (13) defines the contractive constraint that guarantees the convergence of the iterative solution and defines an upper bound for $\mathcal{J}(k)$ (for a detailed explanation about this contractive constraint, please refer to [16]).

In this work, we propose to split the optimization problem (13) into two different ones. When the current position of the PV is far away from the desired waypoint (that is to say when $\operatorname{dist} t^{6}\left(\mathbf{x}_{k \mid k}, \mathbf{w}_{i}\right)>r$ ) we use the standard quadratic objective function, i.e. we set $l=2$ and $p=2{ }^{7}$. Instead, when the current position of the PV is sufficiently close to the desired waypoint (say $\operatorname{dist}\left(\mathrm{x}_{k \mid k}, \mathbf{w}_{i}\right) \leq r$ ) we adopt a higher order objective function, i.e we set $l=4$ and $p=2$.

Remark 1 Note that with the selected values of $l$ and $p$ both optimization problems are convex, thus not affecting the optimality, feasibility and stability of the system.

The main idea behind changing the order of the optimization problem can be explained looking at Fig. 5 This figure shows how the one dimensional (1D) cost function

$$
\begin{equation*}
c(e)=\left(\frac{e-w_{i}}{r}\right)^{l} \tag{15}
\end{equation*}
$$

changes its shape as the parameter $l$ is varied. As it can be seen, when we are sufficiently close to the desired waypoint, as $l$ gets bigger the derivative of the cost
$6 \operatorname{dist}(a, b)$ is a function that computes the euclidean distance between $a$ and $b . r$ is the radius of a circumference ( 2 D case) or a sphere ( 3 D case) centred at $\mathbf{w}_{i}$ that defines the zone in which we consider that we are close enough to the waypoint and proceed to follow the next one.

7 Note that with $l=2$ the position error for both the stage cost and the terminal cost are the square of the distance between the current position and the desired one, which is the quantity we want to minimize. $p=2$ was selected in order to obtain a quadratic function for input variations. Also, with the proposed superscripts selection, the cost function can be seen as a measure of the energy expended in the path-planning process.


Fig. 5 One dimensional cost function
function around $e=w_{i} \pm r$ is very sharp. This effect can be used to force the PV to reach the desired waypoint faster than if the conventional quadratic function $(l=2)$ is used. For the multi-dimensional case, the effect of varying $l$ is similar as the one described for the 1D case. We have discussed the 1D case because it can be visualized graphically.

The proposed path-planning algorithm can be described as follows: first, the non-linear system is transformed into a LTV system by means of successive linearizations along pre-defined state-space trajectories. Then, the distance between the current position of the PV and the desired waypoint is measured. If the PV is close enough to the target, then the higher order optimization problem is adopted to force the PV to reach the waypoint faster than if the conventional optimization problem is used. The proposed constrained minimization problem is solved and the optimal control input sequence (orientation angles and thrust force) is then obtained. The minimization process is repeated until the control input sequence 260 converges. Finally, the computed optimal inputs are applied to the PV and the
path-planning process is reinitialized. In Algorithm 1 the proposed path-planning algorithm is summarized.

Remark 2 Note that the change in the objective function does not affect the convergence and stability because $\mathcal{J}(k) \leq \mathcal{J}_{0}(k)$ guarantees these properties for timevariant objective functions 16 .

Remark 3 If multiple vehicles are considered in the path-planning procedure, the proposed algorithm can be used in a decentralized manner because the couplings between vehicles can be embedded into the objective function and the constraints of the minimization problem 18 .

## 4 Simulation Examples

In this section several simulation examples are shown. Using the PV model (4) we solve the optimization problem (13) to find 2D feasible and optimal paths. The extension to the 3D case is straightforward, we only need to use the PV model (7) instead of (4).

For all the simulation examples we assumed that there are no disturbances $\left(\mathbf{d}_{k \mid k}=0\right)$ and that the PV has the initial state vector $\mathbf{x}_{0}=[0,0,0]^{T}$ and the initial input vector is $\mathbf{u}_{0}=[\pi / 2,0]^{T}$. The PV model is discretized using a sampling rate $T_{s}=0.1 \mathrm{~s}$ and the horizon $N$ was set to $N=8$. The input weight matrix is chosen as $\mathbf{R}_{k \mid k}=\operatorname{diag}([0.1,0.1])$. The PV constraints are configured as follows: $0 \leq \mathcal{T} \leq 2(\mathrm{~N}),-0.087 \leq \Delta \psi \leq 0.087(\mathrm{rad} / \mathrm{s}),-1 \leq \Delta \mathcal{T} \leq 1(\mathrm{~N} / \mathrm{s})$ and $0 \leq v \leq$ $2(\mathrm{~m} / \mathrm{s}) . \psi, x$ and $y$ are unconstrained. Both constants of the PV model are set as $\tau=2(1 / \mathrm{s})$ and $\kappa=2(1 / \mathrm{kg})$. As we are interested in having the computed path

```
Algorithm 1: The Path-planning algorithm
    Require: The initial condition \(\mathbf{x}_{k \mid k}\), the iteration index \(q=0\) and the PV models 4 or 7
        : Obtain the LTV system \(\left[\mathbf{A}_{k \mid k}, \mathbf{B}_{k \mid k}\right]\) and the matrices \(Q_{k \mid k}^{q}, R_{k \mid k}^{q}\) and \(P_{k \mid k}^{q}\).
        if \(\operatorname{dist}\left(\mathbf{x}_{k \mid k}, \mathbf{w}_{i}\right)>r\) then
        \(l \leftarrow 2\)
        \(p \leftarrow 2\)
        else
        \(l \leftarrow 4\)
        \(p \leftarrow 2\)
        end if
        : Compute the optimal control input sequence \(\tilde{\mathbf{U}}_{k}^{*, q}\) solving 13
        Update \(\mathbf{U}_{k \mid k}^{*, q} \leftarrow \mathbf{U}_{k \mid k}^{r, q}+\tilde{\mathbf{U}}_{k \mid k}^{*, q}\)
        : if \(\left\|\mathbf{U}_{k}^{*, q}-\mathbf{U}_{k}^{*, q-1}\right\|_{\infty} \leq \epsilon\) then
        \(\mathbf{U}_{k}^{*} \leftarrow \mathbf{U}_{k}^{*, q}\)
        \(k \leftarrow k+1\)
        \(q \leftarrow 0\)
        else
        \(q \leftarrow q+1\)
        Update \(\mathbf{U}_{k}^{q}=\mathbf{U}_{k}^{*, q-1}\)
        Go back to line 2
        end if
        : Apply \(\mathbf{u}_{k \mid k}=\mathbf{u}_{k \mid k}^{*}\) to the system
        21: Go back to line 1
```

pass sufficiently close to the waypoints, but not exactly through them, we define a circular area centered at each waypoint. If the path passes through this area, then we consider that the corresponding waypoint has been reached. For all the waypoints we set this area to a disk with a radius of $r=0.4(\mathrm{~m})$.

In examples 1 and 2 we assume that the computed path should pass sufficiently close to the following three waypoint $8^{8}$

$$
\begin{align*}
& \mathbf{w}_{1}=[-10,0,1]^{T}, \\
& \mathbf{w}_{2}=[3,8,1]^{T},  \tag{16}\\
& \mathbf{w}_{3}=[-2,-5,0]^{T} .
\end{align*}
$$

For these examples, the weight matrices are adopted as follows:

1. Between the initial position $\mathbf{x}_{0}$ and the first waypoint $\mathbf{w}_{1}$, the state weight matrix is adopted as $\mathbf{Q}_{k \mid k}=\operatorname{diag}([10,10,10])$.
2. Between the waypoints $\mathbf{w}_{1}$ and $\mathbf{w}_{2}$, we adopt $\mathbf{Q}_{k \mid k}=\operatorname{diag}([10,10,100])$.
3. Between the waypoints $\mathbf{w}_{2}$ and $\mathbf{w} \mathbf{3}$, the weight matrix is adopted as $\mathbf{Q}_{k \mid k}=$ $\operatorname{diag}([10,10,100])$.

In example 3 we assume that the computed path should pass sufficiently close to the following waypoint:

$$
\begin{equation*}
\mathbf{w}_{1}=[10,8,0]^{T} . \tag{17}
\end{equation*}
$$

For this example, the weight matrix is adopted as $\mathbf{Q}_{k \mid k}=\operatorname{diag}([10,10,10])$.
At this point it is worth mentioning that with the proposed approach all the examples could be run in real-time, as the optimization loop was solved in a maximum time of approximately $30(\mathrm{~ms})$ in a desktop PC (i7-2600K CPU@3.40GHz, 32GB RAM). All the examples were programmed using Python and CasADi 19 and were not optimized in any way. Since CasADi has C++ interfaces, we think that there is still room for improvement.

[^5]with the two predefined obstacles. The results are shown in Fig. 6. As can be seen,

### 4.1 Example 1

In this example we use the PV model (4) to compute a feasible and optimal path that passes sufficiently close to the waypoints $\mathbf{w}_{i}(i=1,2,3)$ defined in (16). We consider two cases: i) There are no obstacles between the waypoints, and ii) There are two circular obstacles of radii $r_{o_{1}}=r_{o_{2}}=1(\mathrm{~m})$ and centers $\mathbf{c}_{o_{1}}=[-4,7]^{T}(\mathrm{~m})$ and $\mathbf{c}_{o_{2}}=[4,4]^{T}(\mathrm{~m})$. In the first case, the computed path only has to satisfy the constraints imposed by the dynamics of the PV. In the second one, the computed path not only has to satisfy the PV constraints but it also has to avoid colliding


Fig. 6 Computed paths using the path-planning algorithm
( 6 Collo
in both cases the PV starts from $\mathbf{x}_{0}$ with a velocity vector $\mathbf{v}_{0}$. When there are no obstacles (Fig. 6a), the resulting path is smooth and it satisfies the PV state and input constraints. Moreover, the PV passes successfully through the three desired waypoints. When the two circular obstacles are present (Fig. 6b) the path is similar to that obtained in the previous case but in this situation the computed
path avoids collision with both obstacles. With the proposed methodology, adding the obstacles is just as simple as adding constraints of the form

$$
\begin{equation*}
\left(x-c_{o_{i_{x}}}\right)^{2}+\left(y-c_{o_{i_{y}}}\right)^{2} \geq r_{o} \tag{18}
\end{equation*}
$$

to the optimization problem $\sqrt{13}$, where $c_{o_{i_{x}}}$ and $c_{o_{i y}}$ denote the $x$ and $y$ components of the vector $\mathbf{c}_{o_{i}}$. Since the obstacles are added as constraints to 13 , their detection and avoidance is straightforward, because the solution of the optimization problem already takes into account the presence of these static obstacles.

Remark 4 Note that any obstacle can be circumscribed within a circle (2D) or a sphere (3D), thus any shape of obstacle can be considered.

Fig. 7 shows the evolution of the velocity modulus and the yaw angle of the PV for both situations, without obstacles (Fig. 7a) and with them (Fig. 7b). Both figures are similar, the major difference that they exhibit can be observed approximately between $t=21(\mathrm{~s})$ and $t=23(\mathrm{~s})$. At this time the PV has reached the waypoint $\mathbf{w}_{2}$ and it is moving towards $\mathbf{w}_{3}$. When the PV detects the presence of the obstacle centered at $\mathbf{c}_{o_{2}}$ it must reduce its velocity and modify its yaw angle in order to avoid colliding with the obstacle. Once the obstacle is avoided, the PV accelerates again and reaches the final target $\mathbf{w}_{3}$.

### 4.2 Example 2

For the second simulation example, we consider that the PV should pass sufficiently close to waypoints $\mathbf{w}_{i}(i=1,2,3)$ and that there are three obstacles: the previous two mentioned in example 1, and a third one that appears suddenly at $t=2.5(\mathrm{~s})$. The latter obstacle is also circular and it is located at $\mathbf{c}_{o_{3}}=[-6,2]^{T}(\mathrm{~m})$ with


Fig. 7 Evolution of velocity modulus and orientation angle
radius $r_{o_{3}}=1.5(\mathrm{~m})$. The results are shown in Fig. 8 As observed in Fig. 8a, when the PV starts moving only two fixed obstacles are present. At $t=2.5$ (s) (see Fig. 8b) a new circular obstacle appears in the way of the PV. If the PV does not change the direction of its velocity vector $\mathbf{v}$, then it will collide with this new obstacle. Fortunately, we are computing the path in an online manner, so, as it is shown in Fig. 8c the PV can detect the new obstacle and the direction of the velocity vector is automatically changed. In Fig. 8d the resulting path is depicted, which is smooth and it satisfies not only the PV constraints but also avoids the two static obstacles and the appearing one. The evolution of the velocity modulus and the yaw angle is depicted in Fig. 9 . As can be observed, a peak appears in the yaw angle curve between $t=2.5(\mathrm{~s})$ and $t=4.5(\mathrm{~s})$. This occurs because the PV needs to modify its yaw angle from $\psi=180(\mathrm{deg})$ up to $\psi=220(\mathrm{deg})$ in order to change its direction and, consequently, avoid colliding with the new obstacle. The evolution of the velocity modulus is similar to that presented in Fig. 7b.


Fig. 8 Generation of a feasible path with two fixed obstacles and one appearing at $t=2.5(\mathrm{~s})$


### 4.3 Example 3

with initial condition $\mathbf{x}_{0_{1}}=[0,0,0]^{T}$ and $\mathbf{u}_{0_{1}}=[\pi / 2,0]^{T}$, and $\mathrm{PV}_{2}$ (the follower) whose initial condition is $\mathbf{x}_{0_{2}}=[-5,5,0]^{T}$ and $\mathbf{u}_{0_{2}}=[-\pi / 2,0]^{T}$. To perform this simulation example, we configured two NMPC controllers: one for $\mathrm{PV}_{1}$ and the


Fig. 9 Evolution of velocity modulus and orientation angle
other for $\mathrm{PV}_{2}$. The configuration of the NMPC parameters for both controllers was done as described in the beginning of Section 4, except that we have let $\mathrm{PV}_{2}$ to increment its speed up to $4(\mathrm{~m} / \mathrm{s})$.

In this example, we consider that $\mathrm{PV}_{1}$ has to reach the waypoint (17) and $P V_{2}$ has to reach $P V_{1}$, i.e. its target is the current position of $P V_{1}$. The results obtained are shown in Fig. 10. As can be seen in Fig. 10a at $t=1.5$ (s) the $\mathrm{PV}_{1}$ (rounded) starts moving towards $\mathbf{w}_{1}$ while the $\mathrm{PV}_{2}$ (squared) modifies its velocity vector in order to move towards $\mathrm{PV}_{1}$. At $t=3$ (s) (Fig. 10b), the $\mathrm{PV}_{2}$ is located behind the $\mathrm{PV}_{1}$. When $t=4.5(\mathrm{~s})$ the $\mathrm{PV}_{2}$ has almost reached the $\mathrm{PV}_{1}$ and they both move towards $\mathbf{w}_{1}$, as depicted in Fig. 10c Finally, as shown in Fig. 10d, when $t=10(\mathrm{~s})$ the $\mathrm{PV}_{2}$ reaches $\mathrm{PV}_{1}$ and they both reach the desired target $\mathbf{w}_{1}$. Figure 11 compares the velocities (Fig. 11a) and the yaw angles (Fig. 11b) of both $\mathrm{PV}_{1}$ and $\mathrm{PV}_{2}$. As it can be seen from Fig. 11a, the $\mathrm{PV}_{2}$ increments its speed up to its maximum value $(4 \mathrm{~m} / \mathrm{s})$ in order to follow as quick as possible the $\mathrm{PV}_{1}$. Once the follower is close to $\mathrm{PV}_{1}$, both velocities profiles are similar. In Fig. 11b it can be seen how both yaw angles are modified. At $t=3(\mathrm{~s})$ both $\psi_{1}$ and $\psi_{2}$ have similar


Fig. 10 Generation of a feasible path in a follower condition without obstacles
values, meaning that the velocity vectors of $P V_{1}$ and $P V_{2}$ are aligned with each other and consequently, $\mathrm{PV}_{1}$ reaches the desired waypoint and the $\mathrm{PV}_{2}$ reaches $\mathrm{PV}_{1}$.

In this example we have computed a feasible path in a follower problem. If instead of following the moving object we configure $\mathrm{PV}_{2}$ to move away from $\mathrm{PV}_{1}$, then the proposed approach can be easily extended to be used with moving obstacles.


Fig. 11 Evolution of the velocity modulus and orientation angles of both PVs without obstacles

### 4.4 Example 4

In this example we explore the problem of computing a feasible path while following it with a Husky ${ }^{9}$ UGV simulated in Gazebq ${ }^{10}$ simulator. The mathematical model used to solve the guidance of the Husky UGV is given by the following equation

$$
\dot{\mathbf{x}}=f(\mathbf{x}, \mathbf{u})=\left[\begin{array}{c}
v_{h} \cos \psi_{h}  \tag{19}\\
v_{h} \sin \psi_{h} \\
\omega_{h}
\end{array}\right]
$$

where $\mathbf{x}=\left[x_{h}, y_{h}, \psi_{h}\right]^{T}$ is the state vector, $x_{h}$ and $y_{h}$ denote the robot position and $\psi_{h}$ denotes its yaw angle. The control input vector $\mathbf{u}=\left[v_{h}, \omega_{h}\right]^{T}$ includes the linear and angular velocities $v_{h}$ and $\omega_{h}$, respectively. It should be noticed that the model 19 used to control the Husky is different from the plant, which is

[^6]is feasible and takes into account the dynamic constraints of the UGV. Fig. 13a


Fig. 12 Path-following with a Husky UGV
a complex model simulated by Gazebo. We assume that both the PV and the Husky UGV have the same initial position but they differ in its initial orientation angle. The PV has its velocity vector pointing upwards $(\psi=90(\mathrm{deg}))$ while the Husky velocity vector points to the east side $\left(\psi_{h}=0(\mathrm{deg})\right)$. As it can be seen in Fig. 12 the Husky model is able to follow the computed path successfully. This is mainly due to the fact that the navigation algorithm generates a trajectory that
shows that when $t=0(s)$, the Husky turns left in order to move towards waypoint $\mathbf{w}_{1}=[-4,2,0.5]^{T}$. Once it is reached, the Husky UGV turns right in order to move in a straight line towards waypoint $\mathbf{w}_{2}=[5,5,0]^{T}$. As the path was computed taking into account a circular obstacle which is located at $\mathbf{c}_{o}=[1,4.5]^{T}(\mathrm{~m})$ with radius $r_{o}=1(\mathrm{~m})$, it can be seen that the UGV performs the obstacle avoidance maneuver at approximately $t=10(s)$ without any difficulty. After that, it moves
$t>2.5(\mathrm{~s})$ the position errors tend to decrease and are very close to 0.


Fig. 13 Husky control inputs and path-following errors
towards waypoint $\mathbf{w}_{2}$ in almost a straight line. It should be emphasized that as the resulting path is smooth and feasible, the Husky is able to follow it without major difficulties. In Fig. 13b it is shown the $x y$-position errors $e_{x}=x-x_{h}$ and $e_{y}=y-y_{h}$, respectively, in the path-following maneuver. It can be seen that at approximately $t=1(\mathrm{~s})$ both errors tend to increase. This is due to the fact that the orientation of the Husky is different from the orientation of the PV. This was done on purpose in order to show that despite both yaw angles were different, the Husky is able to follow quite well the computed path. Then, for approximately
ت

R.

## 5 Conclusions

In this article we have presented an online path-planning algorithm that can be used to guide any kind of unmanned vehicle towards desired targets. The proposed algorithm handles the problem of finding the optimal path towards desired
waypoints, while taking into account the kinematic, the dynamic and constraint of the vehicle. We used a simplified particle vehicle model and the iterated non-linear model predictive control technique to control the velocity vector of this particle vehicle model. By controlling this vector we have actually determined the path that the particle vehicle model should take in order to reach the targets. We have also exploited the use of a higher order cost function in the optimization problem. Because we have used the iterated NMPC algorithm [16], optimality, stability and feasibility can be guaranteed. The performance and capabilities of the proposed path-planning algorithm were demonstrated through several simulation examples. The path-following capabilities were explored using a Husky UGV to follow a feasible path. All the simulation examples were performed successfully.
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[^0]:    ${ }^{1}$ To simplify the notation, from now on we will omit the time dependence, i.e. $\dot{\mathbf{x}}(t)=\dot{\mathbf{x}}$,
    $\mathbf{x}(t)=\mathbf{x}, \mathbf{u}(t)=\mathbf{u}$ and $\mathbf{d}(t)=\mathbf{d}$

[^1]:    2 For the 2 D case $\mathbf{w}_{i}$ is defined as $\mathbf{w}_{i}=\left[w_{i_{x}}, w_{i_{y}}, w_{i_{v}}\right]^{T}$ and for the 3 D case $\mathbf{w}_{i}=$ $\left[w_{i_{x}}, w_{i_{y}}, w_{i_{z}}, w_{i_{v}}\right]^{T} . w_{i_{x}}, w_{i_{y}}$ and $w_{i_{z}}$ denote the $x y z$ coordinates of waypoint $\mathbf{w}_{i}$ and $w_{i_{v}}$ defines the speed that the PV should have when $\mathbf{w}_{i}$ is reached.

[^2]:    ${ }^{3}$ Note that if there are more than two waypoints, the procedure to compute the path is similar as the one presented here.

[^3]:    ${ }^{4} \mathbf{d}_{k+j \mid k}^{r}, j=0, \cdots, N-1$ is a given or estimated perturbation

[^4]:    ${ }^{5}$ Hereinafter we use bold capital fonts to denote complete sequences computed for $k, k+$ $1, \cdots, k+N-1$.

[^5]:    8 As the simulation examples are performed for the 2D case, the components of the following waypoints denote, respectively, $x$-coordinate, $y$-coordinate and speed.

[^6]:    ${ }^{9}$ https://www.clearpathrobotics.com/husky-unmanned-ground-vehicle-robot/
    $10 \mathrm{http}: / /$ gazebosim.org/

