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Numerical evidence of hyperscaling violation in wetting transitions of the random-bond
Ising model in d = 2 dimensions
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We performed extensive simulations of the random-bond Ising model confined between walls where
competitive surface fields act. By properly taking the thermodynamic limit we unambiguously determined wetting
transition points of the system, as extrapolation of localization-delocalization transitions of the interface between
domains of different orientation driven by the respective fields. The finite-size scaling theory for wetting with
short-range fields [E. V. Albano and K. Binder, Phys. Rev. Lett. 109, 036101 (2012)] establishes that the average
magnetization of the sample, with critical exponent S, is the proper order parameter for the study of wetting.
While the hyperscaling relationship given by y 4+ 28 = v + v, requires B = 1/2(y =4, v, =3,and v, = 2),
the thermodynamic scaling establishes that A; = y 4 f, which in contrast requires § = 0 (A, = 4), where y,
v, Vi, and Ay are the critical exponents of the susceptibility, the correlation lengths parallel and perpendicular
to the interface, and the gap exponent, respectively. So, we formulate a finite-size scaling theory for wetting
without hyperscaling and perform numerical simulations that provide strong evidence of hyperscaling violation
(i.e., B = 0) and a direct measurement of the susceptibility critical exponent y /v, = 2.0 & 0.2, in agreement

with theoretical results for the strong fluctuation regime of wetting transitions with quenched noise.
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I. INTRODUCTION

Understanding the consequences of quenched random
disorder in condensed matter has been a challenging problem
for decades [1-7] and the associated concepts to deal with
free energy landscapes [8] have a remarkable impact on
quite different fields such as computer science [9] and
biological macromolecules [8]. A generic example is the
interface between coexisting phases with opposite orientation
of the spontaneous magnetization in an Ising model [10-13].
Already in a “pure” system (i.e., in the absence of any
quenched disorder) such an interface in d < 3 dimensions is a
critical object, exhibiting long wavelength capillary wave-type
fluctuations [14], where the interface gains a lot of entropy
by performing local excursions relative to a reference plane
(in d = 3, at temperatures above the roughening transition) or
reference line (in d = 2), respectively. On a lateral length scale
Ly, the typical mean square interfacial width w%” then scales
asInL) ind = 3, or proportional to L in d = 2, respectively.
The exponent relating w, and L is called the “wandering
exponent” ¢ [15,16]

wy, o Lj, (1)

and hence ¢ = 1/2 in the pure d = 2 Ising model.

However, when one has quenched random disorder in the
system, this behavior is strongly modified. While the presence
of randomly competing signs of the exchange constants J;;
between neighboring spins at lattice sites i, j may even destroy
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the ferromagnetic order (leading to spin glasses [4-9]), and
also the case of random magnetic fields £4, destroys order
in d =2 [6,17,18], since then ¢ = 1 and for large enough
L the interfacial tension would turn negative [17]. Here we
shall consider only the case of quenched disorder in the
magnitude of the exchange constants J;; that are assumed
to be ferromagnetic (J;; > 0) throughout. Huse et al. [19,20]
have shown that for the d = 2 Ising model with random bonds
Eq. (1) holds with

¢ =12/3, 2

and while in the pure system the prefactor of Eq. (1) vanishes
when the temperature 7 — 0, for the random-bond case
Egs. (1), (2) also hold in the ground state. For the pure system,
the straight interface is clearly the single energy minimum,
while in the random system the interface is roughened due to
the disorder, the (free) energy landscape is rough with many
minima, representing competing equivalent rough interface
configurations.

This behavior has important implications for wetting
phenomena [12,14,21-24]: recall that critical wetting can be
viewed as a continuous unbinding transition of the interface
from a wall [22], and clearly the interfacial roughness that is
enhanced by the bond disorder [Eq. (2)] will affect this behav-
ior distinctly. The critical wetting transition generally shows
up as a singularity of the singular part of the surface excess
free energy due to the wall from which the interface unbinds,

5" (¢ H). Here, t is the distance from the wetting transition:
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e.g., t = [Tye(hy) — T/ Tyer(hy), if the transition is studied
by variation of the temperature, or t = [hy — hy,(T)]/ hy(T),
if the wetting transition of the Ising model is studied by
variation of a surface magnetic field i acting only on the
spins at the free boundary of the (semi-infinite) lattice that
represents the “wall.” Note that h; = h,,(T) is just the inverse
function of T = Tye(hy), and H is a bulk magnetic field. The
thermodynamic scaling then implies for the singular part of
the surface (s) excess free energy

fS(Sing)(tyH) — t2—og FS(H|I|_AS)’ (3)

where o; and A are two critical exponents, with o, = 0 and
A = 3 in the “pure” Ising model [12,21,22,25]. From Eq. (3),
one readily derives the critical behavior of both the surface
excess magnetization m, and the surface excess susceptibility
Xs [25-28], namely

my = —(3fs/0H), “)

and
Xs = =@ f;/aH?), 5)
where in the “pure” Ising model one has (m, o th x5 o t77)

ﬂs:2_as_A5:_1» )’s=—(2—015—2As)=4~ (6)

As for all critical phenomena, the basic quantity to consider
is a diverging correlation length, in this case the correlation
length &, of fluctuations of the interface height from the
wall [y = h(x)] in the x direction parallel to the interface
[12,15,16,21-26]

E” X tivu, Vv = 2. (7)

While the average distance of the interface from the wall
simply is proportional to my, the relative excursions of the
interface in the y direction relative to the average position are
described by the perpendicular correlation length

VJ_:CUH:l. (8)

The exponent v; = 1 simply results from using L = &) in
Eq. (1), which yields then w; = &, . Equation (8) also shows
that v; = — 8, i.e., the typical distance of the interface from
the wall and the relative excursions are of the same order,
and moreover the extension of hyperscaling to interfacial
phenomena [21]

£ oct™™,

(d — I)UH =2 Oy, (9)

holds, withd =2, vy =2, and oy = 0.

In view of the enhancement of interfacial roughness due
to random-bond disorder, clarification of the critical wetting
behavior in the d = 2 random-bond Ising model (RBIM) has
found a lot of interest [22,25,29-35]. It has been shown (see
[22] for an extensive review) that

V| = 3, oy = O, V] = 2. (10)

These results are compatible with ¢ = v, /v = 2/3 [Eq. (2)],
but violate hyperscaling [Eq. (9)]. However, thermodynamic
scaling [Eq. (3)] should still hold, and also the compressibility
sum rule [21-25] should hold:

Xs X &, s =6. (11)

PHYSICAL REVIEW E 95, 022801 (2017)

Recall that unlike for critical phenomena in the bulk (y,
‘55 ~) there does not occur an exponent 7 here [21]. The scaling
relationship y; = 2A; — 2 4+ a [Eq. (6)] then yields Ay, and
Bs =2 —a; — Ay yields By, i.e.,

Ay =4, By=-2. 12)

While for critical phenomena in the bulk random-bond
disorder is believed to have much less dramatic effects
(see, e.g., [3,36]), i.e., the hyperscaling remains valid, and
the critical exponents even stay unchanged if the specific heat
exponent is negative [37], Egs. (10)—(12) imply a rather strong
change of critical exponents for critical wetting in d = 2, as
compared to the pure case, and a hyperscaling violation.

The classification of critical wetting transitions shows that
wetting for the RBIM belongs to the universality class of the
strong fluctuation regime transitions [22,25]. In this regime,
very general random walk arguments [16] can be used to
express the critical exponents simply in terms of the wandering
exponent, e.g.,

v =pg=¢/01-2), v=1/0-9),
Ay =02-=0)/0=29). (13)

The aim of the present paper is to perform a test of some
of these predictions by means of Monte Carlo simulations.
However, Eqs. (3)—-(12) refer to the surface excess free energy
of the semi-infinite system with a wall, and Monte Carlo
simulations can only be carried out for systems that are finite
in all their linear dimensions [38]. Studying a system with
two equivalent surfaces a distance L apart [39,40] where a
(positive) surface field &, acts one has the difficulty that for
H = 0 the system with a negative magnetization in the “bulk”
is unstable, the two interfaces unbinding from both walls will
meet in the center and annihilate each other. The more natural
choice is a situation with antisymmetric walls, where at y = 0
a surface field —|hg| and at y = L a surface field +|h,| act
[41]. This choice of boundary conditions stabilizes a situation
with a single interface separating a domain with negative
magnetization (below the interface) from a domain with
positive magnetization (above the interface). In the nonwet
phase the interface is bound to either the lower or upper wall,
while in the wet phase the interface freely fluctuates around
the center (y = L/2) of the system.

When one encounters a situation with two different correla-
tion length exponents in different directions, the standard finite
size scaling analysis of simulation data needs modification.
For bulk critical phenomena, it has been known since a long
time (e.g. [42]) that the generalized aspect ratio c = L"/"* /M
should be held constant when both L and M are varied.
While it was soon realized [40,43] that anisotropic versions
of finite-size scaling theory need to be used for the study
of critical wetting, too, this approach was implemented and
worked out in detail only recently [27].

Now care is needed when we apply the anisotropic finite-
size scaling approach [27] developed to study critical wetting
in pure systems to the present situation, since it is known that
the bulk finite-size scaling [44] relies on the validity of the
hyperscaling relationship for the bulk critical exponents for
correlation length vy, order parameter B,, and susceptibility
vp;namely dv, = y,, + 28 [45,46]. Complications arise when
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hyperscaling [47] does not hold, e.g., for the random field Ising
model [6,7] where the problems with finite-size scaling indeed
are observed [48]. Thus, in Sec. II, we will recall the main
features of the finite-size scaling theory for critical wetting [27]
and examine the consequences of the hyperscaling violation
[Eq. (9) does not hold for v, = 3 and &y = O] for our finite-size
scaling analysis. Section III then defines precisely the model
that is studied, Sec. IV gives some details on the simulation
method, and Sec. V describes and discusses our numerical
results. Finally, our conclusions are stated in Sec. VI.

II. FINITE-SIZE SCALING FOR CRITICAL WETTING
WITHOUT HYPERSCALING

The basic assumption of the scaling theory presented in
[27] was that the wetting transition in a L x M geometry
with two competing boundary fields +|A4;| and keeping ¢ =
L"/V1 /M fixed can be described in terms of the distribution
function Py, j(m) of the total magnetization of the system. This
distribution function is clearly bimodal where the interface is
bound to either of the walls, but should exhibit a broad peak
centered at m = 0 in the wet phase. The scaling ansatz that
was made is

Pr(m) = & B(e,M /g mg[™). (14)

Note that it is assumed that M scales with &), the total
magnetization m scales as t# o éuﬂg/ "Il keeping c constant &
does not enter, and the prefactor 5"? I'in front of the scaling

function P ensures the normalization condition

+1

1

From Eq. (14) one readily sees that ([...],, denotes the
averaging over the quenched disorder)

[m*) ]y = &, (e M),

k=1.2,..., (16)
and hence the total susceptibility becomes
kpTx' = LM([(m*)]ay — [{Im])13,)
= LM " g M/E)), (17)

where 71, implicitly defined in Eq. (16), and ¥ = ni, — (i )?
are scaling functions. Using L = ¢"*/"IM"+/"I the suscep-
tibility can be rewritten as [c"*/"I(M/&)*P/" % (c,M /&) =
% (c,M/&)], so that

kpTx' = M= e, ME). (18)

Thus the finite-size scaling prediction for the susceptibility at
the wetting transition is kg Ty, x|, MvL/vi=28/vOn the
other hand, the surface susceptibility according to Eq. (11)
should scale as

Xs = Ef X (M /&),

implying a behavior x, o« M? at the wetting transition. Since
the critical part of x’ can only be due to y;, the bulk being not
critical at the wetting transition, we conclude

kBTwX/|Tw = L_lkBTst|Tw X M> M= M4/3.

19)

(20)
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This exponent 2 — v, /), hence should be equal to the above
result 1 + vy /v — 28/vy, yielding

2ﬂ:2vl—v”=1, ,321/2, (21)
and since we also can write Eq. (20) as
ksTux'|z, oc MY/ = MY, (22)

hyperscaling [implicit in Eq. (14)] implies y = 4, compatible
with the hyperscaling relationship for the anisotropic bulk
systems

vy+v, =5=y+28. (23)

While the scaling relationship [26]
Vs=y+vi=6 (24)

is fulfilled, the scaling relationship
Bs =B —v1 (25)

would be compatible with Eq. (12), B, = —2, only if 8 = 0.
The same conclusion emerges when we invoke the standard

thermodynamic scaling relationship [47]
Ac=y+p=4 (26)

Thus there is a contradiction between thermodynamic scaling,
which requires

B =0,

and hyperscaling, which requires 8 = 1/2 [20]. The result,
Eq. (27), would imply that

[{lm|)]ay = }’ﬁ](C,M/SH)

27

(28)
and

[(m*)]ay = Hia(c,M/&)).

As a consequence, one would expect that at the wetting transi-
tion (where & — 00), these moments become independent of
the system linear dimension, and hence plotting [{|m]|)],, and
[(m?)]a Vs t one should observe for t = 0 size-independent
crossing points 71 (c,0), ni»(c,0). This property was shown to
hold for critical wetting in d = 2, where hyperscaling holds.
In the present case with quenched disorder, where hyperscal-
ing is violated [Eq. (9) does not hold for v = 3,0, = 0],
thermodynamic scaling (yielding 8 = 0) and hyperscaling
[yielding B = 1/2; cf. Eq. (23) with vy =3, v, =2, y =4]
imply contradictory results.

(29)

III. RANDOM-BOND ISING MODEL (RBIM)
WITH BOUNDARY FIELDS

We consider the d = 2 Ising model on the square lattice,
where the exchange constants J;; between nearest neighbors
are assumed to be quenched random variables. Thus the
Hamiltonian is

HOM = =" ;88— HY_ S,
(i) i

where the spin variables (S;) take on the values —1 and +1, (i j)
means that over nearest-neighbors pairs is summed once, and

(30)
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the magnetic field H is chosen zero throughout. The quenched
random bonds J;; are chosen from a bimodal distribution

PJij) = %[S(Jij —J)+8(Ji; — D) 3D

For this model the critical temperature of the bulk (7g) is
exactly known [49] given by the equation (kz = 1)

sinh(2J; / Tep) sinh(2J>/ Top) = 1.

Following Fytas and Theodorakis [36] we choose the special
case J; =4/3,J, =2/3 (choosing the temperature scale
such that J; + J, = 2 [36]) so that Ti, = 2.18802, Ton/J1 =
1.64143.

In order to study the wetting phenomena, we use a L x M
geometry, with free boundaries at the layer n = 1 (where a
surface field —h; acts) and n = L (where a surface field Ay
acts), while in the x direction (parallel to these boundary
layers) periodic boundary conditions are implied. Thus the
total Hamiltonian is

H=H"™M4h Y Si—h D S (2

ien=1 ien=L
IV. DETAILS ON THE MONTE CARLO
SIMULATION PROCEDURES

Given the knowledge that it is useful to keep the generalized
aspectratioc = L"/"* /M = L3/ /M constant, and noting that
the linear dimensions L, M of the lattice need to be integers,
we notice that these requirements are trivially fulfilled if L
and M are chosen as second and third powers of an integer.
‘We hence have used the choices L = 25, M = 125; L = 36,
M =216; L =49, M = 343; and L = 64, M = 512; so that
all our simulations are performed by fixing ¢ = 1. Of course,
L > 1is needed when we study critical phenomena, and thus
smaller linear dimensions were not regarded. Since for the
present problem cluster algorithms [38] are not useful, and the
standard Metropolis algorithm needs to be used [38], larger
linear dimensions than the quoted ones were not used either,
because the statistical accuracy deteriorates due to critical
slowing down severely for too large lattice linear dimensions.
Note that already in pure systems fluctuating interfaces are very
slow objects; in the present system, free energy barriers due to
the rugged free energy landscape that the interface experiences
because of the quenched random disorder make the equilibra-
tion even more difficult. We used typically 10’ Monte Carlo
steps (MCS) per lattice site to reach equilibrium, and then
record averages over 2x 10’7 MCS. These numbers clearly
are rather modest, but one must remember that an average
over about 500-1000 different configurations of the quenched
random bonds is mandatory in order to carry out the quenched
averaging [. . .],y. It is clear that a substantial larger sample of
configurations would be desirable, but this would have required
computational resources unavailable to us. The observable that
was recorded was just the magnetization per spin

m=—=7239 5 (33)

in the system, from which the moments [{|m[)],, and [(m?)]ay
considered in Sec. II were constructed, as well as the reduced
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FIG. 1. (a) Plots of the average absolute value of the magnetiza-
tion [(|m|)]ay Vs hs. Data corresponding to temperature 7 = 1.75 are
shown. The size of the samples and the number of averages over
different configurations (N) are indicated. All sample sizes have
the same generalized aspect ratio ¢ = L¥?/M = 1. (b) Zoom of
the data shown in (a) in order to show the common intersection
point of the data. The vertical (dashed) line shows the intersection
point of the magnetization measured for samples of different size,
while the horizontal (solid) line gives an estimation of the error in
the evaluation of the critical point. (c) Scaling plot of the absolute
value of the magnetization vs (h, — h,,) x M'/3, showing the data
collapse obtained by taking 8 = 0, and h,, = 0.64. More details in
the text.

fourth order cumulant

_ [<m4)]av
v=1- 0k (34)

V. SIMULATION RESULTS

Given the knowledge that (for our choice of units) Ty, =
2.18802, we hence studied two temperatures 7 = 1.50 and
T = 1.75, varying the strength of the magnitude of the
boundary fields |A,|. Of course, we must not work at rather low
temperatures, since then the free energy barriers constraining
the interfacial fluctuations slow down the dynamics too much;
on the other hand, we must not work close to T, either, to avoid
crossover towards bulk criticality. Thus, after a careful eval-
uation, we conclude that the choices T = 1.50 and T = 1.75
are acceptable compromises between these two conflicting
requirements. We describe the results for 7 = 1.75 first.

Figures 1 and 2 show our data for [{|m|)]ay, and [{(m*) ays
plotting them versus h; [part (a)] and (hy — hy )M 1/3 [part (c)].
The estimate of the critical field /,,(T) >~ 0.640 £ 0.006 was
extracted from the common intersection point of [{|m]|)}].y
and [(m?)]. [see amplified plots in part (b) of Figs. 1,2].
The fact that such common intersection points occur are a
clear evidence that 8 = O [i.e., Eq. (27) rather than Eq. (21)
is valid]. The common intersection point close to h; = 0.64
is also observed for the cumulant [Fig. 3(a)]; however, the
accuracy in the determination of the critical point decreases
due to both the smooth dependence of U on hy, and the lack
of appropriate statistics in our data.
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FIG. 2. (a) Plots of the average square magnetization [(m?)],,
vs h,. Data corresponding to temperature 7 = 1.75 are shown.
The size of the samples and the number of averages over different
configurations (N) are indicated. All sample sizes have the same
generalized aspect ratio ¢ = L¥?/M = 1. (b) Zoom of the data
shown in (a) in order to show the common intersection point of
the data. The vertical (dashed) line shows the intersection point of
the magnetization measured for samples of different size, while the
horizontal (solid) line gives an estimation of the error in the evaluation
of the critical point. (c) Scaling plot of the square magnetization
vs (hy — hy) x M'/3, showing the data collapse obtained by taking
B =0, and h, = 0.64. More details in the text.

The scaling plots, using the variable (hy — hy) x M'/3,
are of reasonable quality, Figs. 1(c), 2(c), and 3(b), given
the moderate statistical accuracy of our data, and hence
imply that our data are indeed compatible with a scaling
variable M /& o< M|hs — h,|*, as expected. Thus, although
hyperscaling fails, a restricted form of finite-size scaling seems
to remain valid.

Figures 4 and 5 focus on the susceptibility Ty’ =
LM([(m*)]ay — [{Im])]12,). Given that at the wetting transition

0.6 ] F (b) 1

=) 051 X —20.5¢ 1
. e[ =25 N=1000 ! e =25 N=1000
=a =36 N=700 : 0.4 = [ =36 N=950
4-41=49 N=825 | y 441=49 N=1050
0.4 |+vL=64 N=800 I 7 vvL=64 N=800

L L ] I L L L I
058 06 O.6ﬁ 0.64 0,66 03702 0 0204
s (hs - hw) ™M)

FIG. 3. Cumulant U plotted vs &, showing data corresponding to
temperature 7 = 1.75. The size of the samples and the number of
averages over different configurations (N) are indicated. All sample
sizes have the same generalized aspect ratio ¢ = L?/M = 1. (a)
Zoom of the data of the plots of the cumulant U vs Ay, in order to show
the common intersection point of the data. The vertical (dashed) line
shows the intersection point of the cumulant measured for samples of
different size, while the horizontal (solid) line gives an estimation of
the error in the evaluation of the critical point. (b) Scaling plot of the
cumulant vs (h; — h,) x M'/3, showing the data collapse obtained
by assuming 4, = 0.64. More details in the text.
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FIG. 4. (a) Plots of the susceptibility 7y /LM vs h,. Data
corresponding to temperature 7 = 1.75 are shown. The size of the
samples and the number of averages over different configurations (N)
are indicated. All sample sizes have the same generalized aspect ratio
c=L¥*/M = 1. (b) Scaling plot of the susceptibility Ty /L* vs
(hs — hy) x M3 with h,, = 0.64.

both [{|m]|)]ay and [(m?)],y are finite constants of order unity
(the ordinate values of the intersection points in Figs. 1, 2) one
might expect that T x’/L M are also finite constants of order
unity at the intersection points as well, independent of the
size. However, Fig. 4(a) demonstrates that this is not the case
since T x’/L M is not of order unity, but rather very small, and
decreases systematically with increasing size. In fact, if § = 0
and x’(c,0) in Eq. (17) exists, the conclusion Tx'/LM =
const for hy; = h,(T) is inevitable. Also, if Eq. (14) holds,

then Eq. (18) with )Z’(C,O) = const would yield for 8 =0

kpTx'n, oc M/ = M3 oc L2, (35)

while the numerical evidence [Figs. 4(b) and 5] compellingly
shows

kgT x'|n, o< M*3 oc L% (36)

This result clearly is compatible with Eqs. (19), (20), and we
conclude again that y = 4, 8 = 0, and the restricted form of
finite-size scaling [Eq. (14)] still is valid, with the scaling func-

tion P(c,M /EH,me /1Y that has the property that the scaling

function x'(c,M /&) vanish, and the leading correction term
to Egs. (17), (18), survives and replaces the proper behavior
[Egs. (19), (20)]. Note that in the limit M /&, — O the factor

5”_2'3 M in Eq. (17) should cancel out. If we hence would as-

sume % (c,M /& — 0) :constfuzﬁ =28/ we would obtain
kT x' = constLM'=2P/"i = constL!V1/v+=28/vLc=(1=2B/v.)

500

400 B
. 300~ -
x
=
200+ B

100+ -

0500 1000 ‘215‘00 72000 2500
L

FIG. 5. Plot of T vs L"/"t = L? as obtained at T = 1.75 by
using data measured at the wetting transition. The straight line has
been drawn in order to guide the eye. More details in the text.
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FIG. 6. (a) Plots of the average absolute value of the magneti-
zation [(|m|}].y Vs k. Data corresponding to temperature 7 = 1.50.
The size of the samples and the number of averages over different
configurations (N) are indicated. All sample sizes have the same
generalized aspect ratio ¢ = L¥?/M = 1. (b) Zoom of the data
shown in (a) in order to show the common intersection point of
the data. The vertical (dashed) line shows the intersection point
of the magnetization measured for samples of different size, while
the horizontal (solid) lines give an estimation of the error in
the evaluation of the critical point. (c) Scaling plot of the absolute
value of the magnetization vs (h, — h,) x M'/?, showing the data
collapse obtained by taking 8 = 0, and h,, = 0.74. More details in
the text.

FIG. 7. (a) Plots of the average square magnetization [(m?)],,
vs h;. Data corresponding to temperature 7 = 1.50 are shown.
The size of the samples and the number of averages over different
configurations (N) are indicated. All sample sizes have the same
generalized aspect ratio ¢ = L¥?/M = 1. (b) Zoom of the data
shown in (a) in order to show the common intersection point of
the data. The vertical (dashed) line shows the intersection point of
the magnetization measured for samples of different size, while the
horizontal (solid) lines give an estimation of the error in the evaluation
of the critical point. (c) Scaling plot of the square magnetization
vs (hy — hy) x M'/3, showing the data collapse obtained by taking
B =0, and h, = 0.74. More details in the text.
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FIG. 8. Scaling plot of the cumulant vs (h, — h,) x M'/3,
showing the data collapse obtained by assuming h, = 0.74. Data
corresponding to temperature 7 = 1.50 are shown. The size of the
samples and the number of averages over different configurations (N)
are indicated. All sample sizes have the same generalized aspect ratio
¢ = L3?/M = 1. More details in the text.

ie., kgT x' o L>? if B = 0. A contradiction with the correct
result kpT x' o L? at the transition is avoided, however,
when the above constant actually is zero, i.e., when the
scaling functions ni;(c,M /&) and nis(c,M /&) and have the
particular limiting behavior

niz(c,M /& — 0) = (rii\(c,M /& — 0))*. (37)

As we have demonstrated in Figs. 1(c) and 2(c), there is
numerical evidence that the first and second moment of
the magnetization distribution indeed exhibit the postulated
scaling with M /&, or equivalently with (h — hs)M'/3.

The second temperature 7 = 1.50 (Figs. 6-10) corrobo-
rates these findings, though the accuracy is clearly less. Here
the transition occurs at a somewhat larger field [A,(T) ~
0.740 £ 0.07; see Figs. 6(b), 7(b)] and the variation with A is
somewhat steeper, but a reasonable quality of scaling against
the variable (ks — h,) x M'/3 is still observed [Figs. 6(c),
7(c), and 8]. Also, the relation x’|,, oc L? is again nicely
confirmed (Fig. 10). Notice that the fluctuations of T x'/LM
in the unscaled data [Fig. 9(a)] are somewhat more pro-
nounced than the corresponding plot for 7' = 1.75 [Fig. 4(a)].
However, Fig. 9(b) indicates that the scaling T x'/L? versus

FIG. 9. (a) Plots of the susceptibility Ty /LM vs h,. Data
corresponding to temperature 7 = 1.50 are shown. The size of the
samples and the number of averages over different configurations
(N) are indicated. All sample sizes have the same generalized
aspect ratio ¢ = L¥2/M = 1. (b) Scaling plot of the Ty /L? vs
(hsy — hy) x M3, and h,, = 0.74.
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FIG. 10. Plot of Tx" vs LY/*+ = L? as obtained at T = 1.50 by
using data measured at the wetting transition. The straight line has
been drawn in order to guide the eye. More details in the text.

(hs — hy) x M'/3 holds reasonably well, but data correspond-
ing to the largest lattice (L = 64, M = 512) have been dis-
regarded since they are markedly below the scaling function;
presumably this is an indication that critical slowing down may
not be neglected. Summing up, we conclude that the data for
T = 1.50 as a whole confirms the conclusions on the nature
of the critical phenomena at the wetting transition, as drawn
above.

VI. CONCLUSIONS

Understanding the effects of quenched random disorder on
the statistical mechanics of phase transitions and in particular
critical phenomena has been a longstanding challenge. A
particularly interesting case is critical wetting in d =2
dimensions in the presence of random impurities, which create
a disorder of the random-bond type in the framework of
an Ising model description. Physically, this system can be
realized if a monolayer of some adsorbate can condense on a
substrate surface, where wetting at a surface step may occur
[40,41] and a quenched disorder is present due to some point
defects on the substrate (e.g., due to irreversibly chemisorbed
atoms or molecules of some other material). But apart from
this possibility of an experimental realization, the interest
of this problem is mainly due to the fact that the critical
exponents for this interface unbinding transition are believed to
be known exactly [22,26,29-35], and violate the hyperscaling
relationship (for d =2 critical wetting) v = 2 — «;, since
v =3 and oy =0 here. In contrast, for critical wetting in
d = 2 dimensions without randomly quenched disorder this
relationship is known to be valid (v, = 2 and oy = 0) [12,21].

This violation of hyperscaling has special consequences for
the description of critical wetting in the finite-size scaling limit.
This limit considers the thermodynamic limit (linear dimen-
sion M of the boundary from which the interface unbinds tend-
ing to infinity, M — o0) in a thin film geometry keeping the
generalized aspect ratio ¢ constant (linear dimension L of the
film in the direction perpendicular to the boundary being cho-
sensuchthatc = L"/"* /M, v, being the correlation length ex-
ponent associated with the correlation length £ | in the direction
perpendicular to the interface). In an Ising model description,
the two boundary fields of opposite sign (£|A,|) act at the op-
posite boundaries of the thin film (or strip, respectively). Below
the wetting critical temperature [T (h,)] the interface is bound
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to one of the boundaries, so there is nonzero magnetization (per
spin) in the strip;; the distribution Py, j;(m) is peaked [27] near
£(|m|). However, for temperatures above T (h), but below
the bulk critical temperature, there exists an interface, between
two domains of opposite sign of the magnetization, unbound
from the boundaries, freely fluctuating in the middle of the
strip, i.e., Pr p(m) is peaked at m = 0. For the wetting tran-
sition, the magnetization ({|m|) and its “susceptibility” x’ [de-
fined in terms of the fluctuation relation k3T x' = LM ({(m?) —
(Jm|)®)] there exhibit critical singularities, (|m|) oc (1 —
T/TS(hy)P, x o< (1 — T/ TE(hy))™7, and for a system with-
out randomly quenched disorder, an anisotropic version of
hyperscaling holds [27],28 +y = v+ v [withp =0,y =
3,vy =2,and v; = 1;Eq. (22)]. These exponents also satisfy
the standard thermodynamic scaling relation 8+ y = Ay,
with the “gap exponent” A; that appears also in the surface
excess free energy fO"®(t,H) = 1>~ F,(H|t|~), where
t =1-—T/TS(hs) and H is the bulk field [Eq. (3)]. While
this thermodynamic scaling relation is also true in the case
where quenched disorder is present [25], with Ay = 4, y =4,
B = 0, these exponents clearly are incompatible with the above
hyperscaling relation, Eq. (22), which would require g = 1/2
whenv| =3,v; =2,andy = 4.Infact, anexponent § = Oin
Eq. (17), which relies implicitly on hyperscaling, is only com-
patible with y = 4 (x’ o« M7/ = M*3 = L?), if the quantity
%(c,0) introduced in Eq. (17) vanishes. It hence is required
that the average distribution Py y(m) for T < T (h) has two
peaks whose widths asymptotically vanish relative to their
position.

Both cases of critical wetting in d = 2, pure systems with
a wandering exponent { = 1/2 and the RBIM with ¢ = 2/3,
are interesting examples of wetting transitions in the strong
fluctuation universality class, and the numerical verification
of the rich theoretical predictions [16,19,20,22,25,29-35]
available for this class are of interest.

In the present work, we have studied this very unusual
scenario of a critical wetting transition by extensive
Monte Carlo simulations. The task is computationally very
demanding, since for a decent accuracy both long runs are
required (since the interfacial fluctuations are very slow if
both L and M are large) and the quenched average [. . .],y over
the distribution of the random-bond configuration requires a
sample of the order of N = 103 configurations (Figs. 1-10).
The evidence for = 0, however, is very straightforwardly
obtained from the fact that [{|m]) ],y and [ {m%)]a plotted versus
hy show common intersection points (Figs. 1, 2 and 6, 7), that
are mutually consistent with each other. At both temperatures
that were studied a finite-size scaling compatible with
(hy — hy(T)) x M'3 is obeyed, as expected when v = 3.
The normalized susceptibility 7 x’/LM is found to decrease
systematically with increasing linear dimensions [Figs. 4(a),
and 9(a)], and scales when plotted as T x’/ L? (and hence does
not scale when M = L3? is invoked), Figs. 4(b), and 9(b).
Indeed at the transition the result LM x’ oc L? is compellingly
verified (Figs. 5 and 10). The fact that the observed exponents
are the same at both temperatures 7 = 1.75 and T = 1.5 that
were studied is expected from the principle of universality, of
course.

In conclusion, we think that our study demonstrates that the
effects of quenched random disorder in the (ferromagnetic)

022801-7



ALBANO, LUQUE, TROBO, AND BINDER

bonds of an Ising model on the critical wetting transition are
correctly described by the available theory.
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