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Abstract

On-the-fly free-energy parameterization is a new collective variable biasing approach

akin to metadynamics with one important distinction: rather than acquiring an accel-

erated distribution via a history-dependent bias potential, sampling on this distribution

is achieved from the beginning of the simulation using temperature-accelerated molec-

ular dynamics. In the present work we compare the performance of both approaches to

compute the free energy profile along a scalar collective variable measuring the H-bond

registry of the β-sheet structure of the mouse Prion protein. Both methods agree on

the location of the free-energy minimum, but free-energy profiles from well-tempered

metadynamics are subject to a much higher degree of statistical noise due to hidden

barriers. The sensitivity of metadynamics to hidden barriers is shown to be a con-

sequence of the history-dependence of the bias potential, and we detail the nature of

these barriers for the prion β-sheet. In contrast, on-the-fly parameterization is much

less sensitive to these barriers and thus displays improved convergence behavior relative

to metadynamics. While hidden barriers are a frequent and central issue in free-energy
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methods, on-the-fly free-energy parameterization appears to be a robust and preferable

method to confront this issue.

1 Introduction

Free energy surfaces (FES) can provide information on the mechanisms through which bio-

logical molecular processes take place. The strategy begins with the assumption that a small

number of collective variables (CVs) are sufficient to describe such processes, while the other

degrees of freedom can be treated in average. Denoting the system configuration as x and

the set of CVs as θ(x), such reduction can be appreciated in the FES definition (up to a

constant):

F (z) = −kBT ln
〈

δ
(

θ(x)− z
)〉

(1)

where kB is the Boltzmann constant, T the temperature and 〈〉 means the average over the

equilibrium distribution of the system. The Dirac delta collects those configurations of the

ensemble that yield the CVs θ(x) equal to z. Identification of free energy minima and their

basins leads to the prediction and characterization of the metastable states.

Because of the size and intrinsic time scales of typical biomolecular systems, standard

molecular dynamics (MD) simulations are in general unable to conduct the averaging required

by equation 1 for a relevant z domain. For this reason, a set of computational methods that

can accelerate the exploration of a chosen CV space have become an essential tool for the

treatment of such systems.1,2 Temperature-accelerated molecular dynamics (TAMD)3 is a

methodology of this kind that permits an enhanced sampling of a large number of CVs.4–7

The basis of the method resides in the definition of an extended system by coupling each CV

to a new dynamic variable with an artificially high temperature. If this coupling is set to be

adiabatic by requiring the fictitious variables to have a high friction, an enhanced exploration

of the FES at the real temperature is achieved. TAMD constitutes the acceleration core
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for the single-sweep reconstruction8 and on-the-fly free-energy parameterization (OTFP)9

methods, both designed to compute a FES.

The enhancement of the system exploration in the CV space and the actual recovery

of the associated FES are two different problems. For instance, TAMD can be successfully

used to accelerate a set of 69 CVs4 but the direct appreciation of a 69-dimensional surface

is beyond the human capabilities. When a direct examination of the FES is pursued, only

a small number of CVs should be used. However, there is a compromise relation between

the number of CVs and the difficulty in selecting them. A particular issue arises from the

realization that all the slow modes of the system should be described by the chosen CVs to

achieve an adequate simplification of the problem at hand. If one of these modes is left out

of the CV definition, hidden barriers outside the CV space can appear and greatly affect

the sampling efficiency of the exploration algorithm.10–12 It is therefore of great interest to

develop free-energy methods that overcome such barriers.

The present work constitutes the first application of OTFP/TAMD to a complex biomolec-

ular system. In the first section of results we asses the ability of OTFP/TAMD to recover the

free energy profile using simple systems. Then, we focus on the stability of the β structure in

the domain 124–226 of the mouse prion protein (MoPrP). The misfolding and aggregation of

this protein is associated with a collective of neurodegenerative diseases as the Creutzfeldt-

Jakob disease or the “mad cow” disease.13 In particular, the small antiparallel β strands

found in the native configuration have been focus of attention in the attempts to understand

the mechanism of this events.14–25 In this work, we recover a FEP for this protein from the

average of several OTFP/TAMD simulations. The results are found to be in good agreement

with the NMR structure of the protein26 but stand in notable contrast with previous work

that assessed this stability via the metadynamics method.23

Of particular interest here is a comparison between the performance of OTFP/TAMD

and well-tempered metadynamics (WTMD).27,28 WTMD is a natural choice for this compar-

ison, since it retains some fundamental similarities with OTFP/TAMD. For instance, both
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methods converge to the same high-temperature target distribution, as we will show in the

method section. Furthermore, metadynamics originally used the same idea of an extended

system where the collective variables are treated as dynamic.29 While TAMD accelerates

the sampling by increasing the temperature of these variables, metadynamics uses a history-

dependent bias potential to achieve the same goal. Determining which approach is better

suited for a given problem is an important contribution to the field of free-energy calcula-

tions. We show that particular hidden barriers for the chosen CV space in MoPrP lead to

delayed convergence and much larger statistical errors in the WTMD free-energy profiles

compared to those of OTFP/TAMD. We show how these barriers, coupled with the history-

dependence of the WTMD bias potential, lead to this behavior. Although more sophisticated

methods, such as parallel tempering, can be combined with WTMD to avoid hidden-barrier

artifacts,30 our purpose here is to assess the degree to which the relatively simpler approach

of OTFP/TAMD can avoid hidden barriers, due to the history-independence of its CV bias.

This may make OTFP/TAMD a more robust choice of free-energy method relative to meth-

ods with history-dependent biasing, especially in cases where hidden barriers are difficult to

predict a priori.

2 Method

The first step in setting up a TAMD simulation is a selection of the CVs θj(x) relevant to the

problem at hand. (We are sidestepping the issue of how to choose “the” best CV, because

one aim of the present work is to assess the degree to which the TAMD-based method is

robust against hidden variables.) For each CV component a new dynamic variable zj with

its own friction coefficient γ̄ and temperature T̄ is added to the system. Each CV and its

associated zj variable are tied together using an harmonic potential with spring constant

k. This procedure defines an extended system evolving through the following equations of
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motion:















γẋi = −
∂V (x)

∂xi
+ κ

∑

j

(zj − θj(x))
∂θj(x)

∂xi
+ bath at T

γżj = −κ (zj − θj(x)) + bath at T̄

(2)

Since the friction γ̄ is arbitrary, it can be chosen to be much larger than the friction γ of

the physical variables. In this case, the variables zj will have a slow motion uncoupled from

the faster dynamics of the variables xi. Then, if the spring constant k is taken large enough

to keep the CVs θj(x) sufficiently close to their corresponding zj, it is possible to show that

the forces acting on zj will self-average to the negative gradients of the free energy:3

κ (zj − θj (x)) ≈
∂F (z)

∂zj
(3)

In other words, the free energy of the system at the physical temperature T becomes the

effective potential energy surface for the z variables moving at temperature T̄ . Therefore,

by increasing T̄ it is possible to accelerate the exploration of the CV space.

In order to recover F (z) as an output of the TAMD simulation, an on-the-fly free-energy

parameterization (OTFP) scheme was recently introduced.9 Following this work, consider

the decomposition of F (z) in a set of predefined basis functions φm(z):

F (z) =
∑

m

λmφm(z). (4)

During a TAMD simulation, the unknown coefficients λm can be recovered from equation 3

by the minimization of an objective function:

E(λ) =

〈

∑

j

[

κ (zj − θj (x))−
∂

∂zj

∑

m

λmφm(z)

]2〉

. (5)

In practice, the minimization of this function is reduced to solve the linear set of equations
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Aλ = b with:

Amn =
1

2t

∫ t

0

∑

i

∂φm(z)

∂zi

∂φn(z)

∂zi
ds (6)

bm =
1

t

∫ t

0

∑

i

∂φm(z)

∂zi
k [zi(s)− θi (x(s))] ds (7)

where the ensemble average is approximated with the temporal average during the simulation

time t. Therefore, the measured F (z) will be constantly refined as the TAMD simulation

progresses and the parameters λm converge.

If a single CV is used, a simple and useful choice for the basis functions φm that force A

to be tridiagonal are the chapeau functions:

φm =































1−m+ z/∆z if m− 1 < z/∆z < m

1 +m− z/∆z if m < z/∆z < m+ 1

0 otherwise.

(8)

In this work we compare the free energy profiles (FEPs) obtained through the present

OTFP/TAMD approach with those obtained from the well-known methodology well-tempered

metadynamics (WTMD). For this reason, we consider pertinent to include here a comment

on the relationship between the fictitious temperature T̄ and the bias temperature T +∆T

appearing in the WTMD formalism.28 At long simulation times, the history-dependent po-

tential of WTMD converges to:

V (s, t→ ∞) = −
∆T

T +∆T
F (s) (9)

which leads to a distribution function for the CVs given by:

P (s, t→ ∞) = Q−1
T+∆T e

−

F (s)

kB(T +∆T ) (10)

6
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were QT+∆T is the partition function that normalizes this distribution. On the other hand,

the TAMD equations of motion imply a distribution function for the auxiliary variables given

by:

P (z) = Q−1

T̄
e
−

F (z)

kBT̄ (11)

where QT̄ is the partition function that normalizes this distribution. Note that the spring

constant between the auxiliary variables z and the actual value of the CVs should be large

enough to establish a direct equivalence between the auxiliary variables and the colective

variables. Therefore, if the same fictitious temperature is chosen for both methods (i.e.

T̄ = T +∆T ), they will target to the same biased distribution over CV space.

Molecular dynamics (MD), WTMD and OTFP/TAMD simulations were performed using

NAMD 2.931 and CHARMM force field32 with CMAP corrections.33 Parameters for the test-

bed n-butane molecule were taken from the CHARMM general force field (CGenFF version

2b8).34,35 The initial configuration for the simulations of the mouse prion protein (MoPrP)

domain 124–226 is obtained after a two-step equilibration process starting from the NMR

structure26 (PDB ID: 1AG2). First, 6,097 water molecules were added to the simulation box

and equilibrated at 298K and 1bar during 5ns keeping the protein fixed. Then, the protein

was allowed to move freely and an additional equilibration of 110ns was performed. At the

end of this equilibration the simulation box sidelength oscillates around 58.00± 1.18Å. The

RMSD’s for the regions H1H2, S1H1S2 and the entire protein are shown in Figure S1 in the

supporting information. Constant pressure was maintained using a Langevin piston with

a constant decay of 50 ps−1 and an oscillation time of 100 fs. The temperature in all the

systems is controlled through a Langevin thermostat with a damping constant of 5 ps−1 for

the alanine dipeptide and 50 ps−1 for the other systems. In the alanine dipeptide system all

the atoms were free to move and a time step of 1 fs was used. In the other cases, covalent

bonds involving hydrogen atoms were kept fixed in length using the RATTLE algorithm,

7
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and the time step used was 2 fs.

3 Results

3.1 Testing OTFP/TAMD with simple systems

We first assess the ability of OTFP/TAMD to recover the free energy profile (FEP) and

compare its performance to WTMD for the relatively simple case of a free n-butane molecule

evolving via Langevin dynamics. For such small molecule, an MD simulation sufficiently long

to provide accurate statistical information on the conformational states can be performed

easily. Thus, a “true” FEP can be obtained by collecting a histogram of the chosen CV

during the simulation and using equation 1. The chosen CV for this study was the euclidean

distance between the carbon atoms of the ends of the molecule (C1 and C4). In Figure

1a is shown the corresponding FEP computed from 300ns of MD. This profiles exhibits

two minima at 3.2 and 3.9 Å which correspond to the gauche and trans conformations of

n-butane, respectively. The free energy barrier for the trans-gauche transformation is found

to be ≈ 2.2 kcal/mol, which is in good agreement with previous work.36,37 In Figure 1a are

also shown the FEPs recovered from 30ns of WTMD using different fictitious temperatures

T +∆T . For these simulations the gaussian hills were deposited every 1 ps, their width was

0.1 Å and their initial height was 0.1 kcal/mol. In Figure 1b are shown the profiles recovered

after 30 ns of OTFP/TAMD using the same set of fictitious temperatures T̄ as those chosen

for WTMD. For these simulations the brownian friction on the auxiliary particles were 1500

(kcal/mol) ps/Å2 and the spring force was 1500 kcal/mol/Å2. Both OTFP/TAMD and

WTMD profiles were resolved using a grid space of 0.01 Å. From the comparison of Figure

1a and 1b we conclude that both methodologies successfully recover the FEP of this system.

To compare the convergence behavior of WTMD and OTFP/TAMD we defined the root

8
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Figure 1: Free energy profiles for the distance between C1 and C4 in the n-butane molecule
obtained using various bias temperatures for (a) WTMD and (b) OTFP/TAMD. Direct MD
results are included in each plot for comparison.

mean square deviation ∆F (t) via:

∆F (t) ≡
1

N

√

√

√

√

N
∑

i

(

F̃i(t)− Fi

)2

(12)

where N is the number of points used to resolve CV space, F̃i(t) is the free energy of the

i-th point obtained at time t and Fi is the corresponding free energy of the reference profile.

In this case we take the FEP of the MD simulation as the reference. Note that prior to

computing ∆F (t) all the FEPs were aligned by setting F (3.2) ≡ 0. Figure 2a and 2b show

the evolution of ∆F with the integration time for WTMD and OTFP/TAMD respectively.

In spite of the fundamental contrast between these two approaches, no significant differences

in the convergence are found. This result is not at all trivial considering the completely

different dynamics of the CVs in both cases.
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Figure 2: Convergence of the free energy profiles shown in Figure 1 for (a) WTMD and (b)
OTFP/TAMD. The convergence is measured trough the quantity ∆F (t) defined in equation
12 and using as reference the free energy profile obtained via direct MD simulation.

While the results obtained with n-butane shows that OTFP/TAMD is a suitable method

for free energy reconstruction, it may be argue that the system is too small to be considered a

good test by itself. Thus, we also employed OTFP/TAMD to recover the FEPs of the ψ and

φ angles of the alanine dipeptide in water. This system is significantly bigger than n-butane

with more than 4600 degrees of freedom, considering the 506 water molecules included in

the simulation box. As a counter part, extremely long simulation times will be required to

reconstruct a “true” FEP via MD and it will always have less statistics in comparison to

the n-butane case. However, since this is one of the most popular and well known systems

for algorithm testing, the results presented here may be helpful in further comparison with

other methodologies.

In Figure 3(a) and (b) it is shown the FEPs for the φ and ψ angles of alanine dipeptide,

respectively, computed after 30 ns using OTFP/TAMD and WTMD. We use a ficticius

10
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Figure 3: Free energy profiles for the ψ and φ dihedral angles of the alanine dipeptide in water
obtained from 30 ns of OTFP/TAMD and WTMD simulations as is indicated. Direct MD
results obtained after XXX ns of simulation are also included in each plot for comparison.

temperature of 1500 K for these simulations, five times the real temperature of the sistem.

In these figures it is also included the FEPs obtained after histogramming both φ and ψ

from 150 ns of direct MD. Note that, in spite of this long simulation time, the profile for

the φ angle is still incomplete. Conversely, the full FEP is recovered by the two accelerated

methods with a good agreement between them. The corresponding convergence profile for

this simulations are shown in Figure 4. In this case the FEP used as reference in equation

12 corresponds to the last profile obtained by each method. As in the case of n-butane, no

significant differences in convergence between the two methods can be appreciated for this

system.

11

Page 11 of 32

ACS Paragon Plus Environment

Journal of Chemical Theory and Computation

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



0

0.5

1

1.5

0 5 10 15 20 25 30

F
(k

ca
l/

m
ol

)

angle (rad)

ψ

0

0.5

1

1.5

2

∆
F

(k
ca

l/
m

ol
)

φ

OTFP
WTMD

OTFP
WTMD

Figure 4: Convergence of the free energy profiles shown in Figure 3. The convergence is
measured trough the quantity ∆F (t) defined in equation 12 and using as reference the last
profile obtained by each method.

3.2 β-sheet stability of MoPrP

We will turn now to the performance of OTFP to a system with biological relevance: the β-

sheet stability of MoPrP. In the native conformation (PrPC) this protein possesses a flexible

N-terminal domain encompassing residues 23–125, a globular domain formed by residues 126–

226 and a C-terminal segment 227–231. The secondary structure of the globular domain is

shown in Figure 5a. Several previous studies attempted to find the main region that contains

the information for the transfer mechanism to the pathological conformation (PrPSc),38,39

though no consensus on this mechanism currently exists. Consistent with the high β-sheet

content of PrPSc,40 it has been proposed that region S1S2 could serve as a seed for β-strand

elongation and leading to the unfolding of H1.14,38,41 This is consistent with the observations

that H2H3 helical bundle is mostly conserved in PrPCand PrPSc 42 and with the unusual

hydrophilic character of H1.41 The elongation of the S1S2 region has been also observed in
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Figure 5: a) Secondary structure of the mouse prion protein (124–226). The backbone
of aminoacids 159–163, 129–131 and 134 are highlighted in black and the side-chain of
aminoacid 160 in blue. Secondary structure is highlighted in red (β-sheet), green (α-helix),
yellow (random coil) and orange (turn) b) Chemical structure of aminoacids near domain
S1 and S2. The labels for the H-bonds referred in this work are indicated.

MD simulations of PrPCat high temperatures, lower pH or after the introduction of some

specific point mutations.15–21,24,25 It has also been reported that some point mutation that are

known to be pathological can induce a disruption of the β-sheet structure.23,24 For instance,

using metadynamics, Barducci et al. compared the relative stability of the β-sheet on the

wild-type protein and the D178N mutant.23 Based on the FEPs obtained via metadynamics,

the authors concluded that disruption rather than growth of the β strands is likely to be the

first step in the PrPC-PrPSctransition.

Following Barducci and coworkers, we used OTFP/TAMD to recover the FEP associated
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with their collective variable, which is defined by:

s4 =
4

∑

i=1

1− (ri/2.5)
6

1− (ri/2.5)12
(13)

This CV takes into account the four hydrogen bonds formed between the two short β-sheets

comprising residues 129–131 and 161–163. A value of s4 near 0 indicates that the four bonds

are broken and a value near 4 indicates that all bonds participate in β-sheet binding. Using

different random seeds, 16 different 60-ns OTFP/TAMD simulations were run. To refer to

the individual simulations of this set we will use the labels SIM 1, SIM 2, . . . , SIM 16. The

initial configuration of these simulations is the result of 110 ns of MD equilibration starting

from the NMR structure, as is detailed in the methods section. A fictitious temperature

equal to 10 times the physical temperature was chosen. A soft wall for the boundaries

s4 = 0.3 and s4 = 4 with a harmonic constant of 100 kcal/mol was included. The resulting

16 FEPs obtained from these simulations were averaged after their alignment by setting the

zero of the free energy in the deepest minimum of each one. This average FEP is shown in

Figure 6a, where a clearly defined minimum around s4 = 2.5 is observed indicating that only

3 H-bonds are effectively intact in the β-sheet structure of the MoPrP at room temperature.

The existence of the configuration with the 4 H-bonds tying the β strands is the cause of

the smooth shoulder around s4 = 3.2. However there at least a free energy difference of 3

kcal/mol between this configuration and the more stable state with only 3 bonds formed.

By construction s4 is degenerate and there are several possible configurations for the

H-bonds between the β strands that could contribute to the free energy minimum at s4 =

2.5. Nevertheless, from monitoring the H-bonds distances during the simulations a single

configuration stand out. As an example of this, Figure 7 shows the traces of s4 and the

corresponding H-bonds distances for SIM 1. In this figure, as in the rest of the present article,

we will refer to the particular H-bonds in the S1S2 region following the labels indicated in

Figure 5b. A clear difference in the behavior of the H-bond 4 with the H-bonds 1–3 can be
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Figure 6: Average free energy profiles for the collective variable s4 from 16 simulations of
OTFP/TAMD (panel a) and WTMD (panel b). Error bars correspond to one ± one standard
deviation.

seen in Figure 7. While the last ones are mainly connected during the simulation and present

only occasional detachments (exceeding a distance of 2.5 Å), H-bond 4 is only sporadically

connected.

An immediate explanation for the disconnection of H-bond 4 is found when considering

the neighboring H-bond 5 (see Figure 5b). These two H-bonds compete for the same donor

group at residue 131. It is possible to see the correlation between them in Figure 7, where a

temporal trace of H-bond 5 is included below the trace of H-bond 4. From the comparison of

this plots it is evident that either one of this bonds is connected or both are disconnected but

a simultaneous connection has a low probability to occur. Moreover, as expected for the free

energy minimum obtained, it is also evident that H-bond 5 is connected for longer periods

of time. The connection or disconnection of H-bond 5 constitutes a hidden barrier for the

chosen CV, because it is not possible to effectively accelerate sampling of this bond state by
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Figure 7: Collective variable trace (red) along the integration time of an OTFP/TAMD
simulation (i.e. SIM 1) and the corresponding traces for the H-bond distances defined in
Figure 5(b) as is indicated in each plot.

enhanced sampling of s4. However, from the trace of this bond, it is possible to argue that

this hidden barrier is sampled ergodically enough to be excluded from being considered a

rare event. Note that even if the distribution between the two possible states is not observed

to achieve full ergodicity, the average FEP implies 16 traces similar to that shown in Figure

7.

The results obtained by OTFP/TAMD are in sharp contrast with the previous results

obtained by Barducci and coworkers.23 In the cited work the free energy minimum appears

at s4 = 3.2 and is associated with configurations in which all four native 4 H-bonds are

connected. Moreover, there is no evidence of a minimum at s4 = 2.5 in the FEP reported.

However, it is important to note the existing differences not only in the methods, but also in

the force field used and duration of the simulations employed. For instance, while the average

FEP reported in the present work is obtained from a total of 960 ns of OTFP/TAMD, the
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Figure 8: Free energy profiles for s4 from OTFP/TAMD (panel a) and WTMD (panel b)
simulations.

previous work uses 21.6 ns of standard metadynamics in the form of several short trajectories.

Following our initial aim to assess OTFP/TAMD performance in complex systems, we

have repeated our simulations using WTMD. For the sake of the comparison, we use the

same number of simulations, duration, bias factor, boundary conditions and discretization

grid. The gaussian width used was 10 (in units of s4), the frequency deposition 150 steps

and the initial gaussian height 0.1 kcal/mol. The resulting FEP is shown in Figure 6b.

Although this profile has some differences with the obtained by OTFP/TAMD, the free

energy minimum and the shoulder persist at the same locations. Hence, the preponderance

of only 3 H-bonds composing the β structure of the protein is confirmed by WTMD in our

hands. At this point it is important to mention that the results obtained with both methods

are in good agreement with the NMR structure, which displays H-bond 5 connected and

H-bond 4 disconnected (see Figure 5a), giving a value of s4 = 2.16.
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the FEP. For instance, a change in the dihedral configuration of the side chain of residue

160 prevents the connection of H-bond 5, displacing the above-mentioned competition in

favor of intact H-bond 4. This can be appreciated when the corresponding H-bond traces

of Figure 7 are compared with the trace of the side chain dihedral shown in Figure 9(a).

When this dihedral has a gauche conformation (t < 25 ns), H-bond 5 remains disconnected

and H-bond 4 acquires longer connection durations, which tends to lower the shoulder in the

FEP.

The complexity of the S1H1S2 region makes it difficult and tedious to enumerate every

possible relevant slow variable. For example, another slow variable not included in the CV

used that could affect the FEP is evidenced in the Ramachandran plots for residues 129–133

and 159-163. While the rest of the residues’ φ and ψ angles remain around their equilibrium

values, residue 133 is found to flip between the β-sheet and the left-handed α-helix region

in the Ramachandran plots (see Figure S2, S3 and S4 in the supporting information). For

instance, Figure 9a shows a temporal trace of the φ and ψ angles of this residue for SIM 1.

Similar oscillations between this two states can be observed in the corresponding plots of

the others simulations. Those simulations that have a high percentage of residue 133 in the

left-handed α-helix state exhibit a lower value for the free-energy shoulder at s4 = 3.2 (see S5

of supporting information). Note that it is not straightforward to determine if the dihedrals

of residue 133 constitute another factor that affects the FEPs or are just an evidence of the

occurrence of some other rare event(s). For instance, while residue 133 can be considered

to far away to directly affect the β-sheet stability, H-bond 6 defined in Figure 5b could

constitute a link whereby these dihedrals affect the behavior of H-bond 5. At the same

time, H-bond 6 constitutes by itself another slow event not considered in the chosen CV (see

Figure 7). This complex scenario illustrates the difficulties to confront when a CV-based

method is used to enhance the exploration of a biomolecular system.

We will now return to analyze the results obtained with WTMD. Figure 8b shows the 16

individual FEPs that contribute to the average profile built with this method. To refer to the

19

Page 19 of 32

ACS Paragon Plus Environment

Journal of Chemical Theory and Computation

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60



2

4

0 10 20 30 40 50 60
t (ns)

h-bond 6

2

4

h-bond 5

2

4 h-bond 4

2

4

di
st

an
ce

(Å
) h-bond 3

2

4 h-bond 2

2

4 h-bond 1

1
2
3

s4

2

4

0 10 20 30 40 50 60
t (ns)

h-bond 6

2

4

h-bond 5

2

4 h-bond 4

2

4

di
st

an
ce

(Å
) h-bond 3

2

4 h-bond 2

2

4 h-bond 1

1
2
3

s4

a b

Figure 10: Collective variable trace (red) along the integration time of SIM A (panel a) and
SIM C (panel b) and the corresponding traces for the H-bond distances defined in Figure
5(b) as is indicated in each plot.

individual simulations of this set we will use the labels SIM A, SIM B, . . . , SIM P. As can be

observed in Figure 8b, the WTMD profiles present surprisingly divergent behaviors. Some

of them have the characteristic minimum at s4 = 2.5 and shoulder at s4 = 3.2 (e.g., SIM A)

but for many others this shoulder becomes the second minimum or even the only minimum

in the profile (e.g. SIM B and SIM C). Moreover, some simulations present FEPs with

new minima or shoulders for s4 < 2.5. As before, an explanation for this diverse behavior

might be suggested from the presence of the different slow modes not included in the CV

used. For instance, the Ramachandran plots for residues 129–133 shows the same flipping

behavior of residue 133 that was found in OTFP/TAMD simulations (see Figure S6 and S7

in the supporting information). However, if the only presence of hidden barriers were the

cause of the observed differences, we should expect the same or similar FEP errors to those

observed for OTFP/TAMD. Clearly, this is not the case, as shown in Figure 8b, and further

explanation is required.
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In Figure 10a and b are shown the corresponding s4 and H-bond temporal traces for

SIM A and SIM C respectively. These simulations are taken as representative cases of

WTMD simulations returning substantially different FEPs. From the comparison of the CV

evolution in this figure it is clear why the FEP of SIM C gives a lower free energy at high

values of s4. After the first 30 ns the trajectory in SIM C is stuck around s4 = 3. It is

possible to observe the same entrapment for the trajectory of SIM A but since it starts at

around 40 ns it has a shorter duration in the 60-ns simulation. In general, the trapping of

a CV which is subject to enhanced exploration is evidence of some slow variable that is not

ergodically sampled. However, beyond the same slow events introduced in the discussion of

the OTFP/TAMD results, we were not able to find any other slow event that can justify the

important entrapment of the WTMD trajectories. Moreover, from a careful inspection of

Figure 10a and b, one of the hidden barriers that seems to be affecting the s4 trajectory in the

sampling is the connection/disconnection of H-bond 5. As was made for the OTFP/TAMD

simulations, it is possible to consider from these figures that H-bond 5 is sampled enough

during each WTMD simulation. However, the sole existence of this barrier seems to affect

the s4 behavior in WTMD simulations.

Let us focus on SIM C and consider Figure 11 where the sum of the time-dependent bias

potential of this simulation plus the average FEP of all the WTMD simulations is shown.

This quantity is a close approximation to the thermodynamical potential of s4 as long as the

average FEP used can be considered a good approximation to the “true” FEP of the system.

The different integration times chosen to construct Figure 11 are also indicated in Figure 10b

with horizontal lines; compare these figures consider the following description. During the

first 8 ns a good and relatively ergodic sampling of the entire range of the CV takes place, as

evidenced by the flat sum. That is, at this point, the simulation has evidently found a good

approximation of the true FES, but we only know this by a posteriori comparison to the final

FES. Then, and until t ≈ 29 ns, H-bond 5 has relatively longer connection times. We know

that as a consequence of these connections H-bond 4 will tend to remain disconnected and
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obtained by WTMD (see Figure 6b). For comparison, the integration times chosen here are
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the range s4 > 2.7 will not be properly sampled, as evidenced in the s4 trajectory. Because

of the deposition of the gaussian hills occurring in this period, WTMD builds an excessive

bias potential around s4 = 2.5, as can be see in the thermodynamical potential at t = 28.9

ns in Figure 11. Therefore, when H-bond 5 finally disconnects, the system falls into the

artificial minimum generated at s4 > 2.7 and the trajectory is trapped again. Moreover,

around t ≈ 35 H-bond 5 attempts to reconnect, but this event is probably impeded because

of the large energy required to escape from this minimum. Finally, when the minimum is

filled at t ≈ 40ns, the system should be free to explore lower s4 values again. However,

because H-bond 5 remains disconnected an excessive bias potential is constructed this time

at s4 > 2.7, and the anomalous behavior continues.

The presence of hidden barriers clearly frustrates the convergence of WTMD to the target

distribution. The negative effect of hidden barriers in free energy methods is a well-known

issue in any CV oriented method. For instance, in reference 43 the authors discuss this prob-

lem and shown an interesting example in a two dimensional potential using metadynamics.
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Figure 12: Convergence of the free energy profiles shown in Figure 6 as is indicated. The
convergences is measured trough the quantity ∆F (t) defined in equation 12 and using as
reference the corresponding average profiles shown in Figure 6 for each method. The con-
vergence of the average profiles are also included in each plot.

Slow hidden variables are a consequence of a poorly chosen CV and not of a particular de-

fect of the methodology itself. However, the present case shows that the methodology used

could be more or less sensitive to the presence of these hidden variables. While WTMD

converges to the same target distribution of TAMD, it is made through the refinement of

a history-dependent bias potential. If the trajectory of the CV is being impeded because

some slow variable was not previously considered, this bias potential will continue growing in

this region. When the action of the slow variable dissipates (the hidden barrier is crossed),

the excessive potential constructed will affect the subsequent evolution of the system. Even

new trapping states can be self-constructed by WTMD because of the same memory that

constitutes the acceleration strategy of the method. In this respect, OTFP/TAMD has the

advantage that it does not have any memory of the previous state of the system; after a
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trapping event, the CV will continue sampling the target distribution immediately.

Since in WTMD the height of the deposited hills will decrease with the bias extent,

it has been proven that if sufficient time is given WTMD will eventually converge to the

correct FEP.27 However, it is not clear how much convergence time will be lost because

of the hidden-barrier impediments just described. In Figure 12 it is shown the temporal

convergence for the FEPs of Figure 8 and it is also included the convergences for the average

FEPs of each method. The quantity ∆F was defined in equation 12 but in this case we

use the resulting average FEP as reference for each method. Therefore, the average FEPs

converge to zero at the end of the simulation and it is expected some distribution for the

last convergence values for the individual simulations according to the error bars in Figure 6.

As was discussed before, this distribution is mainly due because of the oscillatory behavior

of residue 133. By looking at the individual convergence profiles of WTMD, it is possible

to observe the occurrence of some sharp peaks that can be related to the trapping behavior

described above.

4 Conclusions

We introduced OTFP/TAMD as a robust accelerated method for free energy reconstruction

in molecular systems. The accuracy of the method is demonstrated via the reconstruction of

the FEP of the n-butane end-to-end distance and the ψ and φ angles of the alanine dipeptide

in water. An efficiency comparable to that of WTMD is found for this systems. Then, using

OTFP/TAMD and WTMD methods we compute the FEP for the β-sheet structure of the

prion protein. Because of the complexity of this system, several independent simulations

were used to compute an average FEP for each method. Both average profiles predict a

minimum of the free energy which corresponds to only 3 H-bonds connected between the

short β strands of the protein. This result is in good agreement with the NMR structure,

but differ from previous calculations.23
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Besides the similarity between the average FEPs obtained, bigger differences in the sam-

pling behavior appear when comparing the individual simulations of WTMD and OTFP/TAMD

methods. Analyzing the structural characteristics and flexibility of the prion protein near

the β-sheet region we unveil the presence of slow variables not covered by the chosen col-

lective variable. Each of these could introduce hidden barriers and their implications in

the OTFP/TAMD simulations were addressed. In contrast, sampling the CV space using

WTMD is found to be largely impeded by these barriers, even for the less troublesome of

them. To explain this behavior, we propose that the same hill deposition mechanism used

by WTMD to reduce the residence time in low free energy regions can lead to the building of

an unrealistic free energy barriers when a slow hidden variable entraps the collective variable

trajectory. This circumstance will affect the immediately subsequent sampling and delay the

convergence to the target distribution. In contrast, the OTFP/TAMD method starts the

sampling of the target distribution from the beginning and its lack of memory allows it to

return to this distribution more quickly after a slow-variable-induced trapping event.

Slow hidden variables are very common in attempts to define proper collective variables

and to recover free energy surface for new and complex systems. In this work, we have

demonstrated that OTFP/TAMD moderately outperforms WTMD because of its lack of a

history-dependent bias potential. Finally, we point out that solutions to the hidden-variable

problem in the context of WTMD already exist. For example, Deighan et al. recently

showed a clever way to combine WTMD with parallel tempering.30 Of particular note in this

method is the fact that the broader potential energy distribution of each temperature replica

means that fewer replicas are required than would be if MD were used instead of WTMD.

In future work, we will assess the extent to which parallel tempering in combination with

OTFP/TAMD can also help overcome the problem of slow hidden variables.
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