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a b s t r a c t

This work addresses the optimal design of a flexible heat exchanger network using model-

based optimization, applied to hydrogen production by means of an ethanol steam

reforming process. High efficiencies are obtained at different hydrogen production levels

ranging from 25 to 100% of a nominal output. System structure, heat exchanger sizing, and

operation conditions are simultaneously settled, ensuring both operational feasibility and

optimality. The system involves a reforming reactor, vaporization and reheating equip-

ment, combustors, and a heat exchanger network system. A multi-period nonlinear opti-

mization problem (NLP) was formulated to account for the production level distribution.

Equipment sizing constraints and structural constraints link the different scenarios. The

trade-off between area and efficiency is analyzed using a multi-objective epsilon-

constraint approach. Models were developed in the GAMS environment. The resulting

solutions, for the maximum area case, maintain alcohol combustion at low levels showing

efficiencies around 63% in each operational level. Pareto Optimal diagram shows that a 1%

reduction of efficiency allows a 50% decrease in total required heat exchanger area by 50%.

© 2016 Hydrogen Energy Publications LLC. Published by Elsevier Ltd. All rights reserved.
Introduction

In recent years, fuel cell systems fueled by hydrogen have

emerged as a source of high-efficiency electric power gener-

ation. There have been several studies concerning both fuel

cells and fuel processors for hydrogen generation. A fuel

processor is the system that transforms feedstock fuels, such
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as hydrocarbons or biomass-derived fuels, into a hydrogen-

rich gas. The fuel cell electrochemically converts hydrogen

into electric power. Among several alternatives for hydrogen

generation, ethanol reforming represents a clean and renew-

able source [1e4]. Bioethanol is ethanol traditionally produced

by fermentation of biomass sources. Ethanol is considered the

primary renewable liquid fuel [5] biotechnologically obtained

from agricultural products such as sugar cane, sugar beet,
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sweet sorghum, and corn starch [6]. However, these raw ma-

terials belong to the human food chain and their use in fuel

ethanol production is a controversial issue. Currently, non-

food-based feedstocks derived from cellulosic sources, such

as wood chips and agricultural residues, present high poten-

tial for bioethanol industrial production [7,8].

Fuel cell systems for both stationary and mobile applica-

tions are highly energetic integrated systems consisting of a

fuel processor, the fuel cell itself, and combustion subsystems

[9,10]. Thermodynamic analysis of fuel cells systems inte-

grated with a steam ethanol reforming processor has been

performed in several works [9,11e13]. Perna [11] presents a

thermodynamic analysis of the ethanol steam reforming

process coupled with a proton membrane fuel cell. Applying

the process energy integration approach, Francesconi et al. [9]

reported that it is possible to achieve a nearly 38% energetic

efficiency for an ethanol processor coupled with a proton ex-

changemembrane fuel cell (PEMFC). A process simulationwas

conducted for this study, parametrically varying a set of

operative variables without a defined network of heat ex-

changers. Subsequently, Oliva et al. [14] appliedmathematical

programming techniques to synthesize heat exchanger

network for the fuel cell ethanol processor. In order to

improve energetic efficiency new technologies based on

membrane separation processes were considered [12,13].

Salemme et al. [13] analyzed the energy efficiency of an

ethanol processor via simulation, indicating that the intro-

duction of a separation membrane unit could increase global

system efficiency by 5%with respect to the conventional case.

These studies show the necessity for comprehensive energy

integration in order to achieve a fuel processor design that is

substantially more efficient than conventional technologies

such as internal combustion engine.

The motivation behind this paper is the design of a flexible

ethanol processor for a pilot plant scale. The function of a pilot

plant system is to evaluate aspects of operability and

controllability and catalysts performance; therefore one of the

main targets is to achieve a flexible design that ensures

operability over several hydrogen production levels. It is

further desirable that efficiencymaintain adequate levels over

a wide range of operative conditions throughout the ethanol

processor operation. In addition, these features are also

applicable to fuel cell system for mobile applications where

hydrogen demand is variable.

The use of process system engineering tools such as

model-based optimization [15], heat exchanger networks [14],

and reactor-separation networks [16], among others, has

received increasing attention in fuel cell systems design [17].

Process modeling and mathematical programming are well

known approaches to synthesize the process flowsheet,

selecting the component parts and how to interconnect them

[16]. Non-linear problem (NLP) formulation has been used for

process synthesis when considering flexibility [18]. Particu-

larly, in the fuel cell field Yunt et al. [19] propose a mathe-

matical programming based design method to design a

portable fuel cell system considering variability in the power

demand levels. The method transcribes optimal operation of

the system into a two-stage stochastic program that is finally

reformulate as a single stage deterministic optimization

problem. The development of a NLP model after applying an
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adequate optimization algorithm allows determining the

operative variables and process configuration that maximize

or minimize a given objective function.

In the process under study, heat exchangers represent the

main equipment (Fig. 1). Synthesis of heat exchanger net-

works is one of the most widely studied problems in the area

of process system engineering, given the importance of en-

ergy recovery as regards energy costs of an industrial process.

The first systematic approach considering energy recovery

objectives was the “pinch” concept introduced in the 1970s

[20]. Later,mathematical programming techniques, stochastic

optimization methods, and hybrid methods have been

developed and applied to optimal design. A comprehensive

review on the subject, with comments regarding flexibility

and operability about heat exchanger networks, can be found

in the work by Furman and Sahinidis [21].

A heat exchanger network (HEN) allows the use of energy

provided by hot/cold streams in order to condition cold/hot

streams of the process. Therefore, the required utilities are

effectively reduced, diminishing costs and increasing energy

efficiency. The design of the HEN usually starts by considering

fixed operatingparameters basedon the process specifications

under nominal conditions. In practice, the HEN must remain

operational under changing conditions without losing perfor-

mance specifications such as temperature and/or composition

of products, while maintaining adequate levels of energy

integration. When an autonomous operation of the system is

desired, cold and heat utilities are not present in the HEN

design. In the process under study, the heat source should be

the combustionof ethanol. In otherwords, theenergy contents

of ethanol represent the only energy source of the system.

Floudas and Grossmann [22] introduced a systematic pro-

cedure for the synthesis of flexible networks of heat ex-

changers operating over several scenarios (periods). It is

assumed that, in general, different values for flow rates and

temperatures over N periods of operation are specified. The

aim is to synthesize a feasible network over the N periods to

achieve aminimum cost. A systematic approach in the design

of heat exchanger networks under multiple operating periods

is presented by Verheyen and Zhang [23]. Their methodology

is based on a superstructure represented by an integer

nonlinear mixed model (MINLP), which minimizes the total

annualized cost including heat exchanger area and service

costs. Themodel uses the superstructure proposed by Yee and

Grossmann [24], whichwas formulated formultiple periods by

Aaltola [25].

A bibliography revision about HEN flexibility showed that

only changes in the heat capacity flow rate (mCp) or operating

temperature intervals were considered across operative pe-

riods. According to our knowledge, case studies handling

phase change in flexible HEN's were not analyzed in the

literature. On the other hand, the use of a bypass in the heat

exchanger as proposed by Aaltola [25] is not always feasible in

practice. High temperatures, such as those existing in

reforming operation, could technically forbid the use of valves

for bypass operation.

When the operating conditions and sizing parameters are

simultaneously determined, for a given heat exchanger unit,

vaporization could take place in one scenario and not in any

other operating period, so it is not previously known in which
exchanger network design of an ethanol processor for hydrogen
nternational Journal of Hydrogen Energy (2016), http://dx.doi.org/

http://dx.doi.org/10.1016/j.ijhydene.2016.10.156
http://dx.doi.org/10.1016/j.ijhydene.2016.10.156


Fig. 1 e Simplified diagram of the ethanol processor. Streams and equipment.

i n t e r n a t i o n a l j o u r n a l o f h yd r o g e n e n e r g y x x x ( 2 0 1 6 ) 1e1 2 3
one or more scenarios phase change might occur. Enthalpy

stream determination required, a priori, known which phase

is under consideration. In a mathematical programming

approach, this situation can be overcome using binary vari-

ables [26,27], which incorporates combinatorial complexity to

an already nonlinear and nonconvex problem. Therefore, in

this work an NLP formulation is preferred and a new mathe-

matical formulation for enthalpy calculation based on a

sigmoidal approximation is presented.

Thispaperpresentsamathematicalprogrammingapproach

based on aNon-Linear Problem (NLP) formulation to determine

the heat exchangers area for an ethanol processor, ensuring

feasible operation over different scenarios. The proposed

methodology is based on applying amodel-based optimization

over multiple periods (scenarios) with a given structure of the

heatexchangersnetwork.Anon-linearmodel isdeveloped;and

the obtained solution defines the heat exchanger area and

operative flows and temperatures, allowing operability and

acceptable levels of efficiency in each scenario.

This paper is organized as follows. A brief process

description is outlined in “Process description” Section.

“Optimization of problem formulation” Section presents the

optimization problem formulation. In “mathematical model”

Section, the mathematical model regarding the ethanol pro-

cessor is described. “resolution methodology” Section pre-

sents the proposed resolution methodology and numerical

aspects. The obtained results are discussed in “Results” Sec-

tion. Finally, conclusions are drawn in “Conclusions” Section.
Table 1 e Process streams specifications.

Scenario Stream Molar Flow
rate (mol/h)

Temperature (K)

Nominal case

(Period 1)

#17 223

#12 973

Period 2 #17 111.5

#12 973

Period 3 #17 55.75

#12 973
Process description

The fuel processor system is shown schematically in Fig. 1. In

this work, the ethanol processor consists of a reactor for

ethanol steam reforming (ESR) and four heat exchangers (H1,

H2, H3, H4) with associated combustion subsystems. Raw

material (water and ethanol) enters in liquid state and requires

energy in order to be vaporized and reheateduntil reaching the

reforming reaction temperature (973 K). By means of a system

of bypass valves, water has the possibility of entering the

system at three alternative points. The alcohol to be reformed

is incorporated by being mixed with water steam before
Please cite this article in press as: Francesconi JA, et al., Flexible heat
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reaching heat exchanger H4. Given the autonomous feature of

the system, the energy required for vaporization and reform-

ing reactions is provided by ethanol combustion. The system

presents two burners: one attached to the reactor (COMB1) and

an extra burner (COMB2) that will eventually act under any

operating condition of the process.

The proposed structure allows recovering energy from the

combustion gases andpost reformed gases leaving the reactor.

While the main structure of the network is fixed, the design

target is to determine the area and operating conditions

ensuring feasible operation and an adequate efficiency for

different operating scenarios. Three operation scenarios or

periods are assessed: nominal design, one-half rated load, and

25% of nominal flow. Specifications for each operational sce-

nario are listed inTable 1. In thenominal case, hydrogenmolar

flow production is set at 223 mol/h (approximately 5 Nm3/h).

All streamsentering the system(water, ethanol, andair) are set

at 298 K. The pressure in the reforming line is assumed to be

303.98 kPa; on the other hand, atmospheric conditions were

specified in the streams that belong to the combustion section.

Pressure losses were considered negligible.
Optimization of problem formulation

A nonlinear optimization problem (NLP) for the processor

design was formulated.

min fo ¼
X
ST

wkfkðxkÞ
exchanger network design of an ethanol processor for hydrogen
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s:t: hðxkÞ ¼ 0

gðxkÞ � 0 NLP

x2 ℝn; k2 ST

Here, x represents a vector of continuous variables cor-

responding to flows, compositions, temperatures, and

equipment design parameters. Equality equations represent

the process, mainly characterized by the evaluation of

properties of the streams and mass and energy balances in

equipments. Inequality equations correspond to constraints

and specifications of process variables, where fo represents

the objective function, generally expressed as a weighted

summation of objectives over the k periods. The whole

system of equations is evaluated simultaneously over k

operative periods or scenarios, grouped into the ST set.

Therefore, mass and energy balances should be satisfied for

every operational scenario under consideration. Constraints

for equipment sizing and system structure link the different

scenarios.

Themethodology, based on a steady-statemodel, assumes

a monotonic behavior of the system. It is supposed that

transitions, from one scenario to another, would occur in a

monotonic and smoothway. This hypothesis allows designing

of the system without addressing the construction, imple-

mentation and resolution of a dynamic model, which would

incorporate mathematical complexity to the problem. The

monotonic requirement allows guaranteeing that the discrete

scenarios provide a convex hull for the search domain, as-

suring the feasibility of the design during a dynamic transi-

tion. This hypothesis is used in the literature [25].

In fuel cell systems, there is a trade-off between efficiency

and equipment size (area) [28]. In this paper, we consider two

contradictory objectives, efficiency and total heat exchanger

area. The objective functions considered in the present work

are discussed in “Objective functions” Section.

The problem will be addressed as a multi-objective opti-

mization using the epsilon-constraint approach to sequen-

tially solve multiple single objective optimization problems

[29]. In first place, the efficiency level is selected to be opti-

mized getting a maximum bound for the equipment area.

Following, the area is converted into an objective and effi-

ciency becomes a constraint. In each subsequent optimization

problem, the efficiency constraint level is decreased. In this

way, it is possible to guarantee a starting feasible point for

each consecutive NLP problem. Finally, a Pareto Optimal so-

lution is achieved.

Therefore, a non-linear multi-period multi-objective

mathematical programming model is formulated and solved.

A detailed description of model equations and objective

functions is shown in the following section.
Mathematical model

Following, the main equations of the model are described.

Standard equations for process stream representation are

summarized in Appendix A.
Please cite this article in press as: Francesconi JA, et al., Flexible heat
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Definitions of sets

In order to build amathematical representation of the system,

process streams are divided into three sets: Gaseous Streams

(G), Liquid Streams (L), and Vapor-Liquid Streams (VL). The

latter represents the case in which the state of the stream is

not defined a priori and its condition can change while

searching for a solution in the mathematical optimization

procedure. In addition, sets for gaseous and liquid compounds

are defined as GC and LC respectively. Sets are summarized in

Table 2.

Stream enthalpies

In the process of finding the optimal solution, water streams

attached in H1, H2, and H3 exchangers may be in gaseous

(vapor), liquid, or both liquid and vapor states. In a mathe-

matical programming framework, it is not possible to define a

piecewise continuous function by using an “if-else” structure

as in a procedural programming language. Implementation of

piecewise continuous functions requires the use of binary

variables [26,27], increasing the mathematical complexity of

the model. In this work, alternatively, it is proposed a

sigmoidal approximation for evaluating enthalpy for streams

where their condition was not defined a priori. The sigmoidal

approximation is given by the following equation:

Hvls;k ¼ Hvms;kðTs;kÞ þHlms;kðTs;kÞ
2

þ Hvms;kðTs;kÞ �Hlms;kðTs;kÞ
2

tanh

�
Ts;k � TsatðPÞ

q

�
(1)

This expression, defined for s ε VL; k ε ST; evaluates

enthalpy accurately, introducing a very small error if tem-

perature approaches saturation temperature values. Param-

eter q controls accuracy; and when taking a value of q ¼ 10�6,

the error is about 2$10�6, as it is shown in Fig. 2.

This expression allows calculating streamvapor fraction as

follows:

fvs;k ¼ Hvls;k �Hlms;kðTs;kÞ
Hvms;kðTs;kÞ �Hlms;kðTs;kÞ (2)

Heat exchangers

Overall energy balances for every heat exchanger (HX) are the

following:

Hss
out;k �Hss

in;k ¼ QhHX;k Hot Side ðShellÞ (3)

Hts
out;k �Hts

in;k ¼ QcHX;k Cold Side ðTubesÞ (4)

QhHX;k þ QcHX;k ¼ 0 (5)

Thermal load for cold (QcHX,k) and heat (QhHX,k) sides are

determined by input (in) and output (out) enthalpies (H) for

cold and hot streams in each stage k. It is considered that cold

thermal load enters into the tube side (ts); and hot gases

circulate by shell side (ss). Thermal loads are balanced by

equation (5).

The logarithmic mean of the temperature difference

(LMTD) is calculated by using Chen approximation [30].
exchanger network design of an ethanol processor for hydrogen
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Table 2 e Definitions of sets.

Name Description Components

G Gaseous streams f#11;#12;#14;#15;#16;#17;#18;#19;#20;#21;#22;#24;#25g
L Liquid streams f#1;#2;#3;#4;#5;#13;#23g
VL Undefined streams (vaporeliquid) f#6;#7;#8;#9;#10g
GC Gaseous components fH2;CO;CO2;CH4;CH3CH2OH;N2;O2;H2Og
LC Liquid components fH2O;CH3CH2OHg
ST Operational Periods fPeriod 1; Period 2;Period 3g

Fig. 2 e Enthalpies for liquid and gas water streams.

Sigmoidal approximation and error visualization.

Fig. 3 e Temperatures for a heat exchanger with phase

change.

i n t e r n a t i o n a l j o u r n a l o f h yd r o g e n e n e r g y x x x ( 2 0 1 6 ) 1e1 2 5
LMTD0:3725
HX;k ¼

�
Tss
in;k � Tts

out;k

�0:3275
þ
�
Tss
out;k � Tts

in;k

�0:3275
2

(6)

Constraints for each heat exchanger in relation to the

minimum-approach-temperature (DTa ¼ 10 K) inequality are

defined as

Tss
in;k � Tts

out;k � DTa (7)

Tss
out;k � Tts

in;k � DTa (8)

Heat exchanger area requirement is defined by

AreaHX ¼ QhHX;k

UHX;k LMTDHX;k
(9)

It is clear that the area for each heat exchanger is the same

for all scenarios under consideration. Global heat transfer

coefficient (UHX,k) is determined by using typical values for gas

ðht0gasÞ, liquid ðht0liqÞ, and boiling heat transfer ðht0boilÞ, consid-
ering that these values are representative of the nominal case.

Shell side heat transfer ðhtssk Þ and tube side heat transfer ðhttsk Þ
are updated in each period by a flow variation effect. By

manipulating Sieder-Tate [31] correlation, it is possible to

obtain equations (11) and (12), which update the heat transfer

coefficient according to the circulating flow. In the same way,

the heat transfer coefficient for shell side is modified by

Donahue [32] equation (13). Nevertheless, heat transfer is
Please cite this article in press as: Francesconi JA, et al., Flexible heat
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controlled by the gas circulating into the shell side due to the

lower heat transfer value for gases.

UHX;k ¼
 

1
hts
k

þ 1
hss
k

!�1

(10)

hgas;k ¼
�
Fts
k

Fts
1

�0:8

h0
gas Tube Side� Gas (11)

hliq;k ¼
�
Fts
k

Fts
1

�0:8

h0
liq Tube Side� Liquid (12)

hss
k ¼

�
Fss
k

Fss
1

�0:6

h0
gas Shell Side (13)

Equation (9) is only applicable to HX4 where global heat

transfer coefficient is considered constant along the heat

transfer area. To properly evaluate the heat exchanger area

when a phase change takes place, it is necessary to reformu-

late the thermal balance. The total heat load is divided into

three zones: liquid ðQL
HX;kÞ, gas ðQV

HX;kÞ, and boiling ðQB
HX;kÞ. Two

intermediate temperatures ðTts
!;k and Tts

2;kÞ are introduced and

their values are determined to meet intermediate energy

balances (Fig. 3). These temperatures fluctuate between input

and output values, thus allowing for the balance of internal

thermal loads when there is no phase change or a phase

change occurs only partially.

QcHX;k ¼ QL
HX;k þ QB

HX;k þ QV
HX;k (14)
exchanger network design of an ethanol processor for hydrogen
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QL
HX;k ¼

�
1� fvin;k

��
H
�
Tts
!;k

�
�H

�
Tts
in;k

��
(15)

QB
HX;k ¼

�
fvout;k � fvin;k

��
HVðTSatÞ �HLðTSatÞ

�
(16)

QV
HX;k ¼ fvout;k

�
H
�
Tts
out;k

�
�H

�
Tts
2;k

��
(17)

QL
HX;k ¼ H

�
Tss
1;k

�
�H

�
Tss
out;k

�
(18)

QB
HX;k ¼ H

�
Tss
2;k

�
�H

�
Tss
1;k

�
(19)

QV
HX;k ¼ H

�
Tss
in;k

�
� H

�
Tss
1;k

�
(20)

AL
HX ¼ QL

HX;k

UL
HX;k LMTD

�
Tts
in;k;T

ts
1;k;T

ss
out;k;T

ss
1;k

� (21)

AB
HX ¼ QB

HX;k

UB
HX;k LMTD

�
Tsat;Tss

1;k;T
ss
2;k

� (22)

AV
HX ¼ QV

HX;k

UV
HX;k LMTD

�
Tts
2;k;T

ts
out;k;T

ss
in;k;T

ss
2;k

� (23)

AreaHX ¼ AL
HX;k þ AB

HX;k þ AV
HX;k (24)

Tts
in;k � Tts

1;k (25)

Tts
1;k � Tts

2;k (26)

Tts
2;k � Tts

out;k (27)

The area used for transferring sensible heat, for gas ðAV
HXÞ or

liquid ðAL
HXÞ, or latent heat during boiling ðAB

HXÞ, varies in each

period, but the total area is always the same. The use of input

ðfvin;kÞ and output ðfvout;kÞ streams vapor fraction in the inter-

mediate thermal balance, equations (15)e(17), allows cancelling

each intermediate thermal load when the latter do not occur.
Reformer

Alcohols steam reforming for producing hydrogen involves a

complex system of multiple reactions; the obtained hydrogen

purity is affected by many undesirable side reactions.

Consequently, hydrogen yield depends, in a complex way, on

process variables such as pressure, temperature, ratio of re-

actants, etc., and the catalyst being used [1,2].

The following reactions were considered in the ethanol

reformer:

Endothermic decomposition reaction of ethanol

C2H5OH/COþH2 þ CH4 DH298 ¼ 49:05 kJ=mol (Rx1)

Methane reforming

CH4þH2O/3H2 þ CO DH298 ¼ 206:11 kJ=mol (Rx2)

Water gas shift (WGS)
Please cite this article in press as: Francesconi JA, et al., Flexible heat
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COþH2O/CO2 þH2 DH298 ¼ �41:1 kJ=mol (Rx3)

Reactor reformer is modeled by following an equilibrium

approach under isothermal behavior. Decomposition of

ethanol into methane is considered as an instantaneous re-

action; and, in the mass balance, the extension reaction

ð εRx1k Þ is matched to input ethanol molar flow. The other

extension reactions are determined by equilibrium consid-

erations. Equilibrium expressions are evaluated at the

reforming temperature ð TRef ;kÞ. Equations are defined for

i ε GC; j ε fRx1; Rx2;Rx3g.

fi;#15;k ¼ fi;#12;k þ m
j
iε

j
k (28)

Hgm#12;k

�
TRef ;k

�� Hgm#15;k

�
TRef ;k

� ¼ Qref ;k (29)

KeqRx2;k ¼ exp

�
� 20:55� 22920:6

TRef ;k
þ 7:19 ln

�
TRef ;k

�

� 2:94$10�3$TRef ;k

�
(30)

KeqRx3;k ¼ exp

�
� 12:10þ 5318:69

TRef ;k
þ 1:012 ln

�
TRef ;k

�

þ 1:144$10�4$TRef ;k

�
(31)

KeqRx2;k ¼
pCO;#12;k$

�
pH2 ;#12;k

�3
pCH4 ;#12;k$pH2O;#12;k

(32)

KeqRx3;k ¼ pco2 ;#12;k$pH2 ;#12;k

pCO;#12;k$pH2O;#12;k
(33)

Combustors

Combustors aremodeled as adiabatic stoichiometric chemical

reactors. Mass and energy balances determine output tem-

perature as an adiabatic temperature flame. The ethanol

combustion reaction is considered with a 100% conversion.

Air excess is a free variable. Following, equations for COMB2

are presented. COMB1 is modeled in a similar way.

CH3CH2OHþ 3 O2/2 CO2 þ 3 H2O DH298 ¼ �1278 kJ=mol

(Rx4)

f#25;i;k ¼ f#23;i;k þ f#24;i;k þ mRx4
i ε

Rx4;COMB2
k (34)

Hgm#25;k � Hlm#23;k �Hgm#24;k ¼ 0 (35)

AirExcessCOMB2
k ¼ f#24;O2;k

3 ε
Rx4;COMB2
k

(36)

Objective functions

Thermal efficiency (h) of the process is calculated by the ratio

of the generated and delivered energy. Lower heating values

of hydrogen ðLHVH2 Þ and ethanol ðLHVEtOLÞ are considered.

hk ¼ fH2 ;#17;k $LHVH2

.��
fEtOL;#1;k þ fEtOL;#13;k þ fEtOL;#22;k

�
$LHVEtOL

�
(37)
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Fig. 4 e Multi-objective optimization. Efficiency vs. area. a)

Average efficiency. b) Weighted efficiency.
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In this work, two objectives are under consideration: effi-

ciency and area. The efficiency objective function (foeff) is a

weighted sum over the different considered periods.

foeff ¼
X3
k¼1

wk hk (38)

Two alternative cases are analyzed: average efficiency,

where each period contributes equally to the objective func-

tion (ordinary arithmetic mean), and a weighted efficiency

with weigh (wk) of 0.8 for Period 1 and 0.1 for periods 2 and 3.

This latter situation represents an operative case where the

system is managed nominally during 80% of time.

The second objective function (foArea) considers the total

area of heat transfer equipment.

foArea ¼
XH4
i¼H1

Areai (39)

Resolution methodology

The implementation and resolution of the NLP model was

accomplished by means of a mathematical modeling envi-

ronment and optimization software: General Algebraic

Modeling System (GAMS) [33], with CONOPT solver. CONOPT

is a feasible path solver based on the generalized reduced

gradient method. It represents an efficient and reliable choice

for highly nonlinear problems.

Considering an epsilon-constraint approach, the first step

is to determine the minimal area requirement that allows

obtaining the maximum efficiency. This step is performed by

sequentially solving two NLP problems. First, NLP-1 finds the

maximum efficiency.

NLP� 1
max foeff

s:t: hðxkÞ ¼ 0
gðxkÞ � 0

x2 ℝn; k2 ST

Following, a second NLP is solved to determine the mini-

mum area for the previous efficiency ðfoMax
eff Þ determined in

NLP-1.

NLP� 2

min foArea
s:t: hðxkÞ ¼ 0

gðxkÞ � 0
foeff ¼ foMax

eff

x2 ℝn; k2 ST

Subsequently, Problem NLP-3 is repeatedly solved by

decreasing gradually the epsilon value (ε ) in the constraint for

the efficiency inequality.

NLP� 3

min foArea
s:t: hðxkÞ ¼ 0

gðxkÞ � 0
foeff > ε

x2 ℝn; k2 ST

It is worth noting that the system is represented by a large-

scale nonconvex nonlinear mathematical model, CONOPT

solver based on a local deterministic optimization algorithm

may not converge to the global minimum/maximum of the

problem. Under this condition, the results plotted in Fig. 4

certainly represent a locally Pareto Optimal. This limitation

could be overcome using a global optimization algorithm, but
Please cite this article in press as: Francesconi JA, et al., Flexible heat
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with a very high computational cost and prohibited compu-

tation time in the case under study. To approach locally

optimal points to global ones, the following strategy was

applied. The epsilon-constraint methodology starts from the

best solution founded from solving several times the NLP-1

and NLP-2 problems. This optimal search was carried out by

means of different seed values or initial points. Once that the

most favorable solution was detected, in the subsequent NLP

solvers the value of epsilon is slightly decreased. In conclu-

sion, the Pareto curve was obtained after solving about of 2500

NLP sub-problems, decreasing in each new NLP problem the

constraint value for the efficiency by 1e-4. This methodology

does not guarantee global optimality, but gives useful and

worthy results close to global ones.
Results

Table 3 shows design values for heat exchangers, i.e., the heat

exchanger heat transfer area obtained in the solution of the

second NLP problem (NLP-2) for both analyzed efficiency

functions. These solutions represent the case with the largest

area and maximum efficiency. Comparatively, both area re-

quirements are similar for Average and Weighted cases.

Table 4 summarizes the values for the operating variables

obtained by solving the optimization problem. It is worth

noting that efficiency values remain in the order of 63% in the

three considered scenarios and for both efficiency objectives

(Average and Weighted).
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Table 3 eHeat exchangers sizing formaximumefficiency
cases.

Area (m2) Total (foArea) foeff

HX1 HX2 HX3 HX4

Average 0.1114 0.1028 0.0538 0.2795 0.5476 0.6271

Weighted 0.0874 0.0933 0.0873 0.2628 0.5308 0.6258

Table 5 e Process temperatures for the average efficiency
case [K]. Italicized values represent temperature
specifications.

Heat exchanger Nominal design
period 1

Operation
at 50%
period 2

Operation at
25% period 3

H1 #3-#6 298.0 610.6 298.0 407.1 298.0 407.1

#16-#17 767.1 473.0 890.6 473.0 874.7 473.0

H2 #7-#8 407.1 600.02 407.1 835.9 407.1 812.4

#21-#22 1010.5 417.1 1162.9 417.1 1035.2 417.1

H3 #9-#10 407.1 666.1 835.9 961.7 812.4 963.0

#15-#16 973.0 767.1 973.0 890.6 973.0 874.7

H4 #11-#12 473.0 973.0 699.8 973.0 699.7 973.0

#19-#20 1487.9 1010.5 1101.9 710.6 1008.6 723.8

Table 6 e Process temperatures for the weighted
efficiency case [K]. Italicized values represent
temperature specifications.

Heat
exchanger

Nominal
design
period 1

Operation at
50% period 2

Operation at
25% period 3

H1 #3-#6 298.0 521.1 298.0 407.1 298.0 464.7

#16-#17 698.5 473.0 799.9 473.0 668.9 473.0

H2 #7-#8 407.1 522.0 407.1 673.5 407.1 463.5

#21-#22 1101.0 417.1 1093.8 417.1 952.4 417.4

H3 #9-#10 407.1 776.1 673.5 942.7 407.4 870.7

#15-#16 973.0 698.5 973.0 799.9 973.0 668.9

H4 #11-#12 557.9 973.0 684.8 973.0 627.9 973.0

#19-#20 1281.5 681.2 1067.3 712.8 994.3 668.3

Table 7 e Vapor fraction for liquidevapor streams.

Period Stream

H1 H2 H3

#3 #6 #7 #8 #9 #10

Period 1 0 1.0 0.28 1.0 0.92 1.0 Average efficiency

Period 2 0 0.38 0.38 1.0 1.0 1.0

Period 3 0 0.52 0.35 1.0 1.0 1.0

Period 1 0 1.0 0.15 1.0 0.93 1.0 Weighted efficiency

Period 2 0 0.33 0.25 1.0 1.0 1.0

Period 3 0 1.0 0.08 1.0 0.97 1.0
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Validation and verification of the results obtained were

done using a commercial process simulation software. Sim-

ulations of the three scenarios were performed specifying

input temperatures and flows. The simulated data obtained

using Aspen HYSYS showed a very good agreement with the

values presented in Tables 5 and 6. This comparison verified

the model implementation in GAMS, and the use of the

sigmoidal approximation on the calculation of enthalpy.

Structurally, it should be mentioned that the secondary

burner does not operate in the case of nominal load (Period 1)

for the Average Efficiency case. Water supply is different in

each stage; the system uses the three insertion points for the

first scenario and in Periods 1 to 3 for theWeighted case. These

results show that the proposed structure provides the process

with flexibility so as to achieve amaximum value of efficiency

in all operating conditions.

In Tables 5 and 6, temperature values corresponding to hot

and cold loads of each exchanger are detailed, italicized

values represent specifications.

Heat exchanger HX4 represents the equipment with the

largest area in both cases. Phase change takes place mainly

into the second heat exchanger, as shown in Table 7, where

fraction vapor for the set of liquidevapor streams is

summarized.

Below, there is a discussion on the results obtained from

the solution of the multi-objective problem by sequentially

running the NLP-3 problem with both efficiencies (Average

and Weighted) under consideration.

Fig. 4 shows the Pareto Optimal chart comparing energetic

efficiency vs. area. System performances for each operative

period and efficiency objective function are plotted. When

analyzing the Average Efficiency case (Fig. 4a), efficiencies

present similar values around 62% for above 0.25 m2. For the

second case, as it was expected, the objective function curve is
Table 4 e Results obtained. Operative variables.

Stream Variable Average efficiency Weighted efficiency

Design
nominal

Operation
at 50%

Operation
at 25%

Design
nominal

Operation
at 50%

Operation
at 25%

#1 Ethanol to reformer (mol/h)

water/ethanol ratio

44.64

7.68

22.40

7.56

11.22

7.51

44.73

7.61

22.41

7.54

11.22

7.47

#3 Water flow [mol/h] 100.58 167.29 65.33 80.79 145.09 18.02

#4 Water flow [mol/h] 181.91 1.99 18.94 215.52 23.94 61.04

#5 Water flow [mol/h] 60.44 0.00 0.00 44.45 0.00 4.91

#13 Ethanol to burner 1 [mol/h] 24.94 8.05 4.46 17.62 8.51 4.64

#14 Air excess burner 1 [%] 28 52 96 28 70 107

#23 Ethanol to burner 2 [mol/h] 0 4.38 1.83 7.20 3.99 1.67

#24 Air excess burner 2 [%] e 15 15 15 15 15

Efficiency 62.75 62.65 62.33 62.79 62.52 62.22
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Fig. 5 e Relationship between area and efficiency decrease.

Fig. 7 e Thermal load distribution for different values of

efficiency.
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overlapped with Period 1 performance due to their high

contribution to the weighted efficiency (Fig. 4b).

When comparing both efficiency functions, the weighted

efficiency case required a larger area for the same efficiency

value.

From these curves, in a 0.25e0.36 m2 area range, it can be

clearly noted that efficiency approaches are asymptotical to

the maximum value (63%). This implies that a 50% reduction

of the required area only diminishes efficiency by 1%. The
Fig. 6 e Area variation for each heat exchanger during the

pareto optimal construction.

Fig. 8 e Variation of the reactant ratio as a function of

system efficiency.
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relationship between area and efficiency reductions is more

clearly depicted in Fig. 5, where both operating scenarios are

compared (Average and Weighted).

Fig. 6 shows the area of each heat exchanger in relation to

efficiency. There exists a limit value for which the HX3 is no

longer necessary. This limit is presented below 48% or 53%,

according to the objective function being considered. HX2 is

the largest area equipment, except at maximum efficiency

where HX4 presents a significant superior value.
Fig. 9 e Ethanol flow rate and air excess percentage for the

average efficiency case.

Fig. 10 e Variation of ethanol flow rate for COMB2 as a

function of system efficiency.
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Fig. 7 shows the heat exchanger thermal load in each

period for three selected efficiency values. HX2 manages the

greatest load in all cases since it is where the phase change

mainly takes place.

It is also interesting to note the variation on operating

variables when the total area is reduced. The ratio of reactant

molar flow rates for both efficiency objective functions is

compared in Fig. 8. It is shown that the reactant ratio takes

values between 3 and 8; and the low load operation (Period 3)

generally requires higher values to keep system efficiency.

The fuel flow to be burnt is analyzed in Figs. 9 and 10. They

show an increase in the ethanol flow to themain burner while

efficiency decreases. Moreover, while efficiency decreases in

Periods 2 and 3, the air excess rises (Fig. 9).

Ethanol flow into the second burner clearly reveals that

this operation might not be necessary, at least when the

weighted efficiency objective function is considered (Fig. 10b).

Fig. 10a, corresponding to the average function, shows that

the second burner is not active in Period 3. The behavior of this

operational variable is markedly different in both scenarios of

the analyzed efficiency objective functions.
Conclusions

The application of mathematical programming techniques

provided the conceptual design of an ethanol processor,

determining operational variable values and keeping

maximum efficiency within acceptable values (about 63%) for

the three scenarios under consideration. Moreover, the NLP

mathematical model allowed validating the operability and

flexibility of the proposed heat exchanger network and pro-

cess structure in the range of specified flows. It is concluded

that with multi-objective methodology a 50% reduction from

the maximum area only decreases the efficiency value by 1%.

From the structural point of view, results also showed that it is

possible to remove a heat exchanger without compromising

operability but jeopardizing system performance.

Although it is not feasible to guarantee global optimality

due to the high nonlinearity of the mathematical model, the

rigorous physical-chemical approach ensures technical oper-

ability. Although the quantitative results are only valid to

those scenarios considered throughout this work, the meth-

odology can be extended to other systems and case studies.
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Nomenclature

G Gaseous streams set

L Liquid streams set

VL Vaporeliquid streams set
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GC Gaseous compounds set

LC Liquid compounds set

ST Operational periods set

T Temperature, K

P Total pressure, kPa

p Partial pressure, kPa

x Liquid phase molar fraction

y Gas phase molar fraction

f Component molar flow rate, mol/h

F Total molar flow rate, mol/h

H Enthalpy, kW

Hgm Gaseous stream enthalpy, W

hg Gaseous component enthalpy, W

Hlm Liquid stream enthalpy, W

hl Liquid component enthalpy, W

Cpl Liquid component heat capacity, Joule/(mol$K)

Cpg Gas component heat capacity, Joule/(mol$K)

DHvap Enthalpy of vaporization, Joule/mol

DH0
form Enthalpy of formation, Joule/mol

Tsat Saturation temperature, K

fv Vapor fraction

Qh Heat thermal load, W

Qc Cold thermal load, W

LMTD Logarithmic mean temperature difference, K

U Global heat transfer coefficient, W/(m2$K)

ht0gas Gas heat transfer coefficient, W/(m2$K)

ht0liq Liquid heat transfer coefficient, W/(m2$K)

ht0boil Boiling heat transfer coefficient, W/(m2$K)

A Heat exchanger area, m2

Greek letters

a Antoine equation coefficient

d Vaporization enthalpy equation coefficient

q Sigmoidal equation error control

Subscripts

k Period or stage of operation

i Compound

s Stream

HX Heat exchanger

in input

out output

1 Heat exchanger internal section

2 Heat exchanger internal section

Superscripts

ts Tube side

ss Shell side

L Liquid heat exchanger zone

V Vapor heat exchanger zone

B Boiling heat exchanger zone
Appendix A. Standard equations for stream
definition.

Temperature (Ts,k), pressure (P), and compositions for liquid

phase (xi,s,k) or gas phase (yi,s,k) define every stream of the

system. In addition, partial pressure (pi,s,k), component molar

flows (fi,s,k) and total molar flow (Fs,k) are related by the
Please cite this article in press as: Francesconi JA, et al., Flexible heat
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following equations for all sets of streams. Total pressure is

considered to remain constant for the whole system.

pi;s;k ¼ yi;s;k$P (A1)

fi;s;k ¼ yi;s;kFs;k (A2)

Fs;k ¼
X#S

i¼1

fi;s;k (A3)

where s ε G∧L∧LV; i ε GC∧LC and k ε ST, #S represent the

cardinality of the corresponding set. Enthalpy values are

calculated according to stream temperature and composition.

Mathematical expressions vary depending on the state of

stream: gas or liquid. For gaseous streams, enthalpy of stream

s at period k (Hgms,k) is determined by the enthalpy of com-

pound i in gaseous phase (hgi,s,k) and the component molar

flow rate (fi,s,k). The following equations are defined for

ε G; i ε CG; k ε ST :

Hgms;k ¼
X#CG

i

�
fi;s;k$hgi;s;k

�.
3600 (A4)

hgi;s;k ¼ DH0
form;i þ

ZTs;k

T0

CpgiðTÞdT (A5)

Enthalpy in liquid phase (Hlms,k) is evaluated, taking the

gas at the temperature of T0 ¼ 298 K as a reference. Saturation

temperature of pure compounds is determined by Antoine

equation. Then, the pure liquid enthalpy (hli,s,k) is calculated as

follows:

logðPÞ ¼ aA;i þ aB;i

aC;i þ Tsati
þ aD;i logðTsatiÞ þ aE;iðTsatiÞaF;i (A6)

log
�
DHvapi

� ¼ log
�
dA;i
�þ log

�
1� Tsati

Tci

�
dB;i þ dC;i

Tsati
Tci

þ dD;i

�
Tsati
Tci

�2

þ dE;i

�
Tsati
Tci

�3

(A7)

hli;s;k ¼ DH0
form;i þ

ZTsati
T0

CpgiðTÞdT� DHvapi �
ZTsati
Ts;k

CpliðTÞdT (A8)

Hlms;k ¼ fi;s;k$hli;s;k
3600

(A9)

where P represents pressure, Tsat is saturation tempera-

ture, DHvapi is latent energy at Tsat, Cpgi is heat capacity for

compound i in gas phase, and Cpli is liquid heat capacity for

compound i. These equations are defined for s ε L; i ε CL; k ε ST.

Liquid streams are composed of only one component, i.e.

either water or ethanol. As a consequence, it is not necessary

to apply equilibrium liquid vapor on the model.
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