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The capability of the Corona Discharge Induced Plasma Spectroscopy (CDIPS) technique has been
demonstrated for quantitative analysis of nitrogen—oxygen mixtures. Optical emission of the induced
plasma in combination with multivariate chemometric methods of calibration such as Partial Least
Squares (PLS) regression and Neural Networks (NNs) was able to produce a highly dynamic calibration
curve (from 0% to 100% of O,/N, mixtures) with a high sensitivity, for the measurement of medical
grade O, and N,. The predictive ability of NNs, supported by nonlinear data modelling, can be useful in

the quantitative analysis, overcoming experimental effects and producing a smaller relative error in
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Accepted 23rd August 2016 comparison to . For validation purposes, all samples were also analyzed by gas chromatography
showing an excellent agreement in the O,/N, compositions measured within the limit of relative error.
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1. Introduction

The Corona Discharge Induced Plasma Spectroscopy (CDIPS)
technique is based on generating plasma from an electrical
corona discharge across a constant gas flow. The luminous
plasma is composed of a set of partially ionized atoms, free
electrons, excited atoms, molecules and a large number of
neutral atoms,'” and is characterized by the law of Peek-
White.* The radiation from the plasma provides information
about its physical properties such as composition, electron
density and temperature. Thus, the behavior of the emitter
species can be correlated with changes in the density of ions
and the electron temperature allowing the quantification of
such species. The emission from the plasma is collected with
a UV-visible spectrometer obtaining a spectrum consisting of
discrete and narrow atomic emission lines and wider bands of
molecular species such as N, or O, characteristic of the
elements present in the plasma. The band emission results
from the decay of excited molecules into different rotational
and vibrational levels. In the case of nitrogen the processes that
lead to band emission are direct excitation, direct excitation and
ionization and dissociative ionization and excitation.” Direct
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analysis of oxygen and nitrogen mixtures in production systems, especially for medical applications.

excitation e~ 4+ N, =N + e~ corresponds to the First Positive
Band (FPS) and Second Positive Band (SPS) of N, (2 = 300 and
400 nm). Direct excitation and ionization e” + N, — (N, )* + e~
correspond to the First Negative System (FNS) Band of N, with
the dominant emission line at A = 391.44 nm. Dissociative
ionization and excitation generate excited singly charged atoms,
e~ +N, — (N)*+ N with main transitions at 2 = 399.5 nm, 648
nm, 661 nm and 885 nm. These emissions are weak compared
to those of excited molecular ions. The most intense emission of
oxygen results from excited neutral atoms, originating from
dissociative excitation: e~ + O," — O* + O, and is mainly
associated with transitions between 3p>P-3s°S° (A = 777.19 nm)
and 3p°P-3s’S° (1 = 844.67 nm).

These characteristic signals can be verified by their corre-
spondence with the data obtained from the simulated spectra,
which provide the intensities at a given wavelength of different
species and the theoretical estimation of parameters as the
rotational and vibrational temperatures as well as their
concentration.>® There are many scientific articles concerning
fundamental spectroscopy studies such as E. H. Lock et al.® have
been working on a theoretical and experimental estimation of
excited species generated by the electron beam. Staack et al.”
characterized the spectra of a DC glow microplasma discharge
at atmospheric pressure. Machala et al.®* demonstrated the use
of UV-visible spectroscopy for the characterization of atmo-
spheric pressure air and nitrogen plasmas in environmental
applications. Shin et al.® described a pulsed corona discharge
system for the removal of air pollutants, in which emission
spectroscopy is employed to characterize the generation of
excited species by the corona discharge process. Previously,
Hrachova et al* studied the influence of impurities on the
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emission spectra of oxygen and nitrogen under different
vacuum conditions and the influence of the presence of small
quantities of rare gases or nitrogen on the oxygen spectra.
However, the quantification of gas mixtures by CDIPS using
chemometric methods, to the best of our knowledge, has not
been reported before. Therefore, the goal of this study is to
develop a new methodology to quantify the components of
oxygen-nitrogen mixtures through the corona discharge emis-
sion spectra using multivariate regression methods and assess
the performance/capabilities of partial least-squares (PLS) and
artificial neural networks (NNs) for quantitative analysis. This
method is being proposed as a cost effective and simple alter-
native to the already commercially implemented standard
methods.

2. Experimental

The elements that compose the experimental setup, called
hereinafter Corona Discharge Induced Plasma Spectroscopy
(CDIPS), are given as follows.

2.1 Instrumentation

The custom made CDIPS equipment is shown in Fig. 1. The
setup of the system has three main parts: (1) a discharge
chamber, (2) a gas supply system that controls the injection,
composition, working pressure and flow and (3) a spectrometer
for spectra acquisition.

2.1.1 CDIPS system. The discharge chamber (1), shown in
Fig. 1, was made of Teflon and had a volume of 0.3 cm®. Two
electrodes were inserted into the chamber forming a coaxial
needle-cylinder geometry, where the central electrode (anode)
was made up of a stainless steel needle and the cathode con-
sisted of a copper cylinder with an internal diameter of 2 mm.
The radius of the central electrode was 0.15 mm and the
distance between the electrodes was fixed at 0.85 mm. Gases

I Gas-out (vent)

(Pump)

DC7v

HV Source
!| (Discharge)

: Flow- meter :
| 5 .
1 Sample & 6
: Gas -In (0,/N !
[

Fig. 1 Scheme of the experimental setup of the plasma generator
system, (1) discharge chamber, (2) gas supply system and (3)
spectrometer.
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were introduced into the discharge chamber with a micro-pump
at a flow rate of 100 mL min~" and the working pressure was
fixed at 0.8 atm.

To optimize the performance of this system the parameters
that govern the corona discharge were carefully studied.

2.1.2 Corona discharge parameters. The main characteris-
tics of plasma discharge, breakdown voltage, voltage—current
relationship and discharge structure depend on the following
parameters: cylinder geometry, electrode material, used gas, the
pressure inside the chamber and the external circuit.*” The
calculation of the inception voltage V; was obtained from the
expression of Peek-White's law:*

Vi=3x10%| 403

TPO TPoa ™d

TyP 107, P 4d
In (—)
where d is the cylinder-needle distance (0.85 mm), a is the
radius from the central electrode (0.15 mm), P, is the atmo-
spheric pressure (101 325 Pa), P is the experimental pressure
(81 060 Pa), T, is the reference temperature (298 K), T is the
experimental temperature (298 K) and the working pressure is
0.8 atm. Under these conditions, in accordance with the
dimensions described above, the inception voltage (V;) required
to start the discharge was estimated and set at 2.66 kV while the
experimental voltage applied to maintain a stable discharge was
set at 2.70 kV by maintaining a constant current of 0.5 mA.
2.1.3 Gas supply system. In order to establish the dynamic
range of the CDIPS, two sets of gaseous mixture samples were
analyzed (Table 1). The samples were prepared by mixing
oxygen and nitrogen (both 99.999% from Indura S.A, Argentine
with a content of H,O < 8 ppm) in a 2 L cylinder controlling the
pressure with a digital manometer. The minor gas fraction was
first introduced and then the mixture was completed by the
major gas fraction until the pressure reached the value corre-
sponding to the desired composition. The relative error in the
preparation of the samples was 1%. Sixteen different concen-
tration samples were prepared as described in Table 1 and each

Table 1 Composition of the samples of N,/O, mixtures

Sample ID 0,% (V/v) N,% (v/v)
SET 1 1 0 100
2 15 85
3 22 78
4 30 70
5 50 50
6 80 20
7 90 10
8 93 7
9 100 0
SET 2 10 80 20
11 84 16
12 85 15
13 93 7
14 97.7 2.3
15 99 1
16 100
Unknown sample ? ?

This journal is © The Royal Society of Chemistry 2016
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sample was analyzed in triplicate. An evacuated cylinder was
filled with a medical oxygen sample produced by a Pressure
Swing Adsorption (PSA) Oxygen Generator (model AS-12 from
AirSep, USA), named as “unknown sample” (Table 1). The
composition of the checked by gas
chromatography.

2.1.4 Spectrometer for the spectra acquisition. The emis-
sion from the plasma was collected with a 4 mm aperture, and
7 mm focus fused silica collimator placed at 4 cm from the
plasma and then focused into an optical fiber (1000 pm core
diameter, 0.22 numerical aperture), coupled to a spectrometer.
The spectrometer system was an Ocean Optics HR4000, with
a CCD detector. A grating of 300 lines per mm was selected;
a spectral resolution of 0.5 nm was achieved using a 7 pm
entrance slit. The wavelength range used was 200 to 1000 nm.
To optimize the signal-to-noise ratio, spectra were acquired by
establishing an integration time of 2 s and averaging 5 spectra
for each measurement. The plasma spectrum was acquired and
stored as a column on a dataset. The dataset contains the
intensity at different wavelengths in rows and the spectra in
columns. Thus, our dataset has 2048 rows (one for each wave-
length) and 15 columns (spectrum) for each sample. Each
dataset (spectral library) contains the spectra at a given
concentration. Ten spectra were used to create the training
model considering each spectra library as a fingerprint of the
sample, and the remaining five spectra were used to test the
chemometric models.

2.1.5 Chromatographic set-up. Chromatographic analysis
was performed using a standard gas chromatographic system,
Buck Scientific model 910. A molecular sieve type column,
helium as carrier gas at a flow of 85 mL min ', at a temperature
of 50 °C and a TCD detector were used. A calibrated volume of
1 mL of the gas sample was injected.

samples was

3. Chemometric models

For quantitative elemental analysis of gases by the CDIPS
technique, one possibility is to relate directly the emission line
intensity of different elements in the plasma to the concentra-
tion of those elements in the gas (conventional calibration
curve). However, the signal is easily affected by several experi-
mental parameters that are difficult to control. The application
of chemometric methods is necessary to take into account all
these parameters providing a more reliable calibration.

Artificial Neural Networks (NNs) and Partial Least Squares
(PLS) have been chosen as quantitative calibration methods and
Principal Component Analysis (PCA) has been used for variable
reduction for the NN model. Chemometric methods evaluated
in this work have been widely described in the literature and
only a brief discussion is presented here.

3.1 Principal component analysis

Using a complete spectrum to feed the neural network as input
increases the model complexity and the presence of noise and
redundant data makes the model inefficient. As an alternative,
a reduction in the number of input data could be done in order

This journal is © The Royal Society of Chemistry 2016
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to increase the prediction ability of the NN. In other induced
plasma spectroscopy techniques this data reduction is done
based on different approaches. One of them is to use the line
intensity of the characteristic emission lines of the element of
interest. However, it does not take into account important
plasma information related to the properties of the line such as
its width and shape. Another approach is to consider different
wavelength ranges comprising the main emission lines and
reproduce the spectrum without the loss of meaningful infor-
mation." In this work, a new approach to reduce the number of
input variables has been considered which is based on
a previous Principal Component Analysis (PCA). PCA involves
a mathematical transformation of the data represented by

eqn (1):
X=TP+E (1)

where X is the input data matrix of dimension I x J. I is the
number of reference spectra and J is variables (value at each
wavelength). The individual variables (columns) of X are deno-
ted as x;j and are all vectors in the I-dimensional space. A linear
combination of those x variables can be written as t = wx; + ...
wjxj, where o is the weight of variables and ¢ is a new vector
called score, in the same space as the x variables. T is the score
matrix with dimension I x A, where A is the number of principal
components (PCs) considered. P is the loading matrix with the
A x J dimension, where each vector p, contains the regression
coefficient. The principal component is defined for the pair of
eigenvector t and p.

3.2 Neural networks

The NN topology consists of several neurons arranged in
different layers (input, hidden and output)."** The input data
matrix is composed of the intensity emission values at each
wavelength for all the reference samples and the target vector is
generated with the actual concentration of such samples. The
NN processing consists of two steps: first, the input dataset is
successively presented to the neural networks in the training
process and a comparison of the prediction output concentra-
tion with the actual concentration is carried out. The mean
square error (MSE) shown in eqn (2) between the output of the
NN and the target is calculated until a fixed value is reached
improving the predictive ability of the network.

N
MSE = % ; (re — i) 2)
where N, y;, and 7y are the number of input data, the response
from each output neuron, and the observed output response,
respectively.

Once the NN is trained, the weights are fixed and new spectra
from unknown samples are tested obtaining the predicted
concentration. As in other calibration procedures based on
NNs, " a supervised multilayer feed forward perceptron model
has been used due to its ability to model systems with a similar
level of complexity.'**° A detailed description of the calculation
process is provided in the literature.”** The main advantage of
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the method is the capacity to model non-linear effects, which
are usually present in plasma spectra. Although the data matrix
could be considerably large, the computation time in the
training of the NN was always below 10 s. In this case several
PCs have been used as numerical inputs to the NN model. An
important decision is the number of components that should
be used to retain the meaningful information for the entire
reference dataset. Herein, the number of PCs was established by
performing a cross-validation procedure and finally 6 PCs were
used to estimate the NN model.

In order to ensure a high prediction ability of the NN model,
the number of hidden layers has to be kept as low as possible. A
large number of hidden layers produce a NN unable to gener-
alize. It recalls the training set to perfection, but does not
predict unknown samples for the model. Therefore, the number
of hidden layers was set to one. Finally, NN architecture consists
of 6 input neurons, one hidden layer and six output neurons
(reference concentrations).

3.3 Partial least squares (PLS)

Partial Least Squares (PLS) is a statistical method that finds the
minimum variance between the response and independent vari-
ables, projecting the predicted variables and the observable
variables into a new space in a linear regression model.”® The
basic assumption of this model is that the system under study
depends on a small number of latent variables (LVs). The latent
variables are estimated as linear combinations of the observed
variables. When a process model is used for the prediction of
process variables, the quality of prediction must be evaluated. The
cross-validation is a convenient and reliable method for assessing
the predictive ability of the model and was therefore adopted as
the standard in the analysis by PLS. The performance parameter
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for the models was calculated by using the root mean square error
of prediction (RMSEP), and the goodness of the model was eval-
uated by using the coefficient of determination (R*). Through this
analysis, it is possible to determine the concentration of the
sample analyzed. Partial least squares was performed using a free

» 24

computational tool “Chemoface Software”.

4. Results and discussion

The typical spectrum acquired by the CDIPS system is shown in
Fig. 2. As can be seen, in the case of pure N,, the set of lines
from the second positive system with the most intense line at
337.00 nm stands out between 300 nm and 400 nm and at
a smaller intensity the emission lines from the first positive
system lie between 600 and 800 nm. For pure O,, emission lines
at 777.40 nm and 844.00 nm lines predominate. In the case of
mixtures, the intensities of the mentioned peaks decrease
according to the amounts of both components. In order to study
the linearity response of the system, the integral signal of the
oxygen peak at 777.40 nm as a function of the O, concentration
was plotted in Fig. 3. The non-linearity of the response can be
observed, mainly in the high oxygen concentrations. Subse-
quently the results obtained using the CDIPS were analyzed
using two chemometric methods, Neural Networks (NNs)'> and
Partial Least Squares (PLS)."* These methods allowed us to
obtain quantitative information on the quality of the gas
mixture and the subsequent analysis of a real sample, coming
from the medical oxygen generator.

4.1 NN analysis

In this work, an NN-UV/VIS approach was used to determine the
oxygen and nitrogen concentrations in standard mixture

b)

N,: (B’IT) —N,* (C°I)

O (3p°P) > 0*(3s°S?)

O (3p°P) = 0*(3s°S?)

2501 Wavelength (nm)

O (3p°P) > 0*(3s°S?)

0O (3p°P) = 0*(3s°S?)

200 400 600 800 1000
Wavelength (nm)

Fig.2 Emission spectra corresponding to the samples analyzed: (a) pure nitrogen, (b) mixture N,/O, 10/90%, (c) mixture N»/O, 50/50% and (d)

pure oxygen. The main transitions are indicated.
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Fig. 3 Intensity of the oxygen peak at 777.40 nm vs. O, concentration.
The continuous line in the graph has been shown only to help the
viewer see the trend and does not indicate the fit line.

samples. The spectral information obtained using the spec-
trometer (measurement of the emission intensity) was previ-
ously analyzed by PCA and the scores of the first 6 PCs were used
as the input for the NN model, and the actual concentration of
reference samples (10 to 16 from Table 1) was used as the target
vector. A total of 180 spectra were used for the NN training,
considering thirty spectra for each reference sample. Fig. 4
shows the calibration curve of the predicted versus reference
values of the quantitative analysis by NNs applying a previous
PCA analysis for dimensionality reduction. The error bars were
calculated taking into account the standard deviation of the
output values for each reference concentration.

After the training of the NN, the obtained calibration curve
was evaluated introducing into the model the spectra of the PSA
sample generating a prediction value. Forty-five spectra of the
PSA sample were estimated obtaining an average value of 99.0%
of O, with a standard deviation of 0.1%. This value indicates
that the NN can predict elemental concentrations in the range
of 80-100%, for an unknown sample. As can be seen in this case
the relative error is less than the relative error of the sample
preparation.

100 R?=0.99988

©
(9]
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90 4

854

NN Prediction (% O,)

804

T
80 85 90 95 100

Actual value (% O,)

Fig. 4 NN correlation plot considering one hidden neuron.
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4.2 PLS analysis

Table 2 shows the performance parameters R>cal, R*cv, RMSEC
and RMSECYV for the calibration done. According to these values
in the case of a long dynamic range (0-100% O,) a number of
4 LV is enough to obtain a precision of 6% and in the case of
a short dynamic range (80-100% O,) a number of 3 LV is
enough to obtain a precision of 2.9%.

Then, the optimal number of LVs corresponded to
a compromise that allowed obtaining a model presenting for
a hand the relative lowest RMSECV and for other hand the
relative highest R%cv. This criterion is commonly used in these
types of PLS models.”

Fig. 5 shows the correlation plot obtained for PLS analysis.

After the optimization of the calibration curve parameters,
the spectra were used for quantification. The method* normally
uses some of the samples as a test in order to determine the
quality of the calibration. Thus, Fig. 5 presents the correlation
plot in which samples containing 93% O, were used as a test
dataset.

Table 2 PLS values of parameters Rcal (determination coefficient for
the calibration of the PLS model), R%cv (determination coefficient for
the cross-validation of the PLS model), RMSEC (root mean square
error of calibration) and RMSECV (root mean square error of cross-
validation) as a function of the number of LVs (latent variables)

Range of Number RMSEC RMSECV
0, conc. (%) of LV R’cal Rev (% Oy) (% 0,)
LDR (0-100%) 2 0.90 0.90 10.87 11.14
3 0.97 0.96 5.80 6.80
4 0.99 0.96 3.48 6.42
6 0.99 0.96 2.08 6.50
SDR (80-100%) 2 0.88 0.74 4.94 5.41
3 0.90 0.84 2.78 3.35
4 0.92 0.87 2.09 2.90
6 0.98 0.89 1.03 2.51
120 T L T T T T T
o &
100 i
80
o ]
X 604 .
T J
3} 40 + B
8 4
& 204 -
0 -
'20 T T T T T T

0 20 40 60 80 100
Measured (% O,)
Fig. 5 PLS correlation plots of predicted vs. certified values, which
include spectra of samples containing 93% O,/7% N, included as a test

(blue triangles). Black diamonds: calibration points. Green dots: cross-
validation.
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According to the results obtained using this method, it is
possible to obtain a high linearity over the entire range of
concentrations studied. However, an increase in the dispersion
of spectral data is observed in Fig. 5 when the oxygen content in
the sample increases from 80 to 100%. This situation is asso-
ciated with discharge instabilities as it changes the composition
of the injected sample. It is possible that the voltage/current
ratio needs to be kept constant in smaller ranges of composition
in order to perform several calibrations at different voltages,
obtaining greater stability and therefore less spectral dispersion
in the calibration range. Subsequent to the analysis of the
samples in all ranges of compositions (samples 1-9, Table 1) the

100 +

©
a
1

90 ~

85

Predicted (% O,)

80

75 T T T ¥ T ’ T
80 85 90 95 100

Measured (% O,)

Fig. 6 PLS correlation plots of predicted vs. certified values with the
results of the "Unknown sample” included as a test sample (blue
triangles). Black diamonds: calibration points. Green circles: cross-
validation points.
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same methodology was applied to the set of samples with high
concentrations of O, (samples 10-16, Table 1). The correlation
plot was obtained applying normalization of spectral data and
then PLS regression as in the previous case. The determination
coefficients R, RMSEC and RMSECV values as a function of the
latent variables (LVs) are shown in Table 2 and the correlation
plot obtained is shown in Fig. 6. As can be seen, in both cases
(LDR and SDR) the number of LVs is practically the same
indicating that it is possible to perform a calibration in the
entire range of concentrations, since the amount of variables
that affect the calibration is the same.

The following step was performed to obtain the quantifica-
tion prediction of the unknown sample. The results are shown
in Fig. 6. The predicted value for the unknown sample (medical
oxygen PSA) was (99 £ 3)% O,, except for three samples in the
lower part of the regression line that are considered outliers.

In order to compare the percentage of O, present in the
oxygen PSA sample with the value obtained for spectrometry, its
composition was determined by gas chromatography. As can be
observed in Fig. 7 the ratio of areas under the curves indicates
that the composition of the oxygen PSA sample is (98 + 1)% O,.

Table 3 Figures of merit for comparison of the different PLS methods
and the GC analysis

CDIPS data analysis methods

Figure of merit NN LDR-PLS SDR-PLS Chromatography
Accuracy (%) 99.0 93 99 98
Precision (%) +0.1 +6 +3 +1

Dynamic range (%) 80-100 0-100 80-100  0-100

800
700;
600:
500:
400:

Int. (a.u.)

300
200
100 +

—0220%
—— 02 40%
—0260%
— 02 80%
—— 02 100%
——O02PSA

50 100 150 200 250 300
t(s)

60 80 100

conc.O, (%)

Fig.7 Chromatographic calibration curve of samples of pure oxygen. The red dot represents the sample of medical oxygen PSA. In the inset, the

chromatograms of the samples are shown.
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Finally, Table 3 presents a set of figures of merit for the purpose
of comparison between the performance of the developed
system and analysis by gas chromatography.

5. Conclusions

In the present study, a new methodology based on corona
discharge induced plasma emission spectrometry has been
developed and applied to quantify the composition of binary
mixtures of O,/N, over the entire range of compositions in
combination with chemometric methods. The methodology
was validated with gas chromatography measurements
achieving a precision lower than 1%. The predicted concen-
tration values are closer to those determined through standard
chromatographic analysis. The use of non-linear chemometric
methods such as NNs provided an analysis with high general-
ization ability able to deal with experimental variables such as
fluctuations in measurement conditions. This characteristic
produces better prediction values and avoids the need to
generate a NN model for each experimental condition. It is also
clear that the reduction and selection of the inputs for the NN
model clearly improve the quantitative prediction capacity of
the NN. The application of PLS to spectroscopy data obtained by
CDIPS has been demonstrated to be a useful tool as a predictive
model in the analysis of binary gas mixtures in a wide range of
compositions.
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