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Abstract

We introduce a family of extensions of bounded distributive lattices.
These extensions are obtained by adding two operations: an internal unary
operation, and a function (called generalized implication) that maps pair
of elements to ideals of the lattice. A bounded distributive lattice with a
generalized implication is called gi-lattice in [4].

The main goal of this paper is to introduce and study the category of
frontal gi-lattices (and some subcategories of it). This category can be
seen as a generalization of the category of frontal weak Heyting algebras
([9]). In particular, we study the case of frontal gi-lattices where the
generalized implication is defined as the annihilator ([11], [15]). We give
a Priestley’s style duality for each one of the new classes of structures
considered.

1 Introduction

The class of distributive lattices with a generalized implication, or gi-lattices,
was introduced in [5] as a common abstraction of the notions of annihilator
([15]), quasi-modal lattices ([4]), and weak Heyting algebras, or W H-algebras
for short ([7]).

A generalized implication on a bounded distributive lattice A is a binary
function = that maps every pair of elements (a,b) of A to an ideal a = b and
satisfies the following conditions for every a,b,c € A:

.(a=bN(a=c)=a= (bAc),

N
(a=onb=c)=(aVd) =c,
N
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.a=a=A.

A distributive lattice with a generalized implication, or gi-lattice for short, is
a pair (A, =), where A is a bounded distributive lattice and = is a generalized
implication on A. For a gi-lattice (4,=>), in general we write A in place of
(A,=). The theory of gi-lattices is strongly connected with the theory of quasi-
modal lattices ([4]). If A is a gi-lattice, then the unary function O between A
and the set of all ideals of A defined by Ca = 1 = a, for each a € A, satisfies



the conditions 01 = A and O(a A b) = Oa N 00, for all a,b € A (where 1 is the
last element of A). Thus, the pair (A4,0) is a quasi-modal lattice ([4]).

We define a frontal operator in a gi-lattice A as an unary expansive operator
7 preserving finite meets which also satisfies the condition

7(a) € (b V (b= a)

for every a,b € A, where (b] is the ideal generated by b and V is the supremum
in the lattice of ideals of A.

One of the purpose of this paper is to introduce and study frontal gi-lattices
as a generalization of the frontal weak Heyting algebras studied in [9]. A weak
Heyting algebra ([2],[7]) is a pair (A, —), where A is a bounded distributive
lattice and — is a binary map on A such that for all a,b,c € A the following
conditions are satisfied: (a = b)A(a —¢c)=a—= (bAc), (a—= )N (b —c) =
(aVvbd) =e¢ (a—=b)ANDb—c)<a—cand a — a=1. A distributive lattice
with a generalized implication can be seen as an extension of the notion of weak
Heyting algebra: if (A, —) is a weak Heyting algebra, then the binary map from
A x A to the set of ideals of A defined by setting

a=b:=(a— b

is a generalized implication on A. In this case, if 7 is an unary map on A we
have that 7(a) € (b] V (b — a] iff 7(a) < bV (b — a). Hence, a frontal operator
in a gi-lattice can be seen as an extension of the notion a frontal operator in a
weak Heyting algebra (]9]).

In a lattice A, for a,b € A the annihilator of a relative to b ([11], [15]) is
defined by (a,b) := {c € A : ¢ Aa < b}, which is an ideal if A is a distribu-
tive lattice. The other purpose of this paper is to introduce and study frontal
operators in gi-lattices where the generalized implication is defined as

a=b:=ab).

The concept of annihilator is a natural generalization of the relative pseudocom-
plement of an element a € A relative to an element b € A: if (A, —) is a Heyting
algebra and 7 is an unary map on A, we have that (a,b) = (a — b]. The main
motivation to study frontal operators in Heyting algebras stemmed from topo-
logical semantics in which 7 is interpreted as the co-derivative operator ([12]).

The study of frontal operators in gi-lattices provides a common framework
to obtain the case of weak Heyting algebras with a« = b = (a — b], and the case
of bounded distributive lattices with a = b = (a,b). The paper is organized as
follows. In Section 2 we recall the concepts and basic results of the Priestley
duality for gi-lattices and for the category of bounded distributive lattices with
a modal operator. In Section 3 we define the category of frontal gi-lattices. We
give and study two classes of gi-lattices, which will be called gi-lattices with
successor, and gi-lattices with gamma. In Section 4 we give a dual categori-
cal equivalence for the category of frontal gi-lattices based on the duality for
gi-lattices ([5]) and the duality for modal lattices ([8],[10] or [13]). We define
frontal gi-spaces as structures (X, <,T, R), where (X, <,T) is a gi-space ([4]),
(X,<,R) is a modal Priestley space and certain conditions are satisfied that
connect the relations 7', R and <. From this duality, we obtain a dual cate-
gorical equivalence similar to that given in [9] for the category of frontal weak



Heyting algebras. Then we study two equivalent categories to the gi-lattices
with successor (these algebras can be seen a generalization of the weak Heyt-
ing algebras with successor studied in [9]). The first category is based on the
frontal gi-spaces previously studied, i.e., the operator is interpreted by means of
the relation R in the standard way. The other category is based on a particular
class of gi-spaces, and in this case the modal operator is interpreted by means
of the relations < and 7. We prove that these two categories are isomorphic.
The final purpose of this section is to study two categorical equivalence for the
category of ~ygi-lattices. Finally, in Section 5 we define and study the partic-
ular case of the category of frontal operators in bounded distributive lattices
where the generalized implication is defined as the annihilator ([11], [15]). We
also establish an equivalence for the above mentioned category, and we buid up
equivalences for certain subcategories of it.

In the following we give a table with the categories we shall define and use
in this paper:

Category Objects Morphisms
DLatGi gi-lattices gi-homorphisms
GiS gi-spaces gi-morphisms
ML Modal lattices Morphisms of modal lattices
MS Modal Priestley spaces p-morphisms
FDLatGi Frontal gi-lattices gi- morphisms which preserve the modal map
DLatGis | gi-lattices with successor Sgi-homomorphisms
DLatGi, gi-lattices with ~ ~ygi-homomorphisms
FGiS Frontal gi-spaces gi-morphisms which are p-morphisms
FGig Frontal S-spaces Morphisms of FGiS
SGiS gi-spaces with successor Sgi-morphisms
FGi, Frontal ~-spaces Morphisms of FGiS
vGiS gi-spaces with ~y ~ygi-morphisms
FBDL Frontal lattices Morphisms of ML
BDLg Lattices with successor Morphisms of ML
BDL, Lattices with v Morphisms of ML
FPS Frontal Priestley spaces Morphisms of MS
SPS S-Priestley spaces Certain morphisms of Priestley spaces
vPS ~-Priestley spaces Certain morphisms of Priestley spaces

2 Preliminaries and basic results

If X is a set, then the power set of X is denoted by P(X). If A is a distributive
lattice, then Fi(A) and Id(A) respectively denote the family of filters of A and
the family of ideals of A. The filter (ideal) generated by a subset X C A is
denoted by F(X) (I(X)). The family of the prime filters of A is denoted by
X(A). Given a bounded distributive lattice A, let p: A — P(X(A)) be the
Stone map defined by ¢(a) = {P € X(A) : a € P}, for each a € A. The family
¢o[A] = {p(a) : a € A} is closed under unions, intersections, and it contains ()
and A; it is therefore a bounded distributive lattice.

Given a poset (X, <), a set Y C X is said to be upset if it is closed under
<, that is, if for every x € Y and every y € X, if x < y then y € Y. The
set complement of a subset Y C X is denoted by Y or X — Y. For each
Y C X, the upset (downset) generated by Vis [Y)={r e X |JyeY(y <x)}



(Y)={zeX|FyeY(@x<y)}) Y = {y}, we write [y) and (y] instead of
{y}) and ({y}], respectively. A totally order-disconnected topological space is
a triple (X, <) = (X,<,T), where (X, <) is a poset, (X,T) is a topological
space and given z,y € X such that z £ y there is a clopen upset U such that
x € Uand y ¢ U. A Priestley space is a compact totally order-disconnected
topological space. A morphism between Priestley spaces is a continuous and
monotone function between them. If (X, <) is a Priestley space, the family of
all clopen upsets of (X, <) is denoted by D(X), and it is a bounded distributive
lattice.

The Priestley space of a bounded distributive lattice A is (X(A), <, Ta),
where T4 is the topology generated by taking as a subbase the family

{p(a) :a € A} U{p(a)’:a€ A}.

Besides A = D(X(A)). For more details on Priestley spaces see [16].

Let A; and As be gi-lattices. A bounded lattice homomorphism A : A — Ag
is a gi-homomorphism if I(h[a =1 b]) = h(a) =2 h(b), for every a,b € A;. Thus,
the class of gi-lattices, taken as objects, and their gi-homomorphism, taken as
arrows, form a category that we denote by DLatGi.

Remark 1. Let A be a gi-lattice. We define the relation T—, on Fi(A) by
(F,G) eT- iff (WVa,be A)(((a=b)NF#D&aecG) = beq).
We write for future reference the following result from [5].

Lemma 1. Let A be a gi-lattice, a,b € A and P € X(A). Then (a = b)NP =10
iff there exists Q € X(A) such that (P,Q) € T, a € Q and b ¢ Q.

Let (X, <) be a Priestley space and T'C X x X. For every U,V € D(X) we
define the following sets:

U= V={zeX:Tx)NnU CV},

U= V={WeDX): WCU —rV}.

Given a relation T'C X x X, for each x € X, T(x) will denote the image of
{z} by T,ie.,T(x)={ye X : (z,y) € T}

A gi-space is a structure (X, <,T), where (X, <) is a Priestley space and T
is a binary relation on X such that:

1. T(z) is a closed set, for every z € X.

2. For all U,V € D(X), U = V is an open upset of X.

Let (X1,<1,T1) and (X, <5,T5) be gi-spaces. A function f: X; — X5 is
a gi-morphism if it is a morphism of Priestley spaces (i.e., it is continuous and
monotone), and

L. If (z,y) € T1, then (f(x), f(y)) € Ta.
2. If (f(x), 2) € Ty, then there is y € X3 such that (z,y) € Ty and f(y) = 2.



We denote by GiS to the category that has gi-spaces as objects and gi-
morphisms as arrows.
For the next theorem we only give a sketch of the proof (see [5] for details).

Theorem 2. The categories DLatGi and GiS are dually equivalent.

Proof. Define a contravariant functor (—), : DLatGi — GiS as follows. If A is
a gi-lattice, then A, = (X(A4),C, T, ), where T, C X(A) x X(A) is the relation
defined in Remark (1). If h: Ay — As is a gi-homomorphism, then the mapping
h.: X(A3) — X(A;) given by h.(P) = h™!(P) is a gi-morphism. Next de-
fine the contravariant functor (—)" : GiS — DLatGi as follows. For a gi-space
(X, <,T), the structure (X, <, T)" = (D(X), =7) is a gi-lattice. If f: X1 — X»
is a gi-morphism, then the map f*: D(X3) — D(X;) given by f*(U) = f~1(U)
is a gi-homomorphism. Consequently, (—), and (—)" are well-defined contravari-
ant functors. Moreover, the function ¢: A — D(X(A)) is an isomorphism
between the gi-lattice (4,=) and (A.)* = (D(X(A4)),=r.). Moreover, the
function e: X — X(D(X)) given by e(z) = {U € D(X) : € U} is an isomor-
phism between the gi-spaces (X, <,T) and ((X,<,T)"). = (X(D(X)),C, T ,).
This yields the desired dual equivalence between DLatGi and GiS. O

An algebra (A, 1) is a modal lattice, or a T-lattice, if A is a bounded dis-
tributive lattice and 7 is an unary operator defined on A such that satisfies the
following equations:

1 r(1) =1,
2. 7(aAb) =71(a) AT(D).

A morphism of bounded lattices which preserve the modal operator is called
a morphism of modal lattices.
If X isaset and R C X x X, for every U C X we define the set

Tr(U)={z e X : R(z) CU}.

A modal Priestley space ([13], [8], or [10]) is a relational structure (X, <, R),
where (X, <) is a Priestley space and R is a binary relation on X such that

1. R(x) is a closed upset, for each z € X.
2. TR (U) € D(X), for each U € D(X).

Let (X1,<1,R;) and (X3,<s, R3) be two modal Priestley spaces. A p-
morphism is a monotone and continuous mapping f: X; — X, satisfying the
following conditions:

1. If (z,y) € Ry, then (f(x), f(y)) € Rs.
2. It (f(x), 2z) € Ro, then there is y € X; such that (x,y) € Ry and f(y) <5 2.

Remark 2. Let (A, 7) be a 7-lattice. We define a binary relation R, on X(A)
by (P,Q) € R, iff T *(P) C Q.



We denote ML the category which has modal lattices as objects, and mor-
phisms of modal lattices as arrows. We denote by MS to the category which
has modal Priestley spaces as objects, and p-morphisms as arrows. For the next
theorem we only give a sketch of the proof. The missing details can be found
in [8], [10] or [13].

Theorem 3. The categories ML and MS are dually equivalent.

Proof. Define a contravariant functor F: ML — MS as follows. If (A,7) is
a modal lattice, then F({A,7)) = (X(A),C, R;) is a modal Priestley space.
If h: (Ay,71) — (Ao, 72) is a morphism of modal lattices, then the mapping
F(h): (X(A2),C.Rpy) — (X(A41),C, Rny) given by F(R)(P) = h=1(P) is a p-
morphism. Next define the contravariant functor G: MS — ML as follows.
For a modal Priestley space (X, <, R), the structure G((X, <, R)) = (D(X), 7Rr)
is a modal lattice. If f: (X7,<;,R1) — (Xa2,<9,Rs) is a p-morphism, then
the map G(f) : (D(Xa), 7a,) — (D(X1), 7,) given by G(f)(U) = f1(U) is a
morphism of modal lattices. Consequently, F and G are well-defined contravari-
ant functors. If (A, 7) is a modal lattice, then the the mapping ¢: (A,7) —
(D (X(A)), 7R, ) is an isomorphism of modal lattices, i.e., ¢ (7(a)) = g, (¢ (a)),
for all a € A. Moreover, the function e: (X, <,R) — (X(D(X)),C, R,,) is an
isomorphism in the category of modal Priestley spaces. This yields the desired
dual equivalence between ML and MS. O

3 Frontal gi-lattices

In this section we define frontal gi-lattices as a generalization of the frontal
weak Heyting algebras introduced in [9]. We give two examples of them: the
gi-lattices with successor and the gi-lattices with gamma.

Taking into account that the poset of ideals of a distributive lattice forms a
distributive lattice, we can give the following

Definition 1. A frontal gi-lattice is a pair (A, T) such that A is a gi-lattice and
T 18 an unary operator satisfying the following conditions for every a,b € A:

(W1) 7(aAb) =71(a) AT(D),
(W2) a < 7(a),
(W3) 7(a) € (0] V (b= a).

If (A, 7) is a frontal gi-lattice we say that 7 is a frontal operator. We write
FDLatGi for the category whose objects are frontal gi-lattices, and whose
morphisms are gi-homomorphisms which preserve the frontal operator.

In [14] Kuznetsov introduced an operation on Heyting algebras as an attempt
to build an intuitionistic version of the provability logic of Godel-Lob, which
formalizes the concept of provability in Peano Arithmetic. This unary operation,
which we call successor ([3]), was also studied by Caicedo and Cignoli in [3] and
by Esakia in [12]. In particular, Caicedo and Cignoli considered it as an example
of an implicit compatible operation on Heyting algebras. In [9] the successor
function was defined and studied in W H-algebras as a generalization of the
successor in Heyting algebras. In the following we define the gi-lattices with
successor as a generalization of the W H-algebras with successor.



Definition 2. A gi-lattice with successor, or Sgi-lattice, is a pair (4,S) such
that A is a gi-lattice and S: A — A is a function which satisfies the conditions
(W2), (W3), and the following condition for every a € A:

S(a) = a C (a]. (1)

If (A, S) is a Sgi-lattice, then the function S is called the successor function.
Let DLatGig be the category whose objects are Sgi-lattices, and whose mor-
phisms are gi-homomorphisms which preserve the successor. These morphisms
are called Sgi-homomorphisms.

Lemma 4. If (A, S) is a Sgi-lattice, then (A, S) is a frontal gi-lattice and S is
given by S(a) =min{be A:b=a C (b}

Proof. First we prove that S(a Ab) = S(a) A S(b), for all a,b € A. In order to
prove that S is monotone, let ¢ < d. Then by (W3), (1) in Definition 2 and
(W2) we have that

S(end) € (S(d)] V (S(d) = (¢ Ad)),

(S(d)]V (S(d) = (¢ Ad)) = (S(d)]V ((S(d) = ¢) N (S(d) = d)),
(S(@]V ((5(d) = ¢) N (S(d) = d)) € (S()]V ((5(d) = ¢) N (S(d)]) = (S(d)],

) = (
so S(c) < S(d). Thus, S(a Ab) < S(a) A S(). On the other hand, S(a) €
(S(anb)]V(S(anb) = a) and S(b) € (S(aAb)]V (S(aAb) = b). Hence, taking
into account (1) in Definition 2 and (W2) we obtain that

>

>

S(a) AS() € (S(anb)] Vv ((S(aAnbd)=a)n(S(aAnbd)=1b)),
S(aAb)]V ((S(and)=a)N(S(anb)=10b)) = (S(and)]V(Sanbd)= (arb)),
S(aAD)|V (S(aAb)= (aAb)) C (S(aAb)]V(abl],
(S(aAb)]V(andb] = (S(anb)],

s0 S(a)AS(b) < S(anb). Therefore we obtain the equality S(aAb) = S(a)AS(b),
for every a,b € A.

Let us prove that S is given by S(a) = min {b € A: b= a C (b]}, for each
a € A. Taking into account (W2) and (1) in Definition 2, we conclude that
S(a) e {be A:b=a C (b]}. Let b € A such that b = a C (b]. By (W3) we
have that S(a) <b. Thus, S(a) =min{b€ A:b=a C (b]}. O

Remark 3. Let (A, S) be a Sgi-lattice and a € A. Then S(a) =a iff a = 1.

Caicedo and Cignoli introduced in [3] an unary connective, which we call
gamma. This operation is a variant of the Smetanich constant [17]. In [9] the
gamma function was defined and studied in W H-algebras as a generalization
of the gamma function in Heyting algebras. In the following we define the
gi-lattices with gamma as a generalization of the W H-algebras with gamma.

Definition 3. A gi-lattice with v, or ygi-lattice, is a pair (A,~) such that A is
a gi-lattice and v: A — A is a function which satisfies the condition (W3) and
the following conditions for every a € A:

(g1) ~(0) = 0= {0},



(82) v(a) = aV~(0).

This function can be characterized by the conditions that define a frontal
operator, the condition (gl) and the equation v(a) < a V (0). Similarly to
Lemma 4, it is possible to prove that if there is v then it takes the form ~y(a) =
min{b € A: (b= 0)V (a] C (b]}. Let DLatGi~y be the category whose objects
are ygi-lattices, and whose arrows are gi-homomorphisms which preserve the
gamma operator. These morphisms are called ~ygi-homomorphisms.

Example 1. Let A be a bounded distributive lattice and consider the operation
=: A x A— Id(A) given by

(A ifa<b
aib‘{{@#aﬁb

Then (A,=) is a gi-lattice. Moreover, there exists successor function in
(A,=) iff A has only one element.

4 Representation and duality

In this section we build up a dual categorical equivalence for the category
of frontal gi-lattices based on the duality for gi-lattices and the duality for
modal lattices. We define the frontal gi-spaces as structures (X, <, T, R), where
(X,<,T) is a gi-space, (X, <, R) is a modal Priestley space and certain condi-
tions are satisfied that connect the relations T, R and <. From this duality,
we obtain a dual categorical equivalence. Then we study two equivalent cate-
gories to the gi-lattices with successor. The first category is based on the frontal
gi-spaces previously studied, i.e., the operator is interpreted by means of the re-
lation R in the standard way. The other category is based on a particular class
of gi-spaces, and in this case the modal operator is interpreted by means of the
relations < and T'. We prove that these two categories are isomorphic. Finally,
we build up two categorical equivalences for the category of ygi-lattices.

~ Let (X, <) beaposet and T a binary relation. We define an auxiliary relation
T C X x X in the following way:

(z,y) € T iff (v,y) € T and y £ .
Definition 4. A frontal gi-space is a structure (X, <,T, R) such that:
1. (X, <,T) is a gi-space and (X, <, R) is a modal Priestley space.
2. TCRCZ<.

Let (A, T) be a frontal gi-lattice. Since 7 is a modal operator, we can consider
the relation R, C X(A) x X(A) defined in Remark 2.

Remark 4. If A is a gi-lattice and 7: A — A is a function satisfying (W1)
and (W2), then (A, 7) is a T-lattice and the structure (X(A), C, R;) is a modal
Priestley space. Moreover, a < 7(a) for every a € A iff R, C <.

In the next proposition we give a characterization for the condition (W3).

Proposition 1. Let A be a gi-lattice and 7: A — A a function satisfying (W1)
and (W2). Then T C R, iff 7(a) € (b] V (b= a), for every a,b € A.



Proof. =) Suppose that there are a,b € A such that 7(a) ¢ (b] V (b = a).
Taking into account that [7(a)) N ((b)] V (b = a)) = 0, we have that there is
P € X(A) such that 7(a) € P, b¢ P and PN (b= a) = (. Hence, by Lemma
1 there is @ € X(A) such that (P,Q) € T, b € Q and a ¢ Q. As b € Q
and b ¢ P, we obtain Q € P, so (P,Q) € T—. Thus, by hypothesis we have
that (P,Q) € R,. Using that a € 7-}(P) we conclude that a € @, which is a
contradiction.

<) Let (P,Q) € T—. Then (P,Q) € T— and Q ¢ P. Hence, there exists
b € Q such that b ¢ P. Let a € A such that 7(a) € P. By (W3) we have
that 7(a) € (b] V (b = a). Thus, there is ¢ € b = a such that 7(a) < bV c. As
7(a) € P and b ¢ P we obtain ¢ € P, so ¢ € (b= a) N P. Thus, (P,Q) € T,
(b=a)NP #( and b € Q. In consequence, a € @ and then (P,Q) € R,.
Therefore, T—. C R;. O

Let FGiS be the category whose objects are frontal gi-spaces, and whose
morphisms are maps f: X; — X5 such that f is a gi-morphism and f is a p-
morphism. Then by the results given in [5] for gi-lattices and the results given
in [8], [10] or [13] for bounded distributive lattices with a modal operator, we
obtain the following

Theorem 5. The category FGiS is dually equivalent to the category FDLatGi.

4.1 Categorical equivalences for DLatGig

The following aim is to build up two categorical equivalences for the category
of gi-lattices with successor. We start with the following

Definition 5. A frontal S-space is a frontal gi-space (X,<,T, R) such that

(S) For everyU €e D(X) andx € X, if v € U° then there ezists y € U® such
that (x,y) € T and R(y) CU.

The category FGig is the full subcategory of FGiS whose objects are frontal
S-spaces.

Proposition 2. Let A be a gi-lattice and let S: A — A be a function satisfying
(W1), (W2) and (W3). Then the pair (A, S) is a Sgi-lattice iff (X (A),C, T Rg)

is a frontal S-space.

Proof. =) Let us prove that if P € X(A) and a ¢ P, then there exists ) €
X(A) such that a ¢ Q, (P,Q) € T-, and Rs(Q) C ¢(a). Taking into account
that a ¢ P, we have that (S(a) = a) N P = (. Thus, by Lemma 1 there is
Q € X(A) such that a ¢ Q, S(a) € Q and (P,Q) € T,. As S(a) € Q, we obtain
Rs(Q) C ¢(a). Hence, (X(A), C,T- Rs) is a frontal S-space.

<) Conversely, let us prove that S(a) = a C (a], for any a € A. Suppose
that there exists a € A such that S(a) = a € (a]. Then there is b € S(a) = a
such that b £ a, so there is P € X(A) such that a ¢ P and b € P. By hypothesis,
there exists Q € X(A) such that a ¢ Q, (P,Q) € T= and Rs(Q) C ¢(a) (ie.
S(a) € Q). In consequence, we have that (P,Q) € T, (S(a) = a) N P # () and
S(a) € Q. Thus a € @, which is a contradiction. Hence, S(a) = a C (a] for
any a € A. O

It follows from Proposition 2 and Theorem 5 the following



Theorem 6. The category FGig is dually equivalent to the category DLatGig.
If (X,<)is a poset and T'C X x X, for each U C X we define the set

Up={2€U°:T(x)NU°C (z]}.

In the following we introduce a new type of gi-spaces that are dual to the
Sgi-lattices.

Definition 6. A gi-space with successor, or Sgi-space, is a gi-space (X, <,T)
satisfying the following conditions for every U,V € D(X):

(a) UUuUr € D(X)
(b) If x € U®, then T(z) NUr # 0.
(c) If (v,y) €T and x € U U Uy, theny € U.

(d) fUUUr C VUV —rp U), then there exists W € D(X) such that
UUuUpr CVUW and W CV —p U.

Let SGiS be the category whose objects are Sgi -spaces and whose mor-
phisms are gi-morphisms f: (X7, <y Th) — (X2, <9,7T%) such that

f_l(UU UTz) = f_l(U> U f_l(U)Tla
for each U € D(X3). These morphisms will be called Sgi-morphisms.

Remark 5. Let (X, <) be a Priestley space and T C X x X such that satisfies
the condition (c) of Definition 6. A straightforward computation shows that
the condition (d) of Definition 6 is equivalent to the following one: for every
UVeDX),UuUr CVU(V =pU).

Proposition 3. If (X,T) is a Sgi-space, then (D(X),U,N,=71,5,0,X) is a
Sgi-lattice, where S is given by S(U) =U U Ur.

Proof. Function S is well defined and it satisfies conditions (W1) and (W2)
(see proof of Proposition 5.5 of [9]). By Remark 5 we obtain that if U,V € D(X),
then S(U) € (V]V (V = U). Finally let us prove that S(U) = U C (U], for
every U € D(X). Let U € D(X), and suppose that there exists V € D(X)
such that V € S(U) = U and V € U. In particular, there is z € X such that
xeVandx ¢ U. Asx € V, then T(x) N S(U) C U. On the other hand, we
have that 2 ¢ U. So from condition (b) of Definition 6 there exists y € X such
that (z,y) € T and y € Ur C S(U). Then y € T(z) N S(U), and consequently
y € U, which is impossible because y € Ur. O

Lemma 7. Let (A, S) be a Sgi-lattice. For every a € A we have that

p(a)Up(a)r, =¢(S(a)).

Proof. Let a € A. Let us see that ¢(a) U p(a)r, = ¢(S(a)), for each a € A.
Let P € X(A) such that S(a) € P and a ¢ P. Let us prove that P € ¢p(a)r_,
ie., T (P) Np(a)¢ C (P]. Suppose that there is @ € T (P) N ¢(a)® such that
Q € P, so there is b € Q@ — P. As S(a) € (b] V (b = a), we have that there
is ¢ € b = a such that S(a) < bV e¢. In particular, we obtain ¢ € P. Hence,
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¢ € (b = a)N P. Taking into account that @ € T—(P) and b € @, we have
that ¢ € @, which is an contradiction. Therefore ¢(S(a)) C ¢(a) U p(a)r. .
Conversely, let P € ¢(a) Ug(a)r., . If a € P, then S(a) € P because a < S(a).
Assume that a ¢ P. Then P € p(a)r_, ie., T (P) N(a)® C (P]. Suppose
that S(a) ¢ P. Note that S(a) = a C (a] C (S(a)], so (S(a) = a)NP = 0.
Then by Lemma 1 there exists @ € X(A) such that S(a) € @, a ¢ @Q and
(P,Q) € T.. Hence, Q € T-.(P) N ¢(a). Consequently @ C P and a € P,
which is a contradiction. O

Proposition 4. Let (A, S) be a Sgi-lattice. Then (X(A), C,T-) is a Sgi-space.

Proof. Let us prove conditions (a), (b), (c) and (d) of Definition 6. (a) It
follows from Lemma 7. (b) Let P € X(A) and let a ¢ P. Then (S(a) =
a) NP = . It follows from Lemma 1 that there is Q@ € T (P) N ¢(a)¢ such
that S(a) € Q. Let us see that Q € ¢(a)r , i.e. T=(Q) N ¢(a)® C (Q]. Let
D eT.(Q)Np(a):. If D € Q, then thereisb € D—Q. As S(a) € (b]V (b= a),
we obtain that there is ¢ € b = a such that S(a) < bV ¢. Taking into account
that S(a) € Q and b ¢ Q, we have that ¢ € Q. Hence, ¢ € (b = a) N Q
and (P,D) € T, (b = a)NQ # 0 and b € D. Therefore a € D, which is
impossible. (c) Let a € A and let P,Q € X(A) such that (P,Q) € T, Q £ P
and P € ¢(a) Uy(a)r, . From (a) we have that p(a) U p(a)r. = ©(S(a)).
Then S(a) € P. It follows from @Q ¢ P that there is b € Q — P. So from
S(a) € (b] V (b= a) € P, we obtain that (b = a) N P # (. Thus, (P,Q) € T
and a € Q. (d) In this item we use Remark 5. Let a,b € A. Let us prove that
there is ¢ € A such that ¢(S(a)) C ¢(b) U ¢(c) and ¢(c) C p(b) =1 ¢(a).
As S(a) € (b] V (b = a), we have that there is ¢ € A such that S(a) < bV e
Hence, ¢(S(a)) C ¢(b) U p(c). Let Q € p(c), so ¢ € Q. Let us see that
T-(Q)Nw(b) C ¢(a). Let D € T—.(Q)Np(b). As c € (b= a)NQ, we have that
(Q,D)eT=,be D and (b= a)NQ # 0. Therefore a € D, i.e., D € p(a). O

Note that if f: (X1,<1 Th) — (Xa,<5,T3) is a Sgi-morphism, then the
function f*: D(X3) — D(X;) is a Sgi-homomorphism because f~1(S3(U)) =
YU UUL) =Y U)YU Y U)r, = S1(f~1(U)), for each U € D(X3).

Proposition 5. Let (A,S4) and (B, Sp) be two Sgi-lattices. Let h: A — B be
a Sgi-homomorphism. Then h.: X(B) — X(A) is a Sgi-morphism.

Proof. See proof of Proposition 5.8 of [9]. O

Proposition 6. Let (A,S4) be a Sgi-lattice. Then we have that ¢ : (A, Sa) —
(D(X(A)), Sp(x(a))) is an isomorphism in DLatGig.

Proof. 1t follows from Proposition 3, Lemma 7 and Proposition 4. O

Proposition 7. Let (X,T) be a Sgi-space. Then we have that €: (X, <,T) —
(X(D(X)),C,T-,) is an isomorphism in SGIS.

Proof. Analogous to the proof of the Proposition 5.10 of [9]. O

By previous results, and by the results given in [5] for gi-lattices, we obtain
the following.

Theorem 8. The category SGIS is dually equivalent to the category DLatGig.
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The next aim is to study the connection between frontal S-spaces and Sgi-
spaces.

Lemma 9. Let (X,<,T) be a gi-space. Let R be a binary relation on X that
satisfies the following conditions for every U € D(X) and x € X :

(i) TCRC<.
(ii) If x € U®, then there exists y € U° such that (z,y) € T and R(y) CU.
(iii) <oR C R.
Then for every U € D(X) it holds that Tr(U) =U U Ur.
Proof. Analogous to the proof of Lemma 5.12 of [9]. O

The proof of the following remark is similar to the proof of Remark 5.13 of
[9].

Remark 6. If (X, <,T) is a Sgi-space such that T C <, then
UuUr={xecX:T(x) CU},
for each U € D(X).

Proposition 8. Let (X,<,T) be a Sgi-space. Then there exists a binary rela-
tion Ry on X such that (X, <,T, Rr) is a frontal S-space.

Proof. We define a binary relation Ry on X in the following way:
(r,y) € Ry iff VU eD(X) (if c € UU Uy, then y € U).

A direct computation proves that Rr(x) is a closed upset of X, for each z € X.
Besides the relation Ry satisfies conditions (i), (ii) and (iii) of Lemma 9. Hence,
from Lemma 9 we have that g, (U) € D(X), for every U € D(X). Therefore
(X,<,T, Rr) is a frontal Sgi-space. For more details see the proof of Propostion
5.14 of [9)]. O

The frontal S-space (X, <,T, Rr) built in the previous is called the associ-
ated frontal S-space of the Sgi-space (X,<,T). Note that 75,.(U) = U U Urp,
for each U € D(X).

Proposition 9. Let (X, <,T,R) be a frontal S-space. Then (X,<,T) is a
Sgi-space such that R = Rr.

Proof. Let us prove the conditions of Definition 6. (a) It follows from that
for the gi-space (X, <,T) the relation R satisfies the conditions of Lemma 9.
(b) Let € U°. By Definition 5, there exists y € U€ such that (z,y) € T
and R(y) C U. Let us see that y € Up. Let z € T(y) N U°. In particular,
z ¢ R(y), and then (y,z) ¢ T because T C R. Thus, z < y. Consequently,
y € Ur. Therefore y € T(x) N Uz, ie., T(x) N Uz # 0. (c) Let (z,y) € T
and z € UUUyp. Then (z,y) € T and y £ x. Suppose that z € U- Hence,
y € U. Now let € Up. Thus, z € U and U°NT(x) C (z]. If y € U°, then
yeUNT(x). Soy <z, which is a contradiction. (d) By Theorem 6, we have
that in the gi-lattice (D(X),=-7) there exists successor function. Moreover,
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by Lemma 9 the successor function S in D(X) is given by S(U) = U U Uy.
Taking into account that S(U) € (V] V (V = U), we have that there exists
W € D(X) such that UUUr CVUW and W C V —r V. Thus, by Remark
5 it holds condition (d) of Definition 6. Therefore (X, <,T) is a Sgi-space. Let
us see that R C Rp. Let (z,y) € R and « € U U Ur. By Lemma 9 we obtain
Tr(U) = U UUy. Using that « € 7r(U) we conclude that R(x) C U. Therefore
y € U. Finally let us prove that Ry C R. From Lemma 9 we have that

TR(U):UUUT:TRT(U)

for each U € D(X). Let (z,y) € Rr and suppose that (x,y) ¢ R. As R(x)
is a closed upset, there exists U € D(X) such that R(z) C U and y ¢ U. So,
x € Tr(U) = 1R, (U), i.e., Rp(x) C U, which is a contradiction. O

In the next proposition we show that a morphism between two Sgi-spaces
can be characterized as a gi-morphism that is a p-morphism with respect to the
associated frontal S-spaces.

Proposition 10. Let (X1,<1,T1) and (X, <s,T3) be two Sgi-spaces. Let
f: X1 — X5 be a gi-morphism. Then f is a Sgi-morphism iff f is a p-morphism
between the associated frontal S-spaces (X1,<1,T1, Rr,) and (X2, <o,T5, Rr,).

Proof. Similar to the proof of the Proposition 5.16 of [9]. O
Similar ideas used in the proof of Proposition 10 show the following

Proposition 11. Let (X;,<y,Ry,T1) and (X5, <o, R, T2) be two frontal S-
spaces. Let f: X1 — Xo be a gi-morphism. Then f is a p-morphism iff f is a
Sgi-morphism.

Then we obtain the following

Theorem 10. The categories SGiS and FGig are isomorphic.

4.2 Categorical equivalences for DLatGi,

The next goal is to establish two categorical equivalences for the category of gi-
lattices with gamma. In order to make it possible, we start with the following

Definition 7. A frontal gi-space (X, <,T, R) is a frontal y-space if the following
conditions are satisfied:

(71) For every x € X there exists y € X such that (z,y) € T and R(y) = 0.
(y2) For every x € X, R(z) =0 or x € R(x).

We write FGi, for the full subcategory of FGiS whose objects are frontal
~-spaces.

Proposition 12. Let A be a gi-lattice and v: A — A a function satisfying
(W1), (W2) and (W3). Then the pair (A, ) is a ygi-lattice iff (X(A), C, T R,)
is a frontal ygi-space.
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Proof. =) The proof of condition () of Definition 7 is similar to the proof
of Lemma 2 (taking a = 0). In order to prove condition (3) of Definition 7, let
P € X(A) such that R, (P) # 0. It implies that v~ *(P) # A. As vy~ }(P) is a
proper filter, 0 ¢ v~1(P). Let us prove that y~1(P) C P. Let v(a) € P. Then
aV(0) € P. But 0 ¢ v~!(P), so a € P. Thus, (P,P) € R,.

<=) By the proof of Lemma 2 and taking a = 0, we have that v(0) =
0 = {0}. Let us prove that y(a) < a V v(0), for any a € A. Suppose that
y(a) £ aV v(0), then there exists P € X(A) such that v(a) € P, a ¢ P and
v(0) ¢ P. Hence y~(P) is a proper filter, i.e., R,(P) # 0. Then (P, P) € R,,.
However v(a) € P and then a € P, which is a contradiction. Therefore, (A,~)
is a ~vygi-lattice. O

Thus, by Proposition 12 and Theorem 5 we obtain the following
Theorem 11. The category DLatGi, is dually equivalent to the category FGi, .

Recall that if X is a set and T'C X x X, then §r = {z € X : T'(z) C (z]}.
In what follows we will provide other duality for the category of ygi-lattices.

Definition 8. A gi-space with gamma, or vgi-space, is a gi-space (X, <,T)
satisfying the following conditions for every U,V € D(X):

(a) UUDr € D(X).

(b) T(x) N0 #0, for every z € X.

(c) If (x,y) €T and x € U U Dr, theny € U.

(d) There exists W € D(X) such that UUQr CVUW and W CV —r 0.

Let vGiS be the category whose objects are ygi-spaces (X, <,T), and whose
morphisms are gi-morphisms f: (X1, <; T1) — (X2, <2,T») such that f~1({UU
O7,) = f~HU)U f~1(D)1,, for each U € D(X3). These morphisms will be called
v gi-morphisms.

Proposition 13. If (X, T) is a vygi-space, then (D(X),U,N,=r1,7,0,X) is a
~gi-lattice, where ~y is defined by v(U) = U U Dy, for each U € D(X).

Proof. The proof is similar to the proof of Proposition 3. O
The proof of the following lemma is analogous to the proof of Lemma 7.

Lemma 12. Let (A,~) be a vygi-lattice. For every a € A we have that p(a) U
e(0)r. = ¢(v(a)).

Proposition 14. If (A,v) is a ygi-lattice, then (X(A),C,T-) is a ygi-space.

Proof. The proof is similar to the proof of Proposition 4. Condition (a) follows
from Lemma 12. To prove condition (b) of Definition 8, take a prime filter P
in A. Since (v(0) = 0)N P = {0} N P = 0, there exists Q € X(A) such that
(P,Q) € T-, and ¥(0) € Q. Let us see that T, (Q) C (Q]. Suppose that there is
D eT.(Q) but DZ Q. Then thereis be D — Q. As v(0) € (b] V (b = 0), we
have that v(0) < bV ¢ for some ¢ € b= 0. Hence, D € T—.(Q), QN (b= 0) #
and b € D, so we get 0 € D, which is impossible. Thus, T (P) N 0r_ # 0.
It is condition (b) of Definition 8. In the next let us prove condition (c) of
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Definition 8. Let P,Q € X(A), and a € A such that (P,Q) € T, Q £ P,
and P € p(a) U p(0)r., = ¢(v(a)). Then v(a) € P, and there is b € Q — P.
Taking into account that y(a) € (b] V (b = a), we have that (P,Q) € T,
(b=a)NP #0and b€ Q. Therefore a € Q, i.e., Q € ¢(a). It is condition (c)
of Definition 8. Finally, the proof of condition (d) of Definition 8 is similar to
the proof of condition (d) of Definition 6 which was made in Proposition 4. O

Note that if f: (X1,<1T1) — (Xa,<2,T5) is a vgi-morphism, then the
function f*: D(X2) — D(X;) is a ygi-homomorphism because f~(y(U)) =
YU UOL) = fFHU)U fF710)r, = y(f~H(U)), for each U € D(X3).

Proposition 15. Let (A,v4) and (B,vyp) be vgi-lattices. Let h: A — B be a
~gi-homomorphism. Then h,: X(B) — X(A) is a ygi-morphism.

Proof. The proof is similar to the proof of Proposition 5. O

Proposition 16. Let (A,v4) be a ygi-lattice. Then we have that ¢ : (A, v4) —
<D(X(A)),7D(X(A))> is a an isomorphism in DLatGi,.

Proof. Tt follows from Proposition 13, Lemma 12 and Proposition 14. [

Proposition 17. Let (X, T) be a vgi-space. Then we have that e: (X, <,T) —
(X(D(X)),C,T=) is an isomorphism in vGiS.

Proof. The proof is similar to the proof of Proposition 7. O
Then we obtain the following
Theorem 13. The category vGiS is dually equivalent to the category DLatGi, .

In the following we study the connection between frontal v-spaces and ~vgi-
spaces.

Lemma 14. Let (X, <,T) be a gi-space and R a binary relation on X such that
the following conditions are satisfied:

(i) TCRC<.
(ii) For every x € X there exists y € X such that (z,y) € T and R(y) = 0.
(i) <oR C R.
(iv) For everyxz € X, R(z) =0 or x € R(x).
Then for every U € D(X) it holds that Tr(U) = U U (.

Proof. Let U € D(X). The inclusion U U @7 C 7r(U) can be proved using the
same idea as in the proof of Lemma 9. Conversely, let 2 € 75(U) and suppose
that z ¢ Or. Thus, there is y € X such that y € T(z) and y £ z. As T C R, we
have that y € R(x). By condition (iv) we obtain x € R(z). Besides x € Tr(U)
and in consequence x € U. O

Proposition 18. Let (X,<,T) be a vgi-space. Then there exists a binary
relation Ry in X such that (X,<,T, Rr) is a frontal y-space.
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Proof. We define a binary relation on X in the following way:
(v,y) € Ry iff VYU € D(X)(if z € UU(r, then y € U).

Note that Rr(x) is a closed upset of X, for every x € X. Let us prove that
Ry satisfies conditions (i)-(iv) of Lemma 14. (i) The fact that T C Ry is
consequence of (c¢) of Definition 8, and Ry C < is proved like in Lemma 9. The
proof of items (ii) and (iii) is similar to the proof of Lemma 9. (iv) Let x € X.
Suppose that ¢ Rr(x). Hence, there exists V € D(X) such that z € V U {p
andz ¢ V. So x € Op, i.e., T(x) C (z]. By condition (ii) of Lemma 14, we have
that there is y € T(z) with R(y) = 0. Thus, y < z, so Rr(z) C Rr(y) = 0.
Hence, Rr(z) = 0. Tt follows from Lemma 14 that 7, (U) € D(X) for every
U € D(X). Therefore we have that (X, <,T, Rr) is a frontal ~-space. O

The frontal v-space (X, <,T, Rr) built in the previous proof is called the
associated frontal y-space of the ygi-space (X, <, T). Note that 7g,.(U) = UUDr,
for each U € D(X).

Proposition 19. If (X, <,T,R) is a frontal y-space, then (X,<.T) is a ygi-
space such that R = Rrp.

Proof. (a) It follows from Lemma 14. (b) Let z € X. Then by condition (77)
there exists y € X such that (z,y) € T and R(y) = 0. Let us prove that
y € T(z) NOp. Let z € T(y), so (y,z) € T. In particular z ¢ R(y), so z < y
(because if z £ y then we would have that (y, z) € R, which is a contradiction).
Thus, y € Or. (c) Let U € D(X), (z,y) € T and x € U U (7. If 2 € O then
y < x, wich is a contradiction. Thus, x € U. Taking into account that z < y, we
have that y € U. The proof that R = Ry is similar to the proof of Proposition
9. O

The proofs of the following two propositions are similar to the proofs of
propositions 10 and 11, respectively.

Proposition 20. Let (X1, <,T1) and (Xa, <, Ts) be two ygi-spaces. Let f: X1 —
X5 be a gi-morphism. Then f is a ygi-morphism iff f is a p-morphism between
the associated frontal v-spaces (X1,T1, Rr,) and (X2, T2, R1,).

Proposition 21. Let (X1,<;,Ry,T1) and (X2, <3, Ro,Ts) be two frontal ~-
spaces. Let f: X1 — X5 be a gi-morphism. Then f is a p-morphism iff f is a
~ygi-morphism.

Therefore we conclude the following

Theorem 15. The categories yGIS and FGL, are isomorphic.

5 Frontal bounded distributive lattices
In a lattice A the annihilator of a relative to b is defined by
(a,by :={ce A:cNa<b}.

Several authors have studied annihilators in lattices ([11], [15]). In particular,
Mandelker ([15]) proved that a lattice A is distributive iff (a, b) is an ideal for all
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a,b € A. The concept of annihilator is a natural generalization of the relative
pseudocomplement a — b of an element a € A relative to an element b € A.
If A is a bounded distributive lattice, then the function =: A x A — Id(A)
defined by

a=b:=a,b)

satisfies the conditions of a generalized implication. In consequence, the no-
tion of generalized implication is an extension of the concept of annihilator in
distributive lattices.

In this section we define and study the case of frontal operators in bounded
distributive lattices where the generalized implication is defined as the annihila-
tor, and we consider two particular cases of them: the successor function and the
gamma function. Finally we establish a categorical equivalence for the category
of bounded distributive lattices with frontal operators, and for the subcategory
of bounded distributive lattices with successor and the subcategory of bounded
distributive lattices with gamma.

Definition 9. A frontal lattice is an algebra (A, 7) such that A is a bounded
distributive lattice and 7 : A — A is a function satisfying the conditions (W1),
(W2), and the following condition for every a,b € A:

(LW3) 7(a) € (b]V (b,qa).
If (A, 7) is a frontal lattice we say that T is a frontal operator.

We write FBDL for the category whose objects are frontal lattices, and
whose morphisms are homomorphisms of bounded lattices which preserve the
frontal operator. This category is a subcategory of the category of modal al-
gebras. In the next paragraph we define some particular classes of frontal gi-
lattices.

Definition 10. A lattice with successor, or S-lattice, is a pair (A, S) such that
A is a bounded distributive lattice and S: A — A is a function which satisfies
the conditions (W2), (LW3), and the following one:

(S(a), a) € (al.

If (4,S) is a S-lattice, then the function S is called successor. By Lemma
4 we have the successor function in bounded distributive lattices is a frontal
operator. Let BDLg be the category whose objects are S-lattices, and whose
morphisms are homomorphisms of bounded lattices which preserve the modal
operator. These morphisms are called S-homomorphisms. In every S-lattice we
have that (S(a),a) = (a], for each a € A.

Let A be a bounded distributive lattice. We say that a function T: A — A
satisfies the following condition:

(P) (T'(a),a) C (T(a)] for every a € A.
For every a € A we define E, = {be€ A : (b,a) C (b]}.

Proposition 22. Let A be a bounded distributive lattice and S : A — A a
function. The following three conditions are equivalent:

(1) (A, S) is a S-lattice.
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(2) Function S satisfies condition (P), and for every a,b € A there is c € A
with S(a) <bVecand cAb<a.

(3) Function S is given by S(a) = min E,, and for every a,b € A there is
c € A with S(a) <bVecand cAb<a.

S(a)]-

Proof. (1) = (2). Let a € A. By (W2) we obtain (S(a),a) C (a] C (
bV cand

Let a,b € A. Then by (LW3) we have that there is ¢ € A with S(a) <
cANb<a.

(2) = (1). Let a € A. Taking into account condition (P), we have that
(S(a),a) C (S(a)]. Let b € (S(a),a), i.e. bAS(a) < a. By hypothesis we have
that b € (S(a)], so b < a. Hence, b € (a] and (S(a),a) C (a]. The equation
(W2) follows from that for every a € A we have that a € (S(a),a) C (S(a)].
The condition (LW3) follows from that if a,b € A, then there is ¢ € A with
S(a) <bVcand cAb<a.

(2) = (3). It follows from Lemma 4.

(3) = (2). It is immediate. O

Definition 11. A lattice with v, or vy-lattice, is a pair (A,~) such that A is
a bounded distributive lattice and v: A — A is a function which satisfies the
condition (LW3) and the following conditions:

(Lgl) (v(0),0) = {0},
(Lg2) ~(a) =aV~(0).

Let BDL,, be the category whose objects are 7-lattices, and whose mor-
phisms are homomorphisms of bounded lattices which preserve the modal op-
erator. These morphisms are called v-homomorphisms.

In the following we consider two examples of bounded distributive lattices
which are not Heyting algebras, and we study their relation with the existence
of successor function.

Example 2. Let A = (NxN)®{w}, where N is the set of natural numbers and
@ is the ordinal sum of posets ([1]). Let us see that there is successor function
(we use the notation of Prop. 22).

Direct computations show that for every n,m € N we have that E(, ) =
{(p,q) eNxN:n<p&km<qtU{w} and E, = {w}. Thus, these sets have
manimum. On the other hand let a,b € A. If a = w, define c = w. If b = w,
consider ¢ = (0,0). If a,b € A —{w}, then a = (n,m) and b = (p,q) for some
n,m,p,q € N. Hence S(n,m) =(n+1,m+1). Ifn+1<pand m+1<gq,
consider ¢ = (0,0). If n+1<pand m+1 > q, take c = (0,m +2). The other
two cases are similar.

Example 3. Let A= ([0,1) x [0,1)) ® {(1,1)}. For every (a,b) € [0,1) x [0,1)
we have that Eqp) = {(c,d) € [0,1) x [0,1)) :a < c & b < d}U{(1,1)}. We
have that there is not successor function in A because the set E(q ) does not
have minimum.
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5.1 Representation and duality

In the following we give some defintions and results in order to give an equiva-
lence for the category FBDL.

Definition 12. A frontal Priestley space is a structure (X, <, R) such that:

1. (X, <, R) is a modal Priestley space.
2. <CRC<.

Here < is the strict order associated to the order <. Let FPS be the category
whose objects are frontal Priestley spaces, and whose morphisms are functions
f: X7 — Xo such that f is a morphism of Priestley spaces and f is a p-
morphism.

Lemma 16. Let A be a bounded distributive lattice and =: A x A — Id(A) the
function given by a = b= (a,b). Then T =< and T, = <.

Proof. Let (P,Q) € T- and suppose that P € Q. Then there is a € P such
that a € P and a ¢ Q. Hence, (1,a) NP # 0, (P,Q) € T, and 1 € Q, so
a € @, which is a contradiction. Then 7, C <. Conversely, let P,Q € X(A)
and a,b € A such that P C Q, (a,b) " P # () and a € Q. Thus, there exists
c € P such that ¢cAa < b. However c € P C Q, so b € (. In consequence,
(P,Q) € T—. and < C T_.. Therefore T-. = <. O

Lemma 17. Let (X, <) be a Priestley space and T = <. Then (X,<,T) is a
gi-space. Moreover, for every U,V € D(X) we have that U = V = (U, V).

Proof. Let (X, <) be a Priestley space and T' = <. Straightforward computa-
tions proves that (X, <,T) is a gi-space. In the following let us prove that for
every U,V € D(X) we have that U =7 V = (U, V). Let W € U =1 V, so
WCU =7 V. Letz e WNU,sox € T(x)NU CV. Thatis, WNU C V.
Hence, U =7 V C (U, V). Conversely, let W € (U, V). Then WNU C V. Let
us see that W CU —7p V. Let x € W and y € T(x) N U. Taking into account
that z < y and y € U, we have that y € WNU C V. Then T(x)NU C V.
Thus, (U,V) CU =1 V. Therefore U =1 V = (U, V). O

By the previous lemmas and Theorem 5 we have the following
Theorem 18. The category FBDL is dually equivalent to the category FPS.

Finally we give some defintions and results in order to give an equivalences
for the categories BDLg and BDL,.

Lemma 19. Let A be a bounded distributive lattice, =: A x A — Id(A) the
function given by a = b = {(a,b) and S : A — A a function. Then (A,S) is a
Sgi-lattice iff (A, S) is a S-lattice.

Proof. Tt follows from a direct computation. O

Remark 7. If (X, <) is a poset and U C X, we write Ups for the set of mazimal
elements of U. If U is an upset, then U U (U®)ps is an upset. If T C X x X is
the relation <, then Ur = (U°) .
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Definition 13. A S-Priestley space is a structure (X, <) such that:
1. (X, <) is a Priestley space.
2. The set U U (U is clopen, for every U € D(X).

Note that if (X, <) is a Priestley space and U € D(X), then U U (U®)y; is
clopen iff (U¢),s is clopen.

Lemma 20. Let (X, <) be a Priestley space and T = <. Then (X,<,T) is a
Sgi-space iff (X, <) is a S-Priestley space.

Proof. =) It is immediate.

<) Let (X, <) be a S-Priestley space and T' C X x X given by T = <.
By Lemma 17, we have that (X, <,T') is a gi-space. Let us prove that (X, <,T)
satisfies Definition 6. (a) It follows from Remark 7. (b) Let U € D(X) and
x € U°. Taking into account that (X, <) is a Priestley space, we have that
there is y € (U¢) s such that © <y. Then T(z) NUr # 0. (c) Let U € D(X),
(z,y) € T and x € UUUr. Hence, z < yandy £ x. If z € U, then y € U.
If « € Upr = (U°)p, then y € U. Therefore y € U. (d) Let U,V € D(X). We
define the set

W=UUUrnV)=UU[U)mNV].

In the following let us prove that W € D(X), UUUr C VUW and W C
(V. =7 U). The set (U®); is clopen. Hence, W is clopen. Let z,y € X such
that t e Wand x <y. lf y € U, theny € W. If y ¢ U, then z € (U°)yy NVE.
Hence, z =y € W. Thus, W € D(X). Let ¢ € UU (U°)p. If z € U, then
reWCVUW. Ifze(U)pyandax eV, thenz e VCVUW. If ¢ € (U%)
and x ¢ V, then x € (U¢)pyy NV C W. Thus, UU (U € VUW. Finally,
note that V. =7y U = {x € X : [x) NV C U} and let z € W. If x € U,
then x € V. —¢ U. Let x € (U%) . Let us show that [x) NV C U. In order
to prove it, let y € [z) NV. Thus, 2 < y and y € V. Suppose that y ¢ U,
sox € (U)y NV Hence, y = x ¢ V, which is a contradiction. Therefore
W C (V = U). O

If (X, <) is a S-Priestley space, then the successor function in D(X) takes
the form S(U) = U U (U®)p. We write SPS for the category whose objects
are S-Priestley spaces, and whose morphisms are morphisms of Priestley spaces
fr (X1,<1) = (X2, <o) such that f~H(UU(U)n) = f-HU) U (FHU))u,
for each U € D(X5).

Then using Lemma 19, Lemma 20 and Theorem 18 we obtain the following
Theorem 21. The category SPS is dually equivalent to the category BDLg.
Straightforward computations show the following

Lemma 22. Let A be a bounded distributive lattice, =: A x A — Id(A) the
function given by a = b = (a,b) and v : A — A a function. Then (A,v) is a
~gi-lattice iff (A,~) is a y-lattice.

Now we give the following

Definition 14. A 7-Priestley space is a structure (X, <) such that:
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1. (X, <) is a Priestley space.
2. The set U U Xy is clopen, for every U € D(X).

Lemma 23. Let (X, <) be a Priestley space and T = <. Then (X,<,T) is a
~gi-space iff (X, <) is a vy-Priestley space.

Proof. Similar to the proof of Lemma 20. O

If (X, <) is a v-Priestley space, then the gamma function in D(X) takes
the form y(U) = U U X;. We write vPS for the category whose objects are
~v-Priestley spaces, and whose morphisms are morphisms of Priestley spaces
fr(X1,<1) = (Xo,<2) such that f~3(U U Yy) = f~Y(U) U Xy, for each
U € D(X3).

Theorem 24. The category YPS is dually equivalent to the category BDL.,,.

Proof. Tt follows from Lemma 22, Lemma 23 and Theorem 18. O

Aknowledgments

Both authors were partially supported by PIP 112-201101-00636 CONICET.

References

[1] Balbes R. and Dwinger P., Distributive Lattices, University of Missouri Press,
Columbia, Miss, 1974.

[2] Bezhanishvili N. and Gehrke M., Finitely generated free Heyting algebras via
Birkhoff duality and coalgebra, Logical Methods in Computer Science 7, 1-24,
2011.

[3] Caicedo X. and Cignoli R., An algebraic approach to intuitionistic connec-
tives, Journal of Symbolic Logic 66 (4): 1620-1636, 2001.

[4] Castro J.E. and Celani S. A., Quasi-modal lattices. Order 21, 107-129, 2004.

[5] Castro J.E., Celani S. A. and Jansana R., Distributive Lattices with a Gen-
eralized Implication: Topological Duality, Order, Vol. 28, Issue 2, 227-249,
2010.

[6] Celani S.A. and Jansana R., A closer look at some subintuitionistic logics,
Notre Dame J. Form. Log. 42, 225-255, 2003.

[7] Celani S. A. and Jansana R. Bounded distributive lattices with strict impli-
cation, Mathematical Logic Quarterly 51: 219-246, 2005.

[8] Celani S.A., Simple and subdirectly irreducibles bounded distributive
lattices with wunary operators, International Journal of Mathematics
and Mathematical Sciences, vol. 2006, Article ID 21835, 20 pages,
doi:10.1155/IJMMS /2006 /21835, 2006.

[9] Celani S.A. and San Martin H. J., Frontal operators in weak Heyting algebras,
Studia Logica, vol. 100 (1-2), 91-114, 2012.

21



[10] Cignoli R., Lafalce S. and Petrovich A., Remarks on Priestley duality for
distributive lattices. Order 8, 183-197, 1991.

[11] Davey B. A., Some annihilator conditions on distributive lattices, Algebra
Universalis. Vol. 4 (1), 316-322, 1974.

[12] Esakia L., The modalized Heyting calculus: a conservative modal extension
of the Intuitionistic Logic, Journal of Applied Non-Classical Logics. vol 16-
No.3-4, 349-366, 2006.

[13] Goldblatt R., Varieties of complex algebras, Annals Pure Appl. Logic, 44:
173-242, 1989.

[14] Kuznetsov A. V., On the Propositional Calculus of Intuitionistic Provabil-
ity, Soviet Math. Dokl, 32: 18-21, 1985.

[15] Mandelker M., Relative annihilators in lattices, Duke Math. J. 37, 377—
386, 1970.

[16] Priestley H.A., Representation of distributive lattices by means of ordered
Stone spaces,Bull. London Math Soc., 2: 186-190, 1970.

[17] Smetanich, Y., On the Completeness of a Propositional Calculus with a
Supplementary Operation in one Variable, Tr. Mosk. Mat. Obsch. 9:357-371,
1960.

Sergio Arturo Celani.

CONICET and Departamento de Matematica,
Facultad de Ciencias Exactas, UNCPBA.
Pinto 399,

Tandil (7000),

Argentina.

scelani@exa.unicen.edu.ar

Hernéan Javier San Martin.

CONICET and Departamento de Matematica,
Facultad de Ciencias Exactas, UNLP.

Casilla de correos 172,

La Plata (1900),

Argentina.

hsanmartin@mate.unlp.edu.ar

22



