Journal of Quantitative Spectroscopy & Radiative Transfer 164 (2015) 89-96

Contents lists available at ScienceDirect

Journal of Quantitative Spectroscopy &

journal homepage: www.elsevier.com/locate/jgsrt

i

ournal of
uantitative
pectroscopy &
adiative

Radiative Transfer cansfer

Plasma diagnostics from self-absorbed doublet lines
in laser-induced breakdown spectroscopy

@ CrossMark

C.A. D’Angelo *, M. Garcimuiio, D.M. Diaz Pace, G. Bertuccelli

Centro de Investigaciones en Fisica e Ingenieria del Centro de la Provincia de Buenos Aires (CONICET-UNCPBA), Campus Universitario,
Fac. de Cs. Exactas (B7000GHG) Tandil, Buenos Aires, Argentina

ARTICLE INFO

Article history:

Received 6 March 2015
Received in revised form

11 May 2015

Accepted 28 May 2015
Available online 6 June 2015

Keywords:

Laser-induced breakdown spectroscopy
LIBS

Self-absorption

Plasma characterization

ABSTRACT

In this paper, a generalized approach is developed and applied for plasma characterization
and quantitative purposes in laser-induced breakdown spectroscopy (LIBS) experiences by
employing a selected pair of spectral lines belonging to the same multiplet. It is based on
the comparison between experimental ratios of line parameters and the theoretical
calculus obtained under the framework of a homogeneous plasma in local thermody-
namic equilibrium. The applicability of the method was illustrated by using the atomic
resonance transitions 279.55-280.27 nm of Mg II, which are usually detected in laser-
induced plasma (LIP) during laser ablation of many kinds of targets. The laser induced
plasmas were produced using a Nd:YAG laser from a pressed pellet of powdered calcium
hydroxide with a concentration of 300 ppm of Mg. The experimental ratios for peak
intensities, total intensities and Stark widths were obtained for different time windows
and matched to the theoretical calculus. The temperature and the electron density of the
plasma, as well as the Mg columnar density (the atom/ion concentration times the length
of the plasma along the line-of-sight), were determined. The results were interpreted

under the employed approach.

© 2015 Published by Elsevier Ltd.

1. Introduction

Laser-induced breakdown spectroscopy (LIBS) is an
analytical technique that uses a laser-induced plasma
(LIP) as emission spectroscopic source for analytical pur-
poses [1-3]. Nowadays, LIBS technique is a very active field
of research due to its inherent advantages with respect to
other well-established techniques to perform elemental
analysis of a widespread variety of samples such as liquids,
solids, gases, and aerosols [4]. Nevertheless, spectroche-
mical LIBS analysis is not straightforward because the
spectroscopic emission of the LIP is determined not only
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by the concentration of the analyte in the sample, but also
by the properties of the plasma itself, which depend on the
experimental conditions [5]. In fact, in LIP generated in air
at atmospheric pressure, the main issues that have to be
taken into account are time evolution, self-absorption,
spatial inhomogeneity, and matrix effects. Valuable insight
about these physical processes can be achieved by char-
acterizing the plasma through the determination of its
physical parameters, such as temperature, electron den-
sity, and density of the present species [6]. LIP diagnostics
is crucial in order to accomplish the full LIBS potential as
analytical method [7].

Traditional methods for plasma characterization in LIBS
are based on optically thin plasma emission [8]. However,
it is well known that self-absorption of the spectral lines is
one of the main systematic errors in plasma diagnostics as
well as in quantitative analysis. The problem of evaluating
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and compensating self-absorption has been widely dis-
cussed in the literature (see [9] and refs. therein). From an
experimental point of view, self-absorption can be over-
come or reduced by a proper choice of the measurement
conditions and/or selection of suitable emission lines [10].
The most common approach is to discard those transitions
showing self-absorption at the conditions of measure-
ment, mainly the resonance lines, and thus selecting for
the analysis the optically thin transitions. In the curve-of-
growth (CoG) method, the specific content of the element
of interest is selected in such a way that self-absorption is
negligible. In this case, the measurement of several sam-
ples with different concentrations is required [11]. Another
approach is to generate the plasma with relatively high
laser energy under a low pressure atmosphere of an inert
gas [12,13]. However, depending on the particular experi-
ment and the analyte, achieving optically thin conditions
of measurement can be cumbersome.

Line shape analysis brings useful information about LIP
conditions [14]. Hence, methods to account for self-
absorption have been reported relying on its effects on
the line emission profiles [15-19]. Another well-known
procedure to quickly evaluate the occurrence of self-
absorption is checking the intensity ratio of a pair of lines
belonging to the same multiplet [20]. A reduction in the
observed intensity ratio, i.e.: the stronger line relative to
the weaker line, with respect to the theoretical ratio
expected in optically thin conditions indicates that self-
absorption is present. As an example, in a previous work,
we employed the measured intensities of the Mg Il doublet
(279.55-280.27 nm) to check if the spectra were emitted
in optically thin regime and, then, be used to obtain the
electron density of the plasma [21].

In LIP, for a given element and given experimental
conditions, self-absorption varies with time due to the
variation of the thermodynamic parameters of the plasma.
Consequently, assessing the occurrence of self-absorption
for the spectral lines measured is of paramount interest in
LIBS experiments aimed at both basic and applied studies.
On these steps, the main goal of the present work was
employing a selected pair of spectral lines belonging to the
same multiplet and affected by self-absorption for the
purpose of both quantitative analysis and plasma diagnos-
tics. Although several papers have been published on this
subject, LIP diagnostics in optically thick conditions is still
interesting to get valuable understanding about these
complex sources of radiation. For example, the Mg II
resonance spectral lines are useful for astrophysical
plasma diagnostics and modeling [22].

An approach was developed to accomplish a complete
plasma characterization, i.e. temperature, electron density
and NI parameter (the particle density times the optical
length of the plasma along the line-of-sight). It is based on
comparing the experimental ratios of peak intensities, total
intensities, and widths with the corresponding theoretical
values calculated in a framework of a homogeneous plasma
in local thermodynamic equilibrium (LTE). The method was
applied to the atomic resonance transitions 279.55-
280.27 nm of Mg II, which are usually detected in LIBS
experiences carried out with many kinds of targets and
suffer generally of a moderate to strong self-absorption. It

will be useful to those applications where a rapid plasma
characterization is required and/or calibration curves are not
practicable for quantitative analysis because either standards
are not available (i.e. unique, unknown, complex or expen-
sive samples) or the measurements are affected by strong
matrix effects. Furthermore, some insight about the physical
processes involved, such as self-absorption and spatial inho-
mogeneity, was obtained.

2. Theoretical: spectral line emission from a
homogeneous plasma in LTE

We consider a cylinder-symmetrical homogeneous
plasma in local thermodynamic equilibrium (LTE). The
spectrally resolved intensity I, (Js~!m~2sr~! nm~!) of
an emission line, integrated along the line of sight, is given
by solution to the equation of radiation transfer [22]

L=UyD(1—-e"™) 1)

1 2

where U; (Js~'m~2sr~!'nm~!) is the distribution for
blackbody radiation, and 7, (adimensional) is the optical
depth, which determines the degree of self-absorption of
the line. The optical depth can be expressed by [8]

7; = k(M) =k(T)N I P(}) 2)

where k(T) (m? s~ ') is a coefficient that depends on the
atomic parameters of the transition and that can be
calculated if the plasma temperature is known. Namely,

2 A . (E; —E;)
Kt(T)=1°§](?f)le’%{1fe* T } 3)
where the indexes j and i refer to upper and lower
quantum levels of the transition, T (K) is the plasma
temperature, Ao (m) is the central wavelength of the line,
g; (adimensional) is the degeneracy of the upper energy
level, Aji (s~!) is the transition probability, Q(T) (dimen-
sionless) is the atomic partition function, E;E; (eV) are the
quantum energy levels, k (JK~') is the Boltzmann con-
stant, N (m~>) is the density of the emitting element in the
plasma, [ (m) is the absorption path length, and P(1) (s) is
the intrinsic line profile.

The different broadening mechanisms existing in the
LIP need to be evaluated to calculate the line profile in Eq.
(2). Due to the high electron density present in LIP, the
Stark effect is the dominating line-broadening mechanism
[23]. Therefore, the line profile is expressed by the Lor-
entzian function

2
P/ w

Ply=-0 W
W [(A=20)* +(w/2)?]

4)

where w(m) is the line FWHM given by the Stark width of
the line, and ¢ (m s~ ') is the speed of light.

In LTE, the ratio of the number densities of species with
consecutive ionization stages is given by the Saha equation
[24],

z-1
E')C

Z z
NeN- 604 x 102-% k13265 m -2 (5)
Qz 1

Nz—l =

Sz—l,z =

where N, (m~3) is the electron density of the whole plasma
and Eo ! (eV) is the ionization energy of the species z— 1. The
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superscript z refers to the ionization degree of the species
(z=0 for neutral atoms, z=1 for singly ionized atoms, etc.).

3. Experimental
3.1. Experimental setup

The experimental setup is based on a monochromator
with good spectral resolution allowing a detailed measure-
ment of individual line profiles. It has been used pre-
viously, so only a brief description is given here [17-19].
The LIP was generated in air at atmospheric pressure by
focusing a Nd:YAG laser (Continuum Surelite II,
A=1064 nm, 7 ns pulse FWHM, 100 m]/pulse, repetition
rate 2 Hz) at right angles onto the sample surface using a
lens of 10 cm focal length. The light emitted by the plasma
from its brightest central region was collected at right
angles to the laser beam direction by using a quartz lens of
20 cm focal length imaged on the entrance slit (50 pm-
width) of a monochromator (Jobin Yvon THR 1500,
Czerny-Turner configuration, resolution 0.001 nm in dou-
ble pass at 1=300nm, focal length 1.5 m, grating of
2400 lines/mm). The detector was a photomultiplier (PM)
whose signal was time resolved and box-car averaged. The
line profiles were scanned moving the diffraction grating
of the monochromator controlled by software and syn-
chronized with data acquisition and laser firing. Each
experimental point of the emission profile was averaged
for 3 laser shots to improve the signal-to-noise ratio. The
instrumental function was described by a Gaussian func-
tion with an estimated FWHM of 0.005 nm for the 50 pm-
width entrance/exit slits and A=280 nm. The sample used
was fixed to a rotary holder and consisted of a pressed
pellet of finely powdered calcium hydroxide prepared in
the laboratory with a Mg concentration of 300 ppm. The
emission intensities of Mg II doublet lines 279.55 nm and
280.27 nm were measured at 9 time windows during the
plasma lifetime ranging from 2 ps to 10 ps with a fixed
gate width of 30 ns. The atomic data of the lines are listed
in Table 1. The delay time with respect to the laser pulse
was varied in the range 2-10 ps.

3.2. The model

In order to simulate the emission line profiles, we
employed the basic equations of Section 2, as well as
standard statistical distributions. Moreover, the following
assumptions were made on specific properties of the plasma:

(i) In real LIP generated in atmospheric conditions,
spatial gradients of the plasma parameters exist inside
the plume. This fact can be accounted by using a more
elaborated framework of an inhomogeneous plasma.
Nevertheless, this will involve many parameters thus
reducing their practical applicability. Therefore, a simple
model of a homogeneous plasma in LTE was considered to
describe the line profiles. Moreover, when spatially-
integrated line intensities are measured, the plasma para-
meters have apparent values representing a population
average of the real spatial distributions within the plasma
region from which the spectral lines are emitted [25].

(ii) In a previous work, we studied the time depen-
dence of the temperature and the electron density for LIP
generated in similar conditions as here and from the same
kind of samples [17]. Both the parameters were deter-
mined using Mg I-II lines and the results were presented
in graphical form. In order to ease the use of those results,
we derived an empirical relation linking the plasma
electron density N, (m~3) with the temperature kT (eV)
as follows:

Ne(kT) =yo+a exp (kT;XO> (6)

with

Y0=2.63 x 10** m—3

Xp=133 eV

a=8.74x10>*m3

b=0.33eV

As shown in Fig. 1, this expression reproduces the
experimental data in the temperature range 1.8-0.5eV
with a high correlation (R>=0.998). The estimated error
for the electron density was 5-10%.

(iii) The total Mg number density Ny (m~3) was
supposed to be constant along the line of sight of the
plasma. Furthermore, we considered that, for the typical
values of temperatures and electron densities of LIP in our
experiment (i.e.: kT~1eV and N,~10?* m~3), the total
density of Mg species in the plasma is Npg (m 3=
Nigi+Nupgu+Nupgm. Hence, since LTE holds, the number
densities of the different ionization species (m~>) can be
calculated using the Saha equation (4). Namely,

Nop i — Nmg Ne [, S12 S23 @
M= Ne+Si, Ne(Ne+S512) —S12 S23
Nug S12 [ S12 S23 }
N, = — 8
MEN= Ne+S12 Ne(N,+512)—S12 S23 ®)
_ NgS12523
Nuvg i = Ne(Ne +512) — 512523 ©

®  Experiment
Fit (R?=0.998)

Electron density (x10'® cm™)

18 16 14 12 10 08 06
Temperature (eV)

Fig. 1. Electron density of the laser-induced plasma at different
temperatures.
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where S, ;. is the Saha equation (5) for the species z
and z— 1. As an example, written in practical units,

Nygn  Qumgn

Sy =N = 6.042
12 eNMgI QMgl
x1021(kT)3/2efEMg,/kT m-3 (10)
with EY%'—7.646 eV.

Fig. 2 shows the relative number densities of the different
ionization stages with respect to the total Mg density for a
typical decreasing range of temperatures reached in LIBS
experiments, calculated by employing Eqgs. (6) and (7)—(9). It
is observed that ionization stages higher than two do not
contribute to the total Mg density. Moreover, for tempera-
tures > 0.8 eV the density of Mg Il is larger than the density
of Mg I, while the density of Mg IIl is small ( < 6%). On the
other hand, for temperatures < 0.8 eV the density of Mg Il is
lower than the density of Mg L.

(iv) In typical LIBS experiences, Stark broadening is the
predominant mechanism that determines the Lorentzian
contribution to line profiles [23]. It is proportional to the
electron number density, namely,

Wstark = 2W£ nm (] 1)

NRef
where w (nm) is the electron impact half width and fef
(m~3) is a reference electron density, usually 10?2 or
1023 m—3[26].

Our calculations employ the following home-made
computer algorithm. The input parameters are the experi-
mental line and its spectroscopic data. After that, a range
of values for the plasma temperature (kT) and the total
columnar density (Nygl) are set by the user. Then, the line
intensity profiles for the Mg transitions are calculated
using Egs. (1)-(11). The intrinsic line profiles are convo-
luted with the instrumental function of the monochroma-
tor. Finally, the results obtained for the simulated lines are
their total intensity, peak intensity, and width, from which
the corresponding theoretical ratios are computed as a
function of kT and the product Ny,l. An advantage of the
present approach is that it does not require the use of a set
of reference samples with several concentrations of the

10 4
0.9 ]
08 -
074

0.6
0.5
0.4

0.3
0.2

Mg relative number density

0.1

0.0

14 13 12 11 10 09 08 07 06 05
Temperature (eV)
Fig. 2. Number densities of neutral (N;), singly-ionized (Ny;) and doubly-

ionized (Ny;) atoms for Mg, normalized to the total Mg density (N), as a
function of temperature.

element of interest and it does not require the knowledge
of the detector spectral efficiency.

4. Results and discussion

The developed approach was applied to compute the
peak intensity ratios, total intensity ratios, and width
ratios for the Mg II line 279.55 nm with respect to the
Mg Il line 280.27 nm by running the algorithm for
kT=0.5-1.4 eV and Ny, I=10""-10** m~2. This models a
LIBS experiment in which these lines are recorded at
several time windows characterized by different plasma
temperatures from samples with a varying Mg concentra-
tion. The output of the algorithm is shown in Fig. 3, where
the calculated ratios are shown as a function of Nyl for
the different plasma temperatures.

In Fig. 3a and b, similar trends are observed for both the
peak and total intensity ratios. For a given plasma tem-
perature, the ratios decrease as Nyl increases from a value
of 2, corresponding to optically thin plasma condition, up
to a value of 1, for optically thick condition. Moreover, it
can be observed that the change from optically thin to
optically thick regime is more abrupt for the peak ratios
(Fig. 3a) with respect to the total intensity ratios (Fig. 3b).
This can be attributed to the fact that self-absorption starts
in the peak of the line and, as the optical depth increases
with the elemental concentration, it spreads out progres-
sively towards the wings, which is reflected in the emis-
sion intensity. Furthermore, in both the figures the
transition to self-absorbed regime occurs at higher values
of the parameter NI for the lower plasma temperature. This
feature is more evident in both figures for kT=0.5-0.6 eV,
where transition occurs for NI values one or two orders of
magnitude higher than that for the other temperatures.
This may be explained because at such temperatures the
relative population of Mg II is very low (Fig. 2); thus, a
higher Mg concentration is required in order for the self-
absorption effects to become noticeable.

In turn, a more complicated trend is observed for the
width ratios for the different plasma temperatures
(Fig. 3c). For lower NI values, the width ratios are 1; then,
the ratios grow with the Mg density to reach a maximum
and, finally, decrease again to 1 for higher Mg densities. In
addition, it is observed that the lower the plasma tem-
perature, the rise and decrease take place at higher NI
values. As discussed in the following, this behavior may be
mainly explained by the different degrees of self-
absorption affecting each line of the Mg II doublet.

With the support of the calculations exposed in Fig. 3,
the method developed is based on the spectral differences
produced by self-absorption of two lines belonging to the
same multiplet since it modifies in a different way the line
intensity, peak intensity and line width because of their
dependence on the plasma parameters (i.e.: kT, N, NI).
However, in the two limits of optically thin or complete
optically thick conditions this spectroscopic magnitudes
are not dependent on the plasma parameters. Next, the
outputs of the model are compared with measurements
from a real LIBS experiment.

To verify experimentally the applicability of the model
described in Section 3.2, it was applied to characterize LIP
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Peak ratio

Intensity ratio

Width ratio

Fig. 3. Theoretical peak ratios (a), intensity ratios (b) and width ratios (c)
for Mg II line 279.55 nm with respect to Mg II line 280.27 nm computed
under the framework used in the present work as a function of Mg
columnar density and temperature.

by employing the Mg Il doublet 279.55-280.27 nm. To this
aim, both the resonance spectral lines were recorded with
different time windows in the range 2-10 ps. The peak
intensities, total intensities (wavelength integrated), and
widths of the Mg II lines were determined from their
measured profiles, as described in Section 3.2. Then, the
respective experimental ratios were compared with the
theoretical calculus of the model proposed.

In the ideal case, a single value of the Nyl product and
a finite range of plasma temperature are expected to
describe all the experimental points. In practice, some
differences between the parameters kT and Nyl deter-
mined for each of the ratios occurred because of the
experimental errors in the measurement of the line para-
meters. Hence, an automatic routine to find the best fitting
for all the curves simultaneously is a cumbersome task due
to a tradeoff taking place between the different values of
the parameters to be optimized. Therefore, the values for
which a good agreement between theory and experiment
occurred were found by visual comparison. In this way, the
final set of values of the plasma parameters obtained for
the time windows analyzed in this work are listed in
Table 2. These results were deduced from spectra obtained
via integration of the measured emission intensity along
the line of sight from a near homogeneous plasma. Thus,
the parameters have apparent values corresponding to
population averages [27]. The electron density was in all
cases above the critical value for the existence of LTE
according to Mc Whirter criterion [6].

The experimental and theoretical results are compared
in Fig. 4. The experimental ratios are assigned to the
different time windows in the upper x-axis, while the
plasma temperatures obtained are indicated in the lower
x-axis. The errors for the experimental ratios were esti-
mated from the propagation of the individual errors of the
different line parameters. It is observed that, in our
experimental conditions, the results are in good agree-
ment with the theoretical curves with the exception of
two points in Fig. 4a and c, corresponding to the lower
temperatures. An explanation for this discrepancy is
given below.

The extent of self-absorption affecting each line is
determined by its optical depth which, as discussed in a
previous paper [18], is determined by the following main
factors: the plasma temperature, the spectroscopic fea-
tures of the line, the columnar density, and the line shape.
Initially, the columnar density Nyl is related to the
ablation process which depends on the laser irradiance
and the properties of the sample surface [29]. Then, as
stated in [30], as a consequence of the growth of the
plasma volume due to the rapid plasma expansion the
Nyl value increases due to an increment of the optical
path dimension and decreases due to a diminution of the
species density. The net result is a net reduction of the
columnar density and, thereby, of the optical depth. As
shown in [18], this effect is more pronounced during the
expansion stage of the plume at early times of its evolu-
tion. On the other hand, at longer times where the plasma
expansion slowed down the NI product remains approxi-
mately constant. In our experimental conditions, a single
value of Nyl =(3+1)x10*°m~2 describes well the
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Fig. 4. Experimental peak ratios (a), intensity ratios (b) and width ratios
(c) for Mg II line with respect to Mg II line 280.27 nm recorded at
different time windows. The solid and dashed lines represent the
theoretical curves computed for different Mg columnar densities under
the framework used in the present work.

experimental ratios within the error, except for the men-
tioned pair of points for the lower temperatures in Fig. 4a
and c. Thus, in our experiment the plasma plume finished
its expansion at the delay times recorded.

From the results of Tables 1 and 2, some useful under-
standing about the physical processes occurring in the LIP,
such as self-absorption and spatial inhomogeneity, can be
derived by correlating them to the trends of the thermo-
dynamic parameters. The temperature and electron den-
sity of the LIP decrease with time as a result of the plasma
cooling and recombination, respectively. The range of
values for the x; coefficients, Stark widths, and maximum
optical depths calculated for the Mg II lines are shown in
Table 1. The high values of the optical depths evidence the
important self-absorption suffered by both the lines at all
the time windows measured. Moreover, in the time inter-
val studied, the Mg Il density experiments only a slight
variation (< 10%, Fig. 2) and the k, of both lines are
approximately constant, while the Stark widths decrease
with N,, as shown in Table 1. This originates a growth of
their optical depths and, hence, a higher self-absorption as
time progresses, which is evidenced in the decreasing
trends of both the peak and the intensity ratios in
Fig. 4a and b.

The Stark width of lines belonging to the same multi-
plet is usually the same within a few percent [20]. Thus,
both the lines of the Mg Il doublet have approximately the
same line profile in Eq.(2). Consequently, their relative
self-absorption will be determined only by their k, factors,
which depend on the line spectroscopic features and the
plasma temperature. In our case, k(279.55)/k{(280.27) ~ 2
independently of the temperature; therefore, the line
279.55 nm is approximately two times more sensitive to
self-absorption than the line 280.27 nm. Since self-
absorption causes an additional broadening of the line
profiles with respect to the optically thin case, it follows
that the line 279.55 nm will experiment a faster broad-
ening than the line 280.27 nm as the Mg II density grows.
For the decreasing range of temperature obtained in this
work (see Table 2), the k, factors are constant for both the
lines. Thus, their optical depths grow (see Table 1) and
originate the increasing trend of their width ratio, as
observed in Fig. 4c.

As previously mentioned, the model of a homogeneous
plasma fits well with the measurements within the
experimental errors, except at the later time windows
analyzed in Fig. 4a and ¢ where the experimental ratios
show a systematic deviation from the theoretical calculus.
In fact, for times of 8-10 ps our model predicted ratios that
are either lower (Fig. 4a) or higher (Fig. 4c) than the
experimental values obtained. This observation can be
explained by the fact that the adopted model does not
describe the results very well for intense lines with strong
self-absorption, as already described by Aguilera et al. [31]
and also observed in a previous work of our group for the
Mg resonance lines [17]. In the present study, the results
indicate that, for the later times, the optical depths of the
lines of the Mg Il doublet increased due to the decrease of
about one order of magnitude of the electron density of
the plasma and thus the effects of plasma inhomogeneity
started to be noticeable. A more elaborated approach
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Table 1

Spectral lines used to characterize the plasma, with their atomic data (taken from [28]) and x;, Wstark, and zo=1(4o) values obtained.

Element Line (nm) Aji (10857 1) Ej (eV) E; (eV) g g Kk (1075 m?s~ 1) Wseark (nm)? 70 (adim)?
Mg 11 279.55 2.60 4434 0 4 2 8.73-8.71 0.707-0.377 820-1331
Mg II 280.27 2.57 4422 0 2 2 4.33-4.32 0.707-0.377 409-665

2 Calculated for kT=1.4-1.0 eV and N,=(1.3-0.7 + 0.1) x 10** m—3.

Table 2
Range value of the plasma parameters obtained for the delay times
analyzed.

pelay (PS) kT (eV) Ne (m73) NMgl (m,z)

2-10 1.40-1.09 + 0.05 (1.3-0.7 +0.1)x 10?* (3 +1)x 10%°

should be used where the plasma parameters take appar-
ent values resulting from the integration over different
plasma regions. Thereby, a significant part of the line
emission coming from the outer regions with lower optical
depths (optically thin conditions) explains why the experi-
mental peak ratios are higher than the values predicted by
the homogeneous framework in Fig. 4a. Similarly, the Stark
widths of the lines contain important contributions of
optically thin regions where the broadening of both Mg Il
lines is the same causing the observed decrease of the
width ratio. In turn, this systematic deviation was not
observed for the intensity ratios in Fig. 4b. This may be due
to the fact that the line center is more susceptive to spatial
gradients of temperature than that of the wings. Therefore,
the inhomogeneity effects do not affect appreciably the
total intensity ratios measured.

5. Conclusions

In the present paper, an approach was developed for
plasma characterization and quantitative purposes based
on a model of a homogeneous plasma in LTE. The method
is applicable to any pair of lines of the same multiplet with
known values of their atomic parameters and affected by
self-absorption. Measurements at different time windows
are required to assure the variation of self-absorption due
to the consequent time evolution of the plasma para-
meters. Furthermore, it does not need the construction of
CoG nor the knowledge of the detector spectral efficiency.

The method was applied to the atomic resonance
transitions 279.55-280.27 nm of Mg II but it can be easily
extended to other atomic/ionic elements. The matching of
theoretical calculus to the experimental ratios provided
the set of parameters describing the plasma, i.e.: kT, N,
and Nygl. These are apparent values corresponding to a
population average over the real spatial distributions
within the plasma plume.

The line measurements were made at times of plasma
evolution in which the plume has almost finished its
expansion. At this stage, lower gradients of the parameters
existed and a near homogeneous plasma was considered,
that is the effects of spatial inhomogeneities on the line
profiles can be neglected. The model of a homogeneous
plasma described well the measurements for spectral lines

showing low to moderate self-absorption. In turn, when
self-absorption of the lines is strong, as observed for the
later time windows analyzed, the systematic deviation
observed for the experimental peak intensities as well as
for widths ratios with respect to the theoretical calculus
indicated that the effects of plasma inhomogeneity started
to be noticeable again. At this stage of plasma lifetime, the
model of a homogeneous plasma does not describe prop-
erly intense lines affected by strong self-absorption; i.e.:
with high optical depths. On the other hand, this does not
occur for the experimental total intensity ratios due to
their low sensitivity to spatial gradients of temperature,
which make it more reliable to evaluate self-absorption.
Overall, in our experimental conditions, the good general
agreement found between theory and experiment sup-
ported the suitability of the model for plasma diagnostics
employing doublet lines affected by low to moderate self-
absorption.
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