Time–Energy Uncertainty and Electronic Correlation in H⁺–Graphite Collisions
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ABSTRACT: The formation of negative ions in the scattering of protons by a highly oriented pyrolytic graphite (HOPG) surface is theoretically and experimentally analyzed for a large scattering angle and compared with previous results obtained in the same system but for a forward scattering geometry. These experiments were motivated by the fact that the interaction of a hydrogen atom with a surface is the prototype system for studying the intra-atomic Coulomb repulsion in an s-like valence orbital localized in the atom. We tried to answer the open questions related to the electronic correlation effects and the influence of the detailed surface band structure by using appropriate theoretical models. The comparison with the experimental results obtained by using different limit approximations of the electronic repulsion in the atomic state shows the expected validity ranges according to the ion velocity. However, the most remarkable conclusion obtained from this comparison is the nonvalidity of an adiabatic picture of the energy levels shifted by the interactions with the surface atoms, when the energy uncertainty introduced by the ion velocity becomes of the order of the electronic repulsion in the hydrogen ground state.

1. INTRODUCTION

Charge exchange between an atomic projectile and a target surface during a nonequilibrium collision process is a topic of relevance for extensive areas involving basic and applied research. The tunnelling of resonant electrons is crucial to understand and describe charge transfer between ions and various surfaces. An abundance of literature exists exploring these systems, but the mechanisms that control the charge exchange between them are not yet completely understood.1−27

The interaction of hydrogen ions with solid surfaces is not only relevant for fundamental science but also important in devices involved in plasma confinement.28−30 On the other side, graphite is also important for fusion physics for being the first wall material in a Tokamak variable configuration. However, only a few groups have studied the ion formation after scattering from graphite.22,25,27,28,31−35

When working with charge exchange during a scattering process, i.e., electronic transfer to and from a target surface to a colliding ion, it is important to consider that the projectile electronic energy levels are shifted and broaden with respect to the energy level at large distances. This effect is primarily due to the interaction of the projectile states with the conduction band and with the target inner states.36,37

Previous studies of proton scattering by a highly oriented pyrolytic graphite (HOPG) surface22,25,31,32,35−40 have shown that questions about the electronic correlation effects and the influence of the fine details of the surface band structure still remain open. The formation of hydrogen negative ions requires an electron capture from the surface band states to the affinity state, depending, therefore, on the characteristics of the surface band structure around the Fermi level and on the level shift due to the ion–surface interaction. In contrast, the neutralization process, involving the projectile ionization level situated below the surface Fermi energy and well immersed within the surface valence band, is not expected to be highly sensitive to these characteristics. Nevertheless, the correlation between the different charge states introduced by the electronic interaction within a time-dependent evolution of the colliding system may lead to no intuitive results.

In a previous work,22 the negative and positive ion fractions in the scattering of protons by HOPG were measured within a forward scattering geometry, and the theoretical calculation of the ion fractions was based on an infinite correlation limit. In this work, it was suggested that the differences found between theoretical and experimental data were due to electronic correlation effects and to electronic structure details not taken into account by considering only the diagonal terms of the density matrix of the solid.
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In our previous works, under forward scattering (FS) conditions, we took into account many different surface atoms along the ion trajectory. Then, mainly due to computational time, it was impossible to consider a finite electronic repulsion $U$ and to take into account fine band structure details. However, these ingredients can be incorporated in a theoretical description of a dynamic collision process when a backscattering (BS) geometry is analyzed. Under this condition, we expect only a reduced and controlled number of surface atoms which effectively interact with the ion projectile. In the present work, theoretical calculations based on an Anderson model and a time-dependent Green function formalism are used for describing the novel measurements of the positive and negative ion fractions when H+ projectiles are backscattered by a highly oriented pyrolytic graphite surface (HOPG). Our theoretical description includes now sophisticated elements such as a finite electronic repulsion in the localized state and the complete density matrix of the solid. The theoretical–experimental data assessment allows us to infer how relevant are the different physical ingredients contemplated in the model and the energy range where they play a significant role.

2. ION FRACTION MEASUREMENT: EXPERIMENTAL SETUP

Charge transfer experiments were performed in the low-energy ion-scattering time-of-flight (LEIS-TOF) system available in our group. Basically, it consists of an ultrahigh vacuum (UHV) chamber with a base pressure in the $10^{-9}$ Torr range; an ion gun that includes a Colutron ion source, focusing lens, a Wien filter, and pulsing plates; and a time-of-flight (TOF) spectrometer.

The positive hydrogen ions are produced in a discharge source (Colutron). Subsequently, they are accelerated to the chosen energy, and a Wien filter is used to separate H+ from other sorts of ions. A pulsed ion beam is produced afterward by applying a square-wave voltage to a pair of deflection plates located in front of a rectangular slit. The pulsed ion beam is then scattered by the HOPG substrate.

The HOPG sample was cleaned in UHV by annealing at 1300 K for 5 min. The sample is kept at around 500 K during the whole experiment to prevent it from potential contamination with implanted ions. The cleaning process was repeated after each experiment.

The energy distributions of the ions and neutrals (H+, H0, and H0) scattered off the graphite surface were obtained by time-of-flight methods. The detector essentially consists of three electrodes (anodes) placed behind two microchannel plates (MCPs) mounted in a chevron configuration at the end of the drift tube. To measure neutrals, scattered ions are filtered off by a pair of deflection plates placed at the drift tube entrance (see Figure 1), and the central electrode is used to detect the neutral particles. To measure the scattered ions (H+ or H0) a previously calibrated voltage is applied to a second set of deflection plates mounted in front of the microchannel plates, and one of the outer anodes is used to detect them. By selecting the elastic peak from both neutrals and H+ (or H0) spectra, the positive and negative ion fractions can be straightforwardly calculated. The incoming energy was varied from 2 to 8 keV, with a 500 eV step.

The sample–detector distance is 137 cm, and the incoming/exit angles were fixed to 45°/90°, measured with respect to the HOPG surface plane (total scattering angle: 135°). This geometry was particularly chosen to ensure consistency with the theoretical model assumptions/constraints.

3. RESULTS AND THEORY

In Figure 1 we can observe that similar ion fractions were obtained for both scattering configurations. Negative ion fractions are lower than 5% and slightly dependent on the incoming energy. Positive ion fractions increase with incoming energy and vary between 5 and 20%. The remarkable matching found between both experimental data is unexpected given the substantial physical differences between both collision configurations. For instance, in FS the perpendicular component of the incoming energy, $E_{\text{in}}$, varies from 134 to 536 eV, while in BS it ranges from 1000 to 4000 eV. Thus, the time during which the proton is in contact with the surface, along the incoming trajectory, is much longer when the FS configuration is used. The perpendicular exit energies differ by a factor of 3; $E_{\text{exit}}$ varies between 475 and 1900 eV in FS, while in BS it ranges from 1500 to 6000 eV.

Appropriate theoretical proposals able to describe the experimental trends observed could reveal the underlying physics of charge exchange during H+–HOPG collisions.
We will briefly review the main points of the theoretical aspects in the following paragraphs.

The interaction of a hydrogen atom with a surface is the prototype system for studying the intra-atomic Coulomb repulsion in an s-like valence orbital localized in the atom. The Anderson Hamiltonian provides an adequate description of the negative and positive ion fractions in the time-dependent collision process

\[
H = \sum_{k,\sigma} \epsilon_k \hat{n}_{k,\sigma} + \sum_{\sigma} \left[ \epsilon_i + \frac{U}{2} \hat{n}_{\downarrow,\sigma} \right] \hat{n}_{\uparrow,\sigma} + \sum_{k,\sigma} \left[ V_{k,k'}^+ \hat{c}_k^\dagger \hat{c}_{k'} + \text{h.c.} \right]
\]

(3.1)

The first term in eq 3.1 corresponds to the diagonalized solid with eigenstates \( \epsilon_{\pm} \) and occupation number operators \( \hat{n}_{\pm,\sigma} \), \( \sigma \) being the electron spin projection. The second term of 3.1 describes the atom s-valence state with ionization energy \( \epsilon_i \) and a Coulomb repulsion \( U \); \( \hat{n}_{\sigma} \) is the atom state occupation number operator. The interaction between the solid (\( k \)) and atom (\( a \)) states is described by the third term of eq 3.1.

In a purely stationary problem, the most appropriate approximated solution of eq 3.1 depends on the relation between the correlation parameter \( U \) and the level width originated in the atom–surface interaction

\[
\Gamma(\epsilon_i) = \pi \sum_{\epsilon} |V_{i,\epsilon}|^2 \delta(\epsilon_i - \epsilon)
\]

The approximations based on a large value of \( U \) are valid if \( \Gamma(\epsilon_i) \ll U \) (weak coupling limit). The opposite limit, small values of \( U \), is suitable when \( \Gamma(\epsilon_i) \gg U \) (strong coupling limit).

In time-dependent scattering processes, assuming a level width \( \Gamma \) that decays with the atom–surface distance, and a principally constant correlation parameter \( U \), both strong and weak coupling situations can be thought to occur in different regions of the ion trajectory.

However, in a dynamical scattering process the time–energy uncertainty relation \( \Delta E_{\text{int}} \approx h/2\tau \) (where \( \tau \) is the characteristic time of evolution of an unstable state) should also be considered. Thus, as it is well-known, the energy of an unstable state cannot be determined with arbitrary accuracy but only to within an energy uncertainty \( \Delta E_{\text{int}} \), called the natural width of the state.\(^{44}\) In an ion–surface collision process, \( \Delta E_{\text{int}} \approx \nu_{\perp}/2 \) in atomic units, where \( \nu_{\perp} \) is the perpendicular component of the ion velocity.\(^{45}\) Therefore, the time-dependent process introduces an effective decrease in the energy difference between the ionization and the affinity levels (\( U \)) as \( \Delta E_{\text{int}} \) increases. Then, we can define an effective correlation parameter \( U^* = U - 2\Delta E_{\text{int}} \). In Figure 2 we show the one electron levels, their variations due to the adiabatic interaction with the surface, and the width \( \Delta E_{\text{int}} \) (represented by the “error bars” of height equal to \( 2\Delta E_{\text{int}} \)) introduced by the time–energy uncertainty relation.

The different regimes are then determined by the relation between the effective correlation parameter \( U^* \) and the level width introduced by the interaction \( \Gamma \), which is calculated as an effective value in the range of projectile–surface distances at which the charge exchange occurs. In this way, we have three different limit situations:

- \( U^* \gg \Gamma \): either an infinite \( U \) limit or a spinless approximation have to work well if the incoming velocity is low enough to assume a neutral hydrogen as the initial condition for the dynamical evolution. In both approximations the charge fluctuations \( H^0 \leftrightarrow H^+ \) and \( H^0 \leftrightarrow H^- \) are treated separately,\(^{22}\) by considering the ionization and the affinity levels as the active level in each case. To compare the theoretical calculations with experimental positive (\( ^+ \)) and negative (\( ^- \)) ion fractions, we proposed\(^{22}\)

\[
\begin{align*}
\Gamma^+ &= P^+ (1 - P^-) \\
\Gamma^- &= P^- (1 - P^+) 
\end{align*}
\]

(3.2)

where \( P^+ \) and \( P^- \) are, respectively, the positive and negative ionization probabilities of initial neutral atoms.

- \( U^* \ll \Gamma \): a small-\( U \) limit approximation is the adequate one. The calculation of the three possible charge states of hydrogen \( (H^+, H, H^-) \) is performed by using a second order in the coupling term \( V_{i,\epsilon} \) criteria to close the equation of motions that determine the appropriate Green functions.\(^{46}\)

These different situations emerge in our experiments depending on the geometry of the experimental setup (FS or BS) as we will analyze in the following.

In our forward scattering experiment, the incoming perpendicular energies range from 134 to 536 eV, much smaller than the exit perpendicular energies that vary between 475 and 1900 eV. In this situation, we can assume that the proton has been neutralized along the incoming path, and therefore, the charge state of the projectile is completely defined along the outgoing part of the trajectory. In the region of relatively large distances to the surface (\( z > 5 \) au), the separation between the one-electron levels (ionization and
affinity) is larger than 10 eV (see Figure 2), and the average uncertainty introduced by the velocity is between 1.5 and 3 eV, as we can see from Figure 3. Then, in this situation $U^\text{fi} > \Gamma$, and therefore, it is reasonable that an approximation based on an infinite $U$ limit or, moreover, one which ignores the electron spin leads to a rather satisfactory description of the ion fractions measured in the FS experimental geometry.\footnote{The Journal of Physical Chemistry C} In this case we are referring to positive and negative ionization processes occurring near the surface, along the exit trajectory. Thus, they are more probable for larger exit projectile velocities.

It is also expected that this approximation does not provide a good description as the exit energy increases due to the decrease of $U^\text{fi}$ and to a less efficient neutralization along the incoming path.

In backscattering experiments, the situation radically changes. The perpendicular components of the ingoing and exit energies are larger than 1 keV, and then, the system is no longer in a very slow motion regime that allows for an effective neutralization along the incoming trajectory. Thus, a more relevant role played by the whole trajectory is envisioned. Under BS conditions, the relation $\Delta E^\text{un} \geq 3$ eV is fulfilled (see Figure 3). This leads to lower $U^\text{fi}$ values turning in this way, the spinless approximation inadequate to reproduce BS experimental results. This conjecture is proven when spinless calculations are compared with BS experimental data as shown in Figure 4.

Effectively, the spinless approximation does not reproduce the BS experimental ion fraction trends and/or magnitudes. The good description of the positive ion fraction for incoming energies lower than 5 keV is only fortuitous, considering the approach used to determine the ion fractions under this approximation (eq 3.2).

In Figures 5(a) and 5(b) we show the ion fractions calculated under the large- (but finite) and the small-$U$ limit approximations, respectively. It can be noticed that both approximations reproduce experimental data reasonably well for incoming energies below 5 keV. However, and especially for higher energies, a better description is achieved when using the small-$U$ limit calculation. As discussed above, this is a consequence of a reduced $U^\text{fi}$ for this energy range.

It is clear that both ion fractions are overestimated for energy values larger than 4 keV, under the small-$U$ assumption. Specifically, this difference is more pronounced for the negative ion fraction. A possible explanation for this finding might be given by Figure 6. Here, we depict the ionization and affinity energy level widths introduced by the projectile velocity (plotted as shadowed regions) as a function of the incoming energy. The constant values assumed for the ionization and affinity levels are calculated as an average of the adiabatic levels measured in the 4–8 au region, where the interaction is still operative for charge exchange (see inset of Figure 6). In this figure we can see that both energy levels start to overlap at a projectile incoming energy around 5.5 keV. As stated above, this result could be strongly linked to the departure from experimental data exhibited at higher projectile incoming energies (Figure 5).

Figure 6 clearly indicates that for high projectile energies in the BS experimental configuration the level widths associated with the time–energy uncertainty cause overlapping of ionization and affinity levels in the whole range of projectile–surface distances. This special circumstance, primarily inherent to the projectile H, the geometric experimental configuration, and the incoming projectile energy, makes it impossible to clearly define the one-electron levels for the first and second electrons. In this special case, the concept of well-separated one-electron levels adiabatically varying due to the interaction with the surface appears intuitively erroneous.
To test this idea, we decided to assume constant ionization and affinity levels along the ion trajectory. These constant levels were chosen to be equal to the corresponding values for the isolated hydrogen atom. The obtained results are shown in Figures 7(a) and 7(b). We obtain a fair description of the experimental results for the largest incoming energies. The remaining differences may still be due to the limited number of C atoms and the nonfully realistic proton trajectory we have considered in the calculations, as it is discussed in the following section.

Results shown in Figure 7 strongly suggest that the theoretical approach including the small-U limit approximation plus ionization and affinity constant levels assumption is adequate to accurately describe positive and negative ion fractions under these particular conditions.

4. DETAILS OF THE CALCULATION

The atom–surface coupling terms and the energy shift of the projectile energy levels due to short- and large-range interactions are calculated by following the same considerations as in refs 22 and 25. The model calculation is based on an expansion of the solid states $\phi^d_\alpha(\vec{r})$ in the atomic states $\phi_\alpha(\vec{r} - \vec{R}_i)$ centered on the different atoms of the solid ($\alpha$ denotes the orbital type and $\vec{R}_i$ the position with respect to the scatter atom). In this way the coupling term $V_{\alpha,i}^{\dim}(\vec{R})$ can be written as

$$V_{\alpha,i}^{\dim}(\vec{R}) = \sum_{\alpha',i'} c_{\alpha,i}^{\alpha',i'} V_{\alpha,i'}^{\dim}(\vec{R} - \vec{R}_i)$$

(4.1)

where $V_{\alpha,i}^{\dim}(\vec{r} - \vec{R})$ is the atomic coupling between the $\alpha$-states of the $i$-atom of the solid and the state of the projectile positioned at the distance $\vec{R}$ from the scatter atom, calculated by using a mean field approximation and a symmetrically
orthonormalized atomic basis set in the space of the dimmer projectile-solid atom.59 The coefficients $c_{i,j}^k$ in the expansion 4.1 define the density matrix of the solid given by the expression

$$\rho_{ij}(\varepsilon) = \sum_k c_{i,j}^k c_{\bar{i},\bar{j}}^k \delta(\varepsilon - \varepsilon_k)$$

(4.2)

The calculations by assuming either a large but finite $U$ or a small $U$ were performed by considering a perpendicular trajectory of the proton with a velocity equal to the normal component, according to the scattering geometry of the experiment (scattering angle of 135° and an incoming angle of 45° with respect to the surface). The energy loss in the binary collision is also taken into account ($E_{\text{coll}} = 0.75E_{\text{in}}$). Only the scatter atom ($\vec{R}_0 = (0,0,0)$) and its first three neighbors on the surface were considered in the expansion 4.1 because of the complexity of the computational task. Then, the results shown in Figures 5 and 7 correspond to the respective $U$ limit calculation including these four C atoms and the complete density matrix in this subspace of neighbors.

We test the previous assumptions by performing a comparative analysis of the ionization probabilities in the spinless calculation. In Figure 8 we show that a perpendicular trajectory (45°/90°) with all the interacting C atoms in expansion 4.1 and only diagonal on-site terms of eq 4.2. Green triangles: trajectory (90°/90°) with four C atoms in expansion 4.1 and only diagonal on-site terms of eq 4.2. Circles: trajectory (90°/90°) with four C atoms in expansion 4.1 and including also the off-diagonal on-site terms of eq 4.2. Full/empty symbols correspond to negative/positive ionization probabilities.
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**Figure 8.** Ionization probabilities as a function of the incoming energy. Stars: trajectory (45°/90°) with all the interacting C atoms in expansion 4.1 and only diagonal on-site terms of eq 4.2. Green triangles: trajectory (90°/90°) with four C atoms in expansion 4.1 and only diagonal on-site terms of eq 4.2. Circles: trajectory (90°/90°) with four C atoms in expansion 4.1 and including also the off-diagonal on-site terms of eq 4.2. Full/empty symbols correspond to negative/positive ionization probabilities.

In summary, the analysis performed in each experimental setup shows that in spite of the similar ion fractions obtained in both FS and BS the physics is quite different. In the FS the slow perpendicular motion along the incoming path leads to an effective neutralization of the proton and then to a positive or negative ionization along the exit trajectory, where the infinite correlation limit provides an appropriate scenario. In the BS the level width introduced by the proton rapid motion begins to play an important role by diminishing the effective Coulomb repulsion $U^\ast$. The small-$U$ limit is the adequate approximation to describe the experiments in this case. However, when the velocity is large enough to introduce an energy uncertainty such that the ionization and affinity levels are not well resolved, the adiabatic level shifts are not valid anymore, and the assumption of constant energy levels ($\epsilon_{ij} + U + \epsilon_f$) provides a precise description of the ion fractions experimentally observed.

The distinctive conditions where the present analysis is valid are a consequence of not only the experimental setup or the incoming energy range but also of the nature of the system (H-HOPG) studied. Hydrogen one-electron ionization and affinity levels are close enough to each other to be fairly sensitive to the energy uncertainty widths, and also, they are located relatively close to the HOPG Fermi level, within the broadening introduced by the time evolution. The role played by the surface is essentially connected with the presence and magnitude of the density of states (DOS) in the surroundings of the projectile affinity and ionization levels.

5. CONCLUSIONS

In summary, the analysis performed in each experimental setup shows that in spite of the similar ion fractions obtained in both FS and BS the physics is quite different. In the FS the slow perpendicular motion along the incoming path leads to an effective neutralization of the proton and then to a positive or negative ionization along the exit trajectory, where the infinite correlation limit provides an appropriate scenario. In the BS the level width introduced by the proton rapid motion begins to play an important role by diminishing the effective Coulomb repulsion $U^\ast$. The small-$U$ limit is the adequate approximation to describe the experiments in this case. However, when the velocity is large enough to introduce an energy uncertainty such that the ionization and affinity levels are not well resolved, the adiabatic level shifts are not valid anymore, and the assumption of constant energy levels ($\epsilon_{ij} + U + \epsilon_f$) provides a precise description of the ion fractions experimentally observed.

The distinctive conditions where the present analysis is valid are a consequence of not only the experimental setup or the incoming energy range but also of the nature of the system (H-HOPG) studied. Hydrogen one-electron ionization and affinity levels are close enough to each other to be fairly sensitive to the energy uncertainty widths, and also, they are located relatively close to the HOPG Fermi level, within the broadening introduced by the time evolution. The role played by the surface is essentially connected with the presence and magnitude of the density of states (DOS) in the surroundings of the projectile affinity and ionization levels.
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