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Random Sampling Applied to the Measurement of a
DC Signal Immersed in Noise

Daniel Carrica, Senior Member, IEEE, Mario Benedetti, and Roberto Petrocelli

Abstract—This paper introduces the use of random sampling for
the recovery of dc signals immersed in noise. This technique avoids
the use of antialiasing filters even if the disturbance frequencies
are higher than the maximum sampling frequency available. The
use of random sampling and a moving average (MA) filter for the
measurement of dc signals is mathematically and experimentally
demonstrated.

Index Terms—A/D acquisition, dc measurement, random sam-
pling, signal processing.

I. INTRODUCTION

M EASUREMENTS of a dc component immersed in an ac
disturbance require either analog or digital processing in

order to recover the actual value of the dc component. When dig-
ital processing is used, the signal to be measured has to be sam-
pled with a frequency higher than the double of the highest input
frequency (Shannon Theorem). There are certain cases in which
the acquisition system has restrictions to meet this requirement.
For example, the acquisition time of the system could not be
short enough. This is even more likely if the same A/D con-
verter acquires numerous multiplexed channels. In these cases,
a bulky and expensive low-frequency antialiasing filter per input
is needed. Furthermore, the use of a single filter at the mul-
tiplexer output results in unacceptable settling times even for
low-resolution acquisition system.

Elimination of antialiasing filters leads to distortion in the
measurement because the information resulting from the uni-
form sampling can be wrongly interpreted as a dc. Moreover, a
low-frequency distortion is more noticeable when the sampling
frequency is close to any disturbance harmonics. These errors
are bigger when the correlation between the interfering signal
and the sampling function is higher. For this reason, it is worth
considering the use of random sampling instead of uniform. The
purpose of the random sampling is to reduce or even eliminate
the correlation between the disturbance and the sampling signal.

The issue of nonuniform sampling was already addressed by
Steiglitz [1], and later on by Oppenheim and Johnson [2]. They
analyzed its possible application for estimating spectral func-
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tions. Filicoriet al. [3] applied a random sampling strategy and
an associated filtering algorithm for the efficient implementa-
tion of broad-band measurement instruments based on nonlinear
signal conversion. Recently, random sampling has been used for
measuring spectral functions [4], [5]. Other authors, such as Kan
et al. [6] and Freyet al. [7], used it to analyze the distortions
of the random jitter that occur in those systems where uniform
sampling is required.

In the following sections, the elimination of antialiasing
filters by using random sampling is analyzed. In Section II, the
mathematical formulation of the proposal is developed. The
formulation considers a moving average (MA) filter as digital
processing. Numerical simulations and experimental results are
presented in Sections III and IV, respectively.

II. M ATHEMATICAL FORMULATION

The mathematical formulation of the method is presented in
this section. The analysis considers that the signal to be elimi-
nated is a pure sinusoidal. This is compatible with an impulsive
disturbance, which means signals of the type

(1)

The interference sinusoidal signal has the following character-
istics:

• frequency unknown;
• random phase, with a uniform probability density func-

tion (uniform pdf), ranging from to ;
• amplitude .

Being , the amplitude of the dc component to recover, the input
signal is

(2)

The random sampling is carried out using an ideal sampling
function , illustrated in Fig. 1. The sampling interval of
is

(3)

where is the minimum sampling interval that the acquisi-
tion system can produce. (This is limited by technological fac-
tors, usually the acquisition time) andis a random time with
a uniform pdf

for any other (4)

where is the maximum value of .
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Fig. 1. Proposed sampling function.

The value of sets the correlation between the sampling
and input signals. If is zero, the sampling period is constant
and randomness disappears. In such cases, coherence occurs be-
tween the sampling function and those input signals whose fre-
quencies are multiples of . Therefore, must be long
enough to ensure a low degree correlation between the sampling
function and any input signal.

The output of the MA filter is an estimation of the dc value
and it is given by

(5)

where is the instantaneous value of the input at the sampling
time and is the number of samples in the MA filter. The
values are given by

(6)

It can be seen that (6) includes random values: and the
sampling intervals , for to .

Using (6), (5) becomes

(7)

The expected value of is calculated in order to check the
quality of the proposed estimate. The expected value of a func-
tion of several random variables is [8]

(8)

where
joint pdf of

phase of the perturbation;

successive sampling periods of thesamples.

Random variables , , , are statistically indepen-
dent. Consequently, the joint pdf yields [8]

(9)

Substituting the pdf of , , , in (9) results in

otherwise. (10)

The introduction of (7) and (10) in (8), leads to

(11)

According to (3), (11) can be expressed as

(12)

Finally, the solution of (12) is

(13)

According to (13), the result of the expected value is the dc
value to be measured, whatever the values of n, , and .
Therefore, uniform sampling and random sampling
give satisfactory values the estimation.

In order to prove that random sampling produces better results
than uniform sampling, the error of the former one should be
smaller. The variance of the estimate is used to compare both
methods and is calculated using the following expression [8]:

(14)

where is the second-order moment of and its defini-
tion is

(15)

By introducing (10) in (15), we obtain

(16)
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Fig. 2. Normalized variance versus frequency. The dots represent experiments,
the solid lines represent (20).

which can be expressed as (17), shown at the bottom of the page.
The solution of (17) leads to the following equation:

(18)

Therefore, the variance of the estimation can be expressed as

(19)

Equation (19) indicates that the variance depends on the ampli-
tude , the number of samples in the MA filter, the frequency
of the sinusoidal disturbance, and the value of the time periods

and .
The variance in (19) is normalized in relation to the distur-

bance variance

(20)

Fig. 2 plots the normalized variance given by (20) as a func-
tion of the frequency (represented by solid lines). The nor-
malized variance of (20) presents a minimum at approximately

.
It is interesting to point out that the variance of the estimation

approaches a constant value as the frequency increases. This

Fig. 3. Normalized variance, (20), versus frequency, forn = 10:
(a)T =T = 10; (b) T =T = 1; and (c)T =T = 0.

value is equal to the disturbance variance divided by the number
of samples, as it is also the case in the uniform sampled Gaussian
white noise [9]. Moreover, the function represented by (20) does
not show the typical peaks of the spectral overlapping at any
frequency. Consequently, it is possible to estimate the value of
the dc because the disturbance is properly reduced for all the
frequencies.

An uncertain interval can be set from the value of the vari-
ance. The pdf of the estimation can be considered as a Gaussian
distribution. Therefore, it is possible to establish, with a proba-
bility of 95%, that the error margins will be [10]. This
uncertain interval can be made small as it is required increasing
the number of samples.

A correlation between the disturbance and the sampling func-
tion still exists in this random sampling proposal and it depends
on the ratio . The smaller this ratio is, the closer to the
uniform sampling case. This is illustrated by Fig. 3. It shows
normalized variance [dB] as a function of frequency for
and ms, for three cases: (a) ,
(b) , and (c) . For ,
(uniform sampling) the variance peaks at frequencies that are
multiple of the sampling frequency. Moreover, it can be ob-
served that the normalized variance is significantly smaller in
the uniform sampling than in the random one except for the re-
gions around frequencies which are multiple of the sampling
frequency. In these regions, the effect of the disturbing signal is
very important and its elimination is the aim of the method that
is proposed in this paper.

III. N UMERICAL VERIFICATIONS

Numerical verifications were done to validate the theoret-
ical results. Numerical experiments were carried out using
MATLAB. Each experiment consisted of a set of , where

(17)
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, being the output of the MA filter. The
MA filter input was a sinusoidal signal of constant frequency

and random phase . This signal was sampled ten times
in a random way, with sampling intervals given by

(3), ms, and ms. Each was obtained
by (5), where is the sampled value of the input at.

The variance of along the set of 100 is given by

(21)

where is the mean value of the .
Three hundred experiments were done, for , sweeping

the frequency from 0 to 150 Hz in steps of 1/2 Hz, and another
300 were done for . Fig. 2 shows the results of these
experiments. The normalized variance versus frequency is rep-
resented by dots while the theoretical result from (20) is repre-
sented by the solid line. It can be seen that the numerical and the-
oretical results are very close. The worst case is the experiment
carried out around 35 Hz with a deviation of4 dB from the an-
alytical expression. According to the analytical expression, the
simulations show a valley between 1 and 3 Hz, which is approx-
imately the value deduced from (20).

An important characteristic of the variance can be seen in
Fig. 2. The variance decreases and reaches a saturation value,
which is sensitive to the number of samples. The higher the
number of samples, the lower the saturation value.

Results of Fig. 2 indicate that a dc signal, immersed in a si-
nusoidal noise of a frequency higher than the maximum acqui-
sition frequency, can be easily measured by using random sam-
pling and MA filters. The attenuation of the ac disturbing signal
is proportional to the inverse of the number of samples in the
MA filter. For , the variance of the remaining disturbing
signal is 10% of the input ac signal variance. In terms of power,
the attenuation is 10 dB for and 20 dB for . If
uniform sampling is used, the attenuation is 0 dB at frequencies
multiple of sampling frequency (see Fig. 3).

IV. EXPERIMENTAL RESULTS

A DSP-based acquisition board without antialiasing filter was
used to verify the theoretical and numerical results. The system
was configured to ms and ms. An input
signal which is composed by a dc signal of 2 V plus an ac signal
of 101 Hz and 2 V peak was acquired. The input signal was pro-
cessed by an DSP-implemented MA filter. The output values
were converted to analog in order to view them using an os-
cilloscope. Fig. 4 shows the output of the MA filter when the
input signal is acquired using uniform sampling. A sinusoidal
signal of 1 Hz and 2 V peak appears added to the correct value
of dc. Fig. 5 shows the data acquired with random sampling plus
an MA filter of . The figure presents a 2 V dc plus a
random noise whose power is 0.2441 V, which is much lower
than in uniform sampling. Fig. 5 also shows that only 5% of the
samples are out of the range , ( and
then ). Fig. 6 illustrates
random sampling but with an MA of 100 samples. The noise
power is 0.0228 V, that is, it is still better than that showed
in Fig. 5. Values out of the range are 5% of the total,

Fig. 4. Oscilloscope view of the data acquired by uniform sampling,T =

10ms. Signal acquired is a dc of 2 V plus a sinusoidal of 101 Hz and 2 V peak.

Fig. 5. Oscilloscope view of the data acquired using random sampling and MA
of ten samples,T = 10 ms,T =T = 10. Signal acquired is a dc of
2 V plus a sinusoidal of 101 Hz and 2 V peak.

Fig. 6. Oscilloscope view of the data acquired using random sampling and MA
of 100 samples,T = 10 ms,T =T = 10. Signal acquired is a dc of
2 V plus a sinusoidal of 101 Hz and 2 V peak.

. The experimental re-
sults showed a better performance asis incremented and they
are according to the theory.
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V. CONCLUSIONS

The paper introduces the use of random sampling as a tech-
nique to avoid aliasing problems in acquisition systems. The use
of an MA filter and random sampling is effective in acquiring
a dc signal immersed in an impulsive noise. Antialiasing filters,
which are strongly recommended if uniform sampling is used,
can be avoided when the proposed method is used, even if the
disturbance frequencies are higher than the maximum available
sampling frequency.

The proposal is mathematically and experimentally demon-
strated. The results show a reduction of the disturbing effect of
the impulsive noise. The reduction depends on the number of
samples included in the MA filter. The results also show that
the performance of the method depends on the degree of corre-
lation between the sampling function and the perturbation. The
greater the correlation, the greater the risk of aliasing problems.
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