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Windows are a key factor for designing energy-efficient buildings, particularly the frame area that can produce high thermal
bridging. This paper deals with accurately estimating heat transfer through window frames under fluctuating film coeffi-
cients. The one-dimensional frame conductance model traditionally used by building simulation programs is analysed and
an alternative model is proposed, which takes into account the non-planar morphology of studied frames. This model shows
a positive agreement with the results obtained from a two-dimensional heat-transfer simulation program, demonstrating that
the thermal performance of high-conductance non-planar frames strongly depends on the ratio between the boundary surface
area and the projected frame area. According to the results, the traditional conductance model seems to be suitable for all
frames with a thermal transmittance lower than 5 W/m2K; however, frames with a U-factor higher than 6.2 W/m2K need an
alternative conductance model that better reflects the 2D nature of frame sections.

Keywords: thermal conductance; window frame; film coefficient; frame compactness; simulation; U-factor

1. Introduction
Buildings account for a third of all of the energy con-
sumption in the world. The International Energy Agency
(International Energy Agency 2013) expresses an urgency
for changing our current energy and climate path, also
pointing out that the development of energy-efficient build-
ing envelopes is a key factor for reducing greenhouse
gas emissions from HVAC. In particular, they describe
single-pane windows with clear-glass and poorly insu-
lated frames as very inefficient, also mentioning that these
types of windows are still being installed in many regions
around the world. Windows are a key factor in the energy
efficiency of buildings, not only because they provide nat-
ural light and solar gain, but also because they generally
have a higher thermal transmittance than other compo-
nents of the building envelope. This means that a large
amount of heat transfer occurs through windows. In par-
ticular, the window frame typically occupies between
20% and 30% of the window area (Gustavsen 2008) and
when the frame U-factor is higher than the centre-of-
glass U-factor, it can significantly bring the performance
of the window down. Therefore, when assessing exist-
ing or new buildings for energy-saving potential, it is
important to accurately address the complex heat trans-
fer mechanisms through windows and especially through
their frames. Building energy simulation programs should

*Corresponding author. Email: mdegastines@mendoza-conicet.gob.ar

thus incorporate adequate window heat transfer models and
algorithms.

A number of studies have been carried out on the
modelling approaches for windows within simulation pro-
grams. Booten, Kruis, and Christensen (2012) compared
the different ways of modelling heat transfer that occurs
through windows for two commonly used simulation pro-
grams, EnergyPlus and DOE-2. They encountered signif-
icant differences in the calculated heating loads related to
windows, which are up to 41% for single-glazed windows,
and proposed a number of changes in order to address the
various issues identified in the source code of the programs
related to the calculation of indoor and outdoor convection
coefficients. Lyons, Wong, and Bhandari (2010) and Lam,
Ge, and Fazio (2014) compared the results obtained by
using the different glazing modelling alternatives available
in EnergyPlus and discussed the strengths and limitations
of each approach. Other investigations (Lomas et al. 1997;
Manz et al. 2006; Loutzenhiser et al. 2007a, 2007b) have
contrasted simulation results with measured data in order
to validate software models for windows. Nowadays, most
building simulation programs allow for a layer-by-layer
description of glazing. Heat balance is calculated at each
time step in order to determine glazing surface tempera-
tures and calculate the heat transfer that comes through the
glazing.

© 2016 International Building Performance Simulation Association (IBPSA)
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2 M. de Gastines et al.

Loutzenhiser et al. (2009) urge that assessing the over-
all impact of a window requires an adequate consideration
of edge effects and window frame. For edge effects, the
authors describe how to input thermal bridges due to glaz-
ing spacers and installation (interface between window and
external wall) in several types of building simulation soft-
ware. In EnergyPlus, for example, it is possible to input the
ratio of edge-of-glass conductance to centre-of-glass con-
ductance (Uiuc 2009). Passive House is the only standard
that incorporates the thermal performance of the window
installation, via an installation �-value. Otherwise, the
thermal bridge of the glass/frame interface is generally
included as a characteristic of the frame, while the instal-
lation thermal bridge has to be taken into account in the
same way as the other thermal bridges of the building, that
is, by calculating modified thermophysical properties or by
adding additional constructions to represent the edge losses
(Strachan et al. 2015).

As far as window frames are concerned, because
of their complex geometry, two-dimensional heat trans-
fer simulations and/or experimental analyses are needed
to accurately characterize thermal behaviour of the
frames. Most building energy simulation programs sim-
plify the thermal conduction problem by considering a one-
dimensional heat flow through the envelope, and cannot
appropriately address the complexity of heat flow through
frames. Therefore, they generally use the frame U-factor
as an input for the characterization of heat transfer through
window frames.

U-factor calculation can be done through the finite
element method using specific software such as THERM
or BISCO. In this work, THERM 6.3 is used because
it is a free software which is frequently being updated
by its developers – Lawrence Berkeley National Labora-
tory (LBNL). This software can model the complicated
geometries of building products, such as frames, in order
to evaluate their energy efficiency and local temperature
patterns. THERM 6.3 is also the currently approved soft-
ware for NFRC (National Fenestration Rating Council of
United States) simulations. A number of investigations
(e.g. Griffith et al. 1998) have analysed the adjustment
of THERM simulations to experimental measurements
and have contributed to algorithm improvements, achiev-
ing a good accuracy (10% according to Gustavsen et al.
(2008)). One of the main advantages of THERM is that its
results can be used with WINDOW (another LBNL soft-
ware) in order to determine total window product U-factors
and Solar Heat Gain Coefficients. The main limitation of
THERM is that it does not have a user-friendly interface,
which restrains its use among designers and architects.

The available thermal transmittance data are generally
the certified U-factor, but this value can be determined by
different standards for any given window. A comparative
study of the North American and European fenestration
energy performance standards was carried out based on
U-factor calculation for a variety of windows with different

frame and glazing typologies (RDH Building Engineering
2014), demonstrating that the frame U-factor calculated
according to NFRC conditions could be up to 5% lower
and 24% higher than the ones obtained under ISO 10077
conditions. This result can be explained by the differ-
ent calculation procedures and boundary conditions used
in the standards. The authors concluded that additional
research work should be undertaken to study the rela-
tionship between certified U-factors and optimal window
selection for a particular climate.

As an example of the strong dependence of U-factors
on environmental conditions, it was observed that the dif-
ference between NFRC U-factor and particular climate
conditions U-factor for a given window could even be
bigger than the difference between the U-factors of a ther-
mally broken and unbroken aluminium window under the
same conditions (De Gastines, Villalba, and Pattini 2014).
Therefore, it is crucial that building energy simulation soft-
ware take into account U-factor variations resulting from
the fluctuations of environmental conditions during the
simulation run period in order to get representative and
accurate results that are consistent with the specific design
and technology of the specific window.

In many types of building simulation software, the use
of frame conductance values attempts to solve the prob-
lem of U-factor dependence on environmental conditions.
The underlying concept is that the overall frame resistance
(reciprocal of frame U-factor) can be calculated from the
sum of the frame resistance (reciprocal of frame conduc-
tance), the outside air resistance (1/hco) and the inside
air resistance (1/hci). Frame conductance is an impor-
tant input for building energy simulation programs which
have at least one dynamic surface heat transfer correla-
tion (Loutzenhiser et al. 2009). However, this conductance
method is suitable for homogeneous and flat envelope
constructions where the heat flow can be considered one
dimensional, like window glazing. Thus, the validity of
this approach is arguable for frames that include mul-
tiple internal cavities. Aluminium frames are especially
inhomogeneous, since internal cavities have much lower
effective conductivity values than aluminium. It is also
questionable for non-planar fenestration systems where
heat flow is two dimensional as well.

U-factor dependence on environmental conditions is
particularly significant in the case of aluminium frames
without a thermal break. Indeed, according to ASHRAE
(2009), frame heat loss in most fenestration is controlled
by a single component or controlling resistance. For alu-
minium frames without a thermal break, most of the
resistance to heat flow is provided by the inside film
coefficient, whereas for thermally broken aluminium, the
controlling resistance is the depth of the thermal break
material in the heat flow direction, and for vinyl- or wood-
framed fenestration, it is the shortest distance between the
inside and the outside surfaces. Since thermal behaviour
depends mainly on environmental conditions for thermally
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unbroken aluminium frames, concerns are raised about
the traditional conductance calculation method, which are
particularly important for the analysis of those frames.

Despite the significant progress made in recent decades
in developing highly insulating frames (Byars and Arasteh
1992; Gustavsen 2008), aluminium frames without ther-
mal break still hold a significant proportion of windows
worldwide. In the case of the Argentinean market, this
technological backwardness can be explained by the lack
of energy efficiency standards for buildings and windows
as well as a certified institute for creating and maintain-
ing these standards. Another factor may be governmental
energy subsidies which do not encourage the market devel-
opment towards energy savings. Since these windows still
exist in many buildings, and considering that they produce
high thermal bridging, the description and understanding
of this type of heat transfer are crucial in order to per-
form improved and more accurate building simulations that
can estimate real energy savings which would result from
improvements in windows technology.

Although aluminium windows without thermal break
are extensively used, there is no precise information about
typical thermal transmittance values for those frames. The
ASHRAE Fundamental Handbook (2009) specifies refer-
ence values for frame U-factors depending on the frame
material, operability and the number of glass panes, but
those values were determined using NFRC 100-91 and
have not yet been updated to the current rating methodol-
ogy NFRC 100-2004. The latter differs from the older ver-
sion because it includes detailed radiation models, which,
according to Griffith et al. (1998), improve the accuracy
of simulated U-factors for projecting windows, especially
for lower performance products. Therefore, the reliabil-
ity of the provided data is uncertain. Apart from this, the
Argentinean norm IRAM 11507-4 (2001) indicates a sin-
gle value of 6.02 W/m2K for the thermal transmittance
of aluminium frames without thermal break, regardless of
typology or glazing width. This reference value is ques-
tionable too, because the conditions in which the value was
calculated have not been specified, and it is much lower
than the values published by ASHRAE (13.51 W/m2K for
a single-glazed, operable aluminium window frame).

This work aims to develop a model that can properly
describe the variations of highly conductive and non-planar
frame U-factors according to environmental conditions for
use in building simulation software in order to improve the
precision of the estimates of heat transfer through a key
element of the building envelope.

2. Methodology
2.1. Selection of case studies
Case studies were selected among the windows avail-
able in the Argentinean market. This is relevant
since the most commonly used windows in Argentina
are single-pane, aluminium, thermally unbroken, highly

non-planar horizontal slider windows. Information was
gathered about all relevant windows available in the local
market. Then, a morphological study was performed,
grouping the identified frames into a number of categories
according to their similarities in terms of shape and dimen-
sions. Next, one frame was selected to represent each
category.

2.2. Frame and edge-of-glass U-factors calculation for
the selected windows

A detailed calculation of the U-factors for the selected win-
dows was performed using the WINDOW 6.3 and THERM
6.3 software, in accordance with the methods described
in THERM 6.3/WINDOW 6.3 NFRC Simulation Man-
ual (Robin et al. 2011) based on the norm ISO 15099
(ISO 2003b) and NFRC 100-2004 procedures (National
Fenestration Rating Council 2004). Regarding the proper-
ties of the different materials, default conductivity values
were used for the felt and EPDM weatherstrips. However,
a new material was defined for aluminium parts, with a
thermal conductivity of 199 W/m2K (considering that the
frame profiles are elaborated with aluminium alloy 6063-
T6, which belongs to the AlMgSi alloys and has a thermal
conductivity of between 197 and 201 W/m2K). The emis-
sivity was set to 0.2, taking into account that an emissivity
of 0.9 should be assigned later at the external (painted)
surfaces of the frame.

According to the NFRC methodology, the frame U-
factor is calculated with the glass in place; thus, the
obtained value includes part of the edge effects at the inter-
face between the frame and glass. The rest of them are
taken into account through the use of an edge-of-glass ther-
mal transmittance, Ue, which characterizes the heat trans-
fer through the 63.5-mm-wide edge-of-glass area. Both
values (Uf and Ue) are direct outputs from THERM simu-
lations. The edge region between the frame and the glazing
generally produces significant thermal bridging because
of the spacer bar (Gustavsen, Uvsløkk, and Jelle 2005;
Elmahdy 2006). Since only single-pane windows (i.e.
without spacer) are considered in this study, edge effects
at the frame/glass interface should be reduced. However,
since reference norms (ISO 2003a, 2003b; National Fen-
estration Rating Council 2004) mention the calculation of
this thermal bridge, edge-of-glass U-factor is calculated for
the different case studies in order to verify the low impact
of edge effects on the total U-factor.

These norms, however, do not consider installation
thermal bridge as part of heat transfer. Moreover, Berggren
and Wall (2013) showed that the relative effect of thermal
bridges increases when more insulation is used. Therefore,
since the studied frames are highly conductive, it can be
assumed that installation thermal bridge has a low rela-
tive effect on the thermal behaviour of the envelope. Also,
as mentioned in Section 1, installation thermal bridge can
be taken into account by adding an increase in thermal
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4 M. de Gastines et al.

transmittance to the homogeneous part of the envelope. For
those reasons, installation thermal bridges were not studied
in this work.

All the constitutive sections of each frame were simu-
lated in THERM, and the frame and edge U-factors were
calculated by area-weighting the thermal performance of
the different sections of each frame. Then, the files were
imported into WINDOW to calculate the complete window
(1200 mm x 1500 mm) U-factor and conductance value.
Conductance values obtained for each case study were then
analysed.

2.3. Analysis of the traditional frame conductance
model

The traditional frame conductance model used to esti-
mate heat transfer in different environmental conditions
was tested according to the conductance values obtained
in Section 2.2 for the frames studied. After identifying the
weaknesses of that model, the development of an alter-
native model was undertaken, aiming to allow a more
accurate estimate of frame U-factor variations depending
on environmental conditions for the frames under study.

2.4. Development of an alternative model Uf(hi, ho)

2.4.1. Model USj (hi; ho) for a frame section
The development of an alternative model for the calcula-
tion of the thermal transmittance of frames as a function
of film coefficients was carried out in successive stages.
For simplification, at first, the study focused on a sin-
gle section, the one having the greatest influence on the
U-factor of the whole frame.

A new model USj (hi, ho) was proposed, which incor-
porates corrective coefficients depending on the specific
morphology of each profile. To assess the model adjust-
ment, the U-factor of the selected section was calculated
both according to the model predictions and through sim-
ulation in THERM for six different couples of inside and
outside combined film coefficients (hi, ho). Temperature
was set to 21°C inside and − 18°C outside as in previ-
ous simulations. Since a simplified convection/linearized
radiation model was used at this stage, slightly venti-
lated cavities were defined in THERM on both sides of
the window, as recommended by Section 6.7.1 of ISO
15099 (2003b). Then, the results obtained from the model
and from simulations were compared using the root mean
square error (RMSE).

2.4.2. Model Uf(hi; ho) for the whole frame
The model USj (hi; ho) for one section was extrapolated to
the whole frame, expressing the corrective coefficients as
a function of the morphological characteristics of every
section which constitutes the frame. To assess the validity
of this model Uf(hi, ho), the same method was employed as
in Section 2.4.1. Considering that this verification requires

up to 30 simulations for each frame, three samples were
selected within the case studies. This selection was made
according to the results of Section 2.2, by choosing the
frames with the highest, lowest and closest to average U-
factors. RMSE was then calculated in order to evaluate the
predictions for each model (Equations (1) and (3)).

2.4.3. Application of the model to an aluminium
thermally broken frame

In order to determine whether the proposed model applies
to other frame technologies, a thermally broken aluminium
slider window frame was simulated in THERM under
the same six inside and outside film coefficient combina-
tions, and the RMSE was then calculated to quantify the
agreement of the alternative model predictions with the
simulation results. The result was then compared with the
RMSE obtained for the traditional conductance equation.

3. Results
3.1. Selection of case studies
The profiles of horizontal slider windows developed by
five Argentinean aluminium extrusion companies were
analysed. Each company offers several product lines with
different performance levels and designs. Although most
product lines have several variants, making it possible to
assemble different combinations of profiles, the base prod-
uct of each line was selected (without accessories and with
identical sill and head sections). In total, 37 frame models
were collected.

Horizontal slider windows are composed of a frame
and two (internal and external) sliding sashes. Figure 1
shows the different sections which form the fenestration
assembly. The frame is composed of a sill, a head and two
jamb profiles, while each sash comprises stiles and rails.
The meeting rail section is formed by the union of stiles,
considering that the window is closed.

The main criteria considered for grouping the frames
into different categories were the general performance level
(along with the manufacturer’s guidelines), the shape and
width of the sill profile, and the evenness between the var-
ious elements which form the whole frame. In all, 86% of
the collected frame models were classified into eight cate-
gories and one representative sample was chosen for each
category, reducing the number of simulation windows to
eight. Table 1 indicates the characteristics that define each
group and shows the vertical and horizontal sections of the
eight samples selected as case studies.

Ratios of total to projected boundary surface area on
the internal and external sides of the frames are tabulated
in Table 2. All values are much greater than 1, which makes
all studied frames highly non-planar.

3.2. Calculation of the U-factor of the frames
Since all samples have identical sill and head sections, only
five sections need to be defined, referred to as S1–S5, as
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Journal of Building Performance Simulation 5

Figure 1. Window constitutive elements.

shown in Figure 1. The sill (and consequently the head)
and the jambs of the window are divided into two sections
according to the sash position (internal or external). Sepa-
rately, frames 5 and 7 have identical sill and jamb sections,
which means that they only have three different sections
(S1 = S3 and S2 = S4). In total, 36 simulations are thus
needed to calculate the thermal transmittance of all case
studies.

Although only single pane windows were considered in
this investigation, the frames studied have different nom-
inal thickness of the glazing, between 5 and 8 mm. To
estimate the deviation due to this difference, the U-factors
of sections combined with a 5 mm wide glazing and then
with an 8 mm wide glazing were compared. Variations of
about 1% were found, which means that simulating each
frame with its nominal glazing thickness will not signif-
icantly affect the validity of the results and comparison
between them.

3.2.1. U-factors of different frame sections
Each section of the eight study cases was simulated in
THERM, in accordance with the NFRC methodology. The
U-factors obtained are indicated in Table 3. The results are
plotted in Figure 2 to compare the resulting values.

U-factors of the different sections range between 7.12
and 12.96 W/m2K. Significant variability can be observed
between the U-factors of the different sections, even among
those that belong to the same frame. For example, there
is an absolute difference of 4.01 W/m2K between the
U-factors of sections S2 and S5 of frame 1. Conversely,
frame 5 stands out for having thermal behaviour that
is much more uniform (maximum absolute difference of
0.30 W/m2K between one section and another), which can
be partially explained by the fact that it has identical
sill/rail and jamb/stile profiles.

As can be observed in Figure 2, US1 > US2 and US3 >

US4 in all the case studies, which indicates that the sash
position (internal or external) affects the thermal transmit-
tance value of the profile. Also, frames 4, 6 and 8 stand
out for having lower US3 and US4 values than US1 and US2

values. A particularity of those frames is that, unlike their
sill profiles, their jamb profiles have lateral fins. Therefore,
it can be assumed that lateral fins impinge on the frame
U-factor.

3.2.2. Frame and edge-of-glass U-factors calculation
for the whole windows

After obtaining the different U-factors for the different sec-
tions, the whole frame and edge-of-glass U-factors were
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6 M. de Gastines et al.

Table 1. Descriptions of each category and illustrations of the selected samples (sill, jamb and meeting rail sections).

Category 1 (includes nine models)
• Performance level: economical
• Same sill and jamb profiles
• Different rail and stile profiles
• Bottom rail width: 19 mm

Category 2 (includes three models)
• Performance level: economical
• Same sill and jamb profiles
• Different rail and stile profiles
• Bottom rail width: 19 mm
• No lateral fins

Category 3 (includes three models)
• Performance level: medium
• Same sill and jamb profiles
• Different rail and stile profiles
• Bottom rail width: 19 mm

Category 4 (includes four models)
• Performance level: medium
• Different sill and jamb profiles
• Different rail and stile profiles
• Bottom rail width: 23 mm

Category 5 (includes five models)
• Performance level: medium
• Same sill and jamb profiles
• Same rail and stile profiles
• Bottom rail width: 28 mm

Category 6 (includes three models)
• Performance level: high
• Different sill and jamb profiles
• Different rail and stile profiles
• Bottom rail width: 31 mm

Category 7 (includes three models)
• Performance level: high
• Same sill and jamb profiles
• Same rail and stile profiles
• Bottom rail width: 34, 40 or 42 mm

Category 8 (includes two models)
• Performance level: high
• Different sill and jamb profiles
• Same rail and stile profiles
• Bottom rail width: 40 mm

calculated by area-weighting those values. Table 4 shows
the frame, edge-of-glass and centre-of-glass U-factors for
the eight case studies (considering standard dimensions
1200 mm × 1500 mm). Frame 8 has the lowest U-factor

(8.79 W/m2K), followed by frame 2 (8.81 W/m2K),
whereas frames 1 and 6 have the highest U-factor (10.62
and 10.38 W/m2K, respectively). The frame where the U-
factor most closely approximates the average value of
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Figure 2. Comparison between the U-factors of each section for the eight samples.

Table 2. Ratios of frame total to projected boundary surface
area on the internal and external sides.

Ratio of total to projected boundary surface area

Inside boundary Outside boundary

Frame 1 2.18 2.58
Frame 2 2.12 2.12
Frame 3 1.99 2.40
Frame 4 2.04 2.04
Frame 5 1.91 2.02
Frame 6 2.28 2.28
Frame 7 2.14 2.47
Frame 8 1.78 1.69

Table 3. U-factors (in W/m2K) of each section of the
eight samples (according to the NFRC methodology).

Section Section Section Section Section
S1 S2 S3 S4 S5

Frame 1 11.06 8.95 11.79 9.69 12.96
Frame 2 9.22 7.12 9.82 7.73 11.49
Frame 3 11.28 8.82 10.36 9.24 11.38
Frame 4 11.87 10.20 7.91 7.21 12.56
Frame 5 10.05 9.65 10.05 9.65 10.13
Frame 6 12.69 11.11 8.06 7.94 10.94
Frame 7 10.78 8.96 10.78 8.96 10.09
Frame 8 9.63 8.95 8.43 7.75 8.67

9.80 W/m2K is frame 5 (9.88 W/m2K). A relative differ-
ence of 21% is calculated between the extreme values,
while the standard deviation associated with the eight
values is 0.64 W/m2K (6.5% of the average value).

The results are not consistent with the performance
level claimed by manufacturers, used as classification cri-
teria in Section 3.1. Indeed, frames 1 and 2 both belong to
economy lines, whereas frames 6 and 8 are considered to
be top-of-the-line products according to the manufacturers.
Those performance levels can be linked to the sash width.
Therefore, it appears that the performance level indicated
by the manufacturers is not related to thermal performance,
but rather to frame sturdiness.

Edge effects at the interface between the frame and the
glazing are considered and calculated. However, since rel-
ative impact values are negligible ( − 1%), edge effects will
not be considered hereafter.

EnergyPlus Reports were created in WINDOW for
every case study, showing that all samples have the same
conductance value of 500 W/m2K. Since a relative differ-
ence of 21% was found for the U-factors between frames 1
and 2 under the same environmental conditions, this result
reveals that the method employed to calculate the frame
conductance has shortcomings.

3.3. Analysis of the traditional frame conductance
model

The model used by WINDOW to calculate the frame
conductance is based on Equation (1), in which thermal
transmittance is expressed as a function of conductance
and inside and outside film coefficients. One simulation
is required to know Uf and then deduce K f. This value is
supposed to be a constant (independent of film coefficient
variations) and is used by simulation software to estimate
heat transfer through window frames at each time step.

1
Uf

= 1
Kf

+ 1
hi

+ 1
ho

. (1)

The coefficients hi and ho which appear in model (1)
are combined film coefficients, which describe the con-
vective and radiative exchanges at the inside and outside
surfaces of the frame. However, the NFRC procedure
advocates the use of detailed radiation models, which,
as previously mentioned, improves the accuracy of sim-
ulated U-factors for projecting windows, especially for
lower performance products (Griffith et al. 1998). The
detailed radiation model uses view factors to calculate the
radiative transfer between surfaces with different temper-
atures depending on the emissivity of each part of the
surface. Since the outer and inner surfaces are not isother-
mal (as can be seen in Figure 3 where the temperatures
of section S1 of frame 1 are displayed), this model results
in non-uniform radiative coefficients, which depend on the
window and surrounding geometry as well as superficial
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8 M. de Gastines et al.

Table 4. Frame, edge-of-glass, centre-of-glass and window U-factors (W/m²K) for the eight study cases.

Uf Ue Ucog Uw K f � = (Ue − Ucog)*Ae/Aw �/Uw

Frame 1 10.62 5.65 5.85 7.05 500 − 0.04 − 0.01
Frame 2 8.81 5.68 5.85 6.48 500 − 0.04 − 0.01
Frame 3 10.10 5.57 5.77 7.00 500 − 0.04 − 0.01
Frame 4 9.93 5.63 5.85 6.94 500 − 0.05 − 0.01
Frame 5 9.88 5.55 5.77 7.05 500 − 0.05 − 0.01
Frame 6 10.38 5.42 5.77 7.21 500 − 0.07 − 0.01
Frame 7 9.90 5.51 5.77 7.32 500 − 0.05 − 0.01
Frame 8 8.79 5.36 5.74 6.84 500 − 0.08 − 0.01

Average 9.80

Note: Absolute and relative impact of edge effects consideration.

Figure 3. Temperature distribution (°C) in S1 of frame 1.

temperatures. Therefore, the local values of hi and ho con-
sidered in THERM simulations are unknown. In order to
apply model (1), it is supposed that there exist equiva-
lent combined film coefficients – constant on the whole
boundary surfaces – which produce the same global heat
transfer as if detailed radiation models were used (as stated
in NFRC procedures).

The combined film coefficients considered by WIN-
DOW to be equivalent to NFRC boundary conditions
are hi = 8 W/m2K and ho = 30 W/m2K. Nevertheless,

replacing the terms in Equation (1) by those values and
the sample U-factors calculated in Section 3.2.2 leads to
negative conductance values. In response to this situation,
the program yields the default result of Kf = 500 W/m2K.
This means that all frames with a U-factor higher than
6.2 W/m2K will be considered the same way when run-
ning a simulation in a building energy simulation program,
whereas the frames studied in this work produce 40–70%
more heat loss than a frame with a U-factor of 6.2 W/m2K.

A cause for this shortcoming could be the use of the
wrong equivalent combined film coefficient. Indeed, simu-
lating section S1 of frame 1 with hi = 8 W/m2K and ho =
30 W/m2K results in a U-factor of US1 = 13.89 W/m2K,
which is 26% higher than the value of 11.06 W/m2K calcu-
lated in Section 3.2.1 using detailed radiation models. The
correct combined film coefficients were determined for this
section by trying successively different coefficients for the
inside and then for the outside boundaries, until the simula-
tion resulted in the same U-factor (US1 = 11.06 W/m2K).
The film coefficients found in this case to be equivalent
to NFRC boundary conditions are hieq = 5.62 W/m2K and
hoeq = 29.58 W/m2K. Those values verify 1

hieq
+ 1

hoeq
>

1
U1

, which invalidates model (1) for this section.
The reasons that could explain why Equation (1) does

not apply to the frames studied in this work are the fol-
lowing: First, the frames are not homogeneous materials,
but have many internal cavities that result in a three-
dimensional heat flux (modelled as a two-dimensional flux
when neglecting edge effect around the frame corners).
This is illustrated in Figure 4 which displays the heat flux
magnitude through section S1 of frame 1. Second, the
inside and outside surfaces of the frames are not flat, but
highly non-planar (as seen in Section 3.1), which means
that heat transfer is increased in comparison to that of a
frame with a flat surface.

Sections S1 and S2 of frames 2, 4 and 6 are sym-
metrical. Therefore, their conductance values should be
equal. According to model (1), this would mean that their
U-factors are equal too. However, it was observed that
section S1 (with external leaf) U-factors for those frames
are, respectively, 29%, 16% and 14% higher than section
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Journal of Building Performance Simulation 9

Figure 4. Flux magnitude (W/m2) through section S1 of
frame 1.

S2 (with internal leaf) U-factors. This implies that an alter-
native model should be able to differentiate sections with
internal and external leaf.

The above leads to the hypothesis that the ratios
between the surface areas exposed to inside and outside
film coefficients and the projected boundary surface area
play a key role in U-factor. If true, this assumption would
explain why jamb sections with a more compact mor-
phology have lower U-factors, as seen in Section 3.2.1. It

would also justify why frame 2 has a significantly lower
U-factor than frame 1, despite being very similar in shape
and dimensions, since it has no lateral fin, which means
that less surface is exposed to environmental conditions.

3.4. Development of an alternative model Uf(hi, ho)

3.4.1. Model USj (hi; ho) for one section of the frame
As anticipated in the methodology section, this study
focuses first on a single section, for simplification. In order
to determine which section has the greatest influence on
the whole frame U-factor, the product of the projected area
by the U-factor was calculated for each section. Figure 5
shows the respective weights of each section on the total
frame U-factor for the eight case studies. It evidences that
in all case studies, the sill with external sash is the most
relevant section, followed by the sill section with internal
sash, which has the same projected area but lower thermal
transmittance, as observed previously. That is the reason
why the following analysis is based on the study of section
S1 of the eight case studies.

Parameters Li and Lo are defined, as shown in Figure 6,
as the lengths of the inside and outside profile boundaries,
considering the slightly ventilated cavities. The projected
height is designated as H.

Equation (2) is proposed as an alternative model. The
film coefficients are weighted by the inside and outside
compactness factors xi and xo in order to take into account
the ratio between the surfaces exposed to boundary condi-
tions and the projected area.

1
USj

= 1
KSj

+
xiSj

hi
+

xoSj

ho
;

xiSj
= HSj

LiSj

; xoSj
= HSj

LoSj

. (2)

To check the validity of the proposed model USj (hi; ho),
six combinations of inside and outside film coefficients
(hi; ho) are defined and the eight S1 sections are sim-
ulated under these conditions. Also, the US1 values are

Figure 5. Proportion of the total frame heat transfer by section (standard window dimensions 1200 mm × 1500 mm).
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10 M. de Gastines et al.

Figure 6. Definition of the characteristic lengths of the frame
section: Li, Lo and H.

estimated using model (2), which requires one initial simu-
lation (realized with hi = 8 W/m2K and ho = 30 W/m2K).
From the simulated values US1(8; 30) and every profile
characteristic morphology parameters (Li, Lo and H ), the
conductance values KS1 are calculated. Then, section S1
U-factors are deduced from Equation (2) for the rest of the
boundary conditions.

Table 5 shows the measured values of the lengths Li, Lo
and H ; the corresponding values for the compactness fac-
tors and finally the calculated conductance values. Table 6
compares the U-factors calculated according to model (2)
with the simulated U-factors, and exhibits the correspond-
ing RMSE for each of the eight sections. It is verified
that the resulting conductance values are positive. They
vary between 66.8 and 223.8 W/m2K. Those differences
are assumed to come from the internal geometry of the
frames, but no obvious relationship between the conduc-
tance values and the geometry of the frames could be
found.

The maximum RMSE is 0.12 W/m2K (section S1 of
frame 2). The maximum relative difference (2.4%) corre-
sponds to the value US1(6; 12) for frame 2. Therefore, it can
be concluded that the model fits well, and that the hypoth-
esis formulated in Section 3.3 – strong dependence of
non-planar thermally unbroken aluminium frame U-factor
to the ratio between the surface area exposed to environ-
mental conditions and the projected area – is verified for
one section.

3.4.2. Model Uf(hi; ho) for the whole frame
Once the validity of the model proposed for one section
was verified, a model for the entire frame was sought.
Although Equation (2) is not linear, an attempt was made
to extrapolate it through Equation (3), where the factors
H /Li and H /Lo of every section are area-weighted to get the
compactness factors X i and X o for the whole frame. This
weighting is needed because of the important variability of
compactness that may exist between the different sections
of the frame.

1
Uf

= 1
Kf

+ Xi

hi
+ Xo

ho
; Xi =

∑

j

ASj

Af
.
HSj

LiSj

;

Xo =
∑

j

ASj

Af
.
HSj

LoSj

. (3)

The method used to evaluate the model predictions
with respect to the simulated values is the same as in
Section 3.4.1. On the one hand, each frame is simu-
lated using the film coefficients 8 and 30 W/m2K; then,
its conductance value K f is calculated from the result Uf
(8;30) along with the calculation of the compactness fac-
tors X i and X o (see Table 7). Finally, the frame U-factors
under the rest of the boundary conditions are estimated
using Equation (3). On the other hand, the frames are
simulated under the same sets of boundary conditions
in WINDOW and THERM. Then, the values obtained
through both procedures are compared. Since this method
is time-consuming, three frames were selected within the
case studies: frame 1 (highest U-factor), frame 2 (low-
est U-factor) and frame 5 (closest to average U-factor).
Table 8 compares the results obtained by simulation and

Table 5. Measured values: Li, Lo and H, and calculated values: X i, X o and Ks1 .

Li (mm) Lo (mm) h (mm) h/Li h/Lo Ks1 (W/m2K)

S1 of Frame 1 260 143 86 0.331 0.601 99.6
S1 of Frame 2 195 84 73 0.374 0.869 66.8
S1 of Frame 3 255 194 93 0.365 0.479 147.4
S1 of Frame 4 280 198 97 0.346 0.490 223.8
S1 of Frame 5 274 135 103 0.376 0.763 142.7
S1 of Frame 6 364 252 110 0.302 0.437 138.2
S1 of Frame 7 318 272 125 0.393 0.460 194.7
S1 of Frame 8 350 174 131 0.374 0.753 102.6
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Table 6. Comparison in W/m2K of the values of Us1 (hi; ho) obtained from simulation and the calculated values according to
Equation (2).

(6;12) (8;12) (8,16) (8;24) (8;30) (10;30) RMSE

Frame 1 1/Us1 = 1/K + 0.331/hi + 0.601/ho 8.63 9.80 11.17 12.99 13.89 15.69 0.02
Simulation 8.62 9.81 11.16 12.98 13.89 15.74

Frame 2 1/Us1 = 1/K + 0.384/hi + 0.869/ho 6.65 7.42 8.57 10.14 10.94 12.19 0.12
Simulation 6.49 7.29 8.43 10.05 10.94 12.32

Frame 3 1/Us1 = 1/K + 0.365/hi + 0.479/ho 9.30 10.83 12.15 13.82 14.63 16.88 0.03
Simulation 9.26 10.81 12.13 13.81 14.63 16.95

Frame 4 1/Us1 = 1/K + 0.346/hi + 0.490/ho 9.71 11.29 12.76 14.67 15.60 18.03 0.04
Simulation 9.76 11.34 12.79 14.64 15.60 18.02

Frame 5 1/Us1 = 1/K + 0.376/hi + 0.763/ho 7.51 8.51 9.83 11.66 12.59 14.28 0.01
Simulation 7.50 8.51 9.82 11.64 12.59 14.30

Frame 6 1/Us1 = 1/K + 0.302/hi + 0.437/ho 10.64 12.28 13.83 15.82 16.79 19.23 0.02
Simulation 10.63 12.29 13.83 15.82 16.79 19.27

Frame 7 1/Us1 = 1/K + 0.393/hi + 0.460/ho 9.18 10.80 12.05 13.62 14.37 16.73 0.01
Simulation 9.20 10.81 12.05 13.62 14.37 16.71

Frame 8 1/Us1 = 1/K + 0.374/hi + 0.753/ho 7.41 8.38 9.65 11.38 12.25 13.83 0.09
Simulation 7.30 8.27 9.54 11.31 12.25 13.87

Table 7. Compactness factors X i and
X o for the eight case studies.

X i X o

Frame 1 0.575 0.432
Frame 2 0.563 0.563
Frame 3 0.584 0.459
Frame 4 0.545 0.545
Frame 5 0.604 0.560
Frame 6 0.478 0.478
Frame 7 0.481 0.418
Frame 8 0.628 0.624

by applying model (3). The relative difference between
both methods is indicated, as well as the RMSE for the six
film coefficient combinations. The RMSE values obtained
in the three case studies are, respectively, 0.29–0.26–
0.18 W/m2K. Relative differences under 5.5% are obtained,
which is considered to be in good agreement since the sim-
ulation software – THERM – has a typical error of 10%.
Table 9 compares the results obtained from simulation and
from model (1), where the default value of 500 W/m2K was
used for the conductance. The RMSE values obtained are,
respectively, 4.68–3.40–3.66 W/m2K. Relative differences
between − 36 and − 47% are observed. This illustrates
the importance of proposing a new model for describing
aluminium frame U-factor variations.

3.4.3. Application of the model to a thermally broken
aluminium frame

In order to determine whether the proposed model applies
to other frame technologies, a thermally broken aluminium
slider window frame was simulated in THERM under the

same six inside and outside film coefficient combinations.
Figure 7 shows the sill/jamb and meeting rail sections for
the selected frame. It can be observed that its morphology
is also non-planar and highly inhomogeneous. The U-
factor of this frame was found to be 4.97 W/m2K in accor-
dance with the NFRC procedure. Although it has double
glazing with a metallic spacer, the edge effects are reduced
(�/Uw = 2%). Table 10 displays the simulation results
as well as the values obtained from traditional conduc-
tance calculation model (1) and from proposed alternative
model (3). The RMSE is calculated for both models.

Both models show good agreement with the simulation
results. The RMSE for model (1) is slightly higher than
that for model (3), but remains under 6% of the frame U-
factor. Again, considering that the simulation software has
a typical error of 10%, it can be concluded that both models
are adequate for this frame technology.

4. Discussion
As mentioned in Section 1, there is little information
about typical thermal transmittance values for thermally
unbroken aluminium frame and the reliability of the
available information is uncertain. As a result of the
morphological study carried out in Section 3.1, eight
thermally unbroken aluminium slider window frames rep-
resentative of the Argentinean market were selected.
Their U-factors, calculated according to NFRC, vary
between 8.79 and 10.62 W/m2K with an average value of
9.80 W/m2K. Those results confirm that the values pub-
lished by ASHRAE are outdated (by 37% error). The
reference values provided by the Argentinean norm are
not acceptable either (by − 39% error). It was detected
that aluminium slider window frames in Argentina are
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12 M. de Gastines et al.

Table 8. Comparison in W/m2K between results obtained from simulation and from model (3).

(6;12) (8;12) (8,16) (8;24) (8;30) (10;30) RMSE

Frame 1
Uf1 from simulation 7.39 8.73 9.64 10.81 11.42 13.25 0.29
Uf1 from Equation (3) 7.53 9.17 9.99 10.97 11.42 13.65
Relative difference (%) 1.88% 5.09% 3.60% 1.47% 0.00% 2.96%

Frame 2
Uf2 from simulation 6.39 7.47 8.34 9.52 10.13 11.73 0.26
Uf2 from Equation (3) 6.65 7.88 8.69 9.67 10.13 11.82
Relative difference (%) 4.20% 5.48% 4.21% 1.65% 0.00% 0.80%

Frame 5
Uf5 from simulation 6.57 7.77 8.62 9.76 10.35 12.04 0.18
Uf5 from Equation (3) 6.68 8.02 8.85 9.87 10.35 12.27
Relative difference (%) 1.55% 3.33% 2.72% 1.20% 0.00% 1.92%

Table 9. Comparison in W/m2K between simulation and model (1) results (with default K f = 500 W/m2K).

(6;12) (8;12) (8,16) (8;24) (8;30) (10;30) RMSE

Frame 1
Uf1 from simulation 7.39 8.73 9.64 10.81 11.42 13.25 4.68
Uf1 from Equation (1) 3.97 4.75 5.28 5.93 6.24 7.39
Relative difference (%) − 46.28% − 45.52% − 45.27% − 45.16% − 45.38% − 44.25%

Frame 2
Uf2 from simulation 6.39 7.47 8.34 9.52 10.13 11.73 3.40
Uf2 from Equation (1) 3.97 4.75 5.28 5.93 6.24 7.39
Relative difference (%) − 37.85% − 36.40% − 36.70% − 37.70% − 38.45% − 36.99%

Frame 5
Uf5 from simulation 6.57 7.77 8.62 9.76 10.35 12.04 3.66
Uf5 from Equation (1) 3.97 4.75 5.28 5.93 6.24 7.39
Relative difference (%) − 39.64% − 38.78% − 38.78% − 39.23% − 39.75% − 38.63%

Figure 7. Thermally broken aluminium frame (Frame 9). Sill/jamb and meeting rail sections.

highly non-planar (the ratios of total to projected bound-
ary surface area are comprised between 1.69 and 2.58)
and have very heterogeneous thermal behaviours, within
each section as well as between one section and another. In

addition, it was observed that thermal performance is not
linked to performance level announced by manufacturers
(which depends on frame robustness), but is closely related
to frame compactness.
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Table 10. Comparison in W/m2K between thermally broken frame results obtained from simulation and calculated
from models (3) and (1).

(6;12) (8;12) (8,16) (8;24) (8;30) (10;30) RMSE

Thermally broken frame
Uf9 from simulation 4.19 4.78 5.08 5.46 5.64 6.29

Uf9 from Equation (3) 4.44 5.01 5.26 5.53 5.64 6.18 0.17
Relative difference (%) 5.97% 5.00% 3.49% 1.20% 0.00% − 1.80%

Uf9 from Equation (1) 3.72 4.40 4.84 5.39 5.64 6.57 0.29
Relative difference (%) − 11.31% − 7.85% − 4.65% − 1.33% 0.00% 4.40%

More specifically, for thermally unbroken aluminium
frames, the inside and outside compactness factors were
found to be the key parameters that govern the frame
U-factor dependence on environmental conditions. They
are obtained by area-weighting the ratios of projected to
total boundary surface area of each frame section. How-
ever, even frames with better thermal performance are
subject to differences in projected and actual exposed
surface areas. This leads to a questioning of the tradi-
tional one-dimensional conductance model in general. The
traditional one-dimensional conductance model – model
(1) – could not properly describe the thermal behaviour
of aluminium frames without thermal break. An alterna-
tive model – model (3) – was proposed to better estimate
the frame U-factor variations depending on environmen-
tal conditions. By contrast, the U-factor variations for
the thermally broken frame were sufficiently described by
both models (1) and (3). This result is consistent with
the affirmation that frame heat loss in most fenestration
is controlled by a single controlling resistance (ASHRAE
2009). The thermal transmittance of aluminium frames
without thermal break is governed by film coefficients;
thus, the area exposed to environmental conditions is a
relevant parameter. For frames built from other materi-
als (thermally broken aluminium, vinyl and wood), the
thermal transmittance essentially depends on one constant
parameter (thermal break dimensions, distance between
the inside and outside surfaces); thus, it is less subject
to variations in response to fluctuations in environmental
conditions.

In terms of equations, in both models (1) and (3), it
can be observed that for given film coefficients, the lower
the Uf, the higher the 1/K f. This implies that for a bet-
ter thermal performance of the frame, there should be less
dependence on inside and outside air resistances. There-
fore, since the traditional conductance model was found
to be plausible for the example of aluminium thermally
broken frame (Section 3.4.3), it can be assumed to be
valid for all frames with a lower thermal transmittance
(Uf < 5 W/m2K). However, it is not suitable for frames
with a U-factor higher than 6.2 W/m2K since (as discussed
in Section 3.3) it leads to negative conductance values and

thus requires the use of default conductance values, which
implies significant errors in heat transfer estimates.

The proposed alternative conductance model was deter-
mined on the basis of simulations in THERM. In order to
control the film coefficient inputs, a simplified radiation
model was used (fixed coefficients over the entire bound-
ary surfaces) even though the literature recommends the
use of detailed radiation models. Hence, for the proposed
model to give good results, it is necessary to determine the
combined coefficients which, applied uniformly over the
inside and outside boundary surfaces of the frame, result
in the same global heat transfer as using local film coeffi-
cients (in accordance with the detailed radiation model and
real environmental conditions). This means that new cor-
relations are needed for hi and ho that take into account the
frame morphology, including for frames under 5 W/m2K
(since the traditional conductance model also requires the
determination of combined film coefficients).

Thermal bridges at the interface between glass and
frame were neglected in this work, but may become much
more relevant in the case of high-performance windows.
Installation thermal bridges were not considered either, in
view of the fact that they can be computed within the wall
transmittance. Nevertheless, since the determination of
edge-of-glass and installation thermal bridges requires the
use of two-dimensional calculation software like THERM,
it would be useful to adapt these conductance models in
order to incorporate thermal bridges into the frame conduc-
tance value. Future work should analyse the dependence
of thermal bridges on environmental conditions, in order
to determine whether thermal bridges should be taken into
account through U-value (as proposed by Cappelletti et al.
(2011)) or in an independent way.

Building energy simulation software should include the
frame compactness factors introduced in this paper (or sim-
ilar parameters) in order to take into account the frame
morphology. Additional frame descriptors may also be
necessary to fully reflect the 2D nature of frames, like, for
example, relevant parameters for the estimation of radi-
ation falling on the frame and shading on glass due to
the frame. Additional research is needed to analyse these
aspects.
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14 M. de Gastines et al.

5. Conclusion
This paper demonstrates that the model used in most build-
ing simulation programs to calculate heat transfer through
the frame at each iteration is not suitable for highly non-
planar and conductive windows. This is because the frame
geometry is modelled as a rectangular section even though
the frame U-factor variations due to environmental fluc-
tuations are found to be a function of the ratio between
the surface exposed to boundary conditions and the pro-
jected frame area. All in all, the traditional conductance
model seems to be reliable for frames with a U-factor under
5 W/m2K. In other words, the frame conductance model is
acceptable for vinyl, wood and aluminium thermally bro-
ken frames, but not for aluminium frames without thermal
break. This highlights the importance of looking into the
models used by simulation programs to make sure they fit
with the specific technology and climatic conditions.

An alternative model is proposed in order to more
closely estimate thermal transmittance of the frame under
any environmental condition with one single simulation.
This alternative model expresses the frame U-factor as a
function of inside and outside film coefficients, as well
as characteristic dimensions of the frame. The model
summarizes in a simple equation the simulation results
from THERM, a two-dimensional software that takes into
account the specific geometry of the frame. The proposed
model shows good agreement with the results obtained
from THERM (relative differences under 5.5%). For the
correct use of the proposed model, future works should
examine how the non-planar frame morphology influences
the radiative and convective exchanges, in order to estab-
lish new correlations for hc at the inside and outside
surfaces of the frame, depending on its morphology.

Nomenclature
A Area (m2)
H Frame section height (mm)
K Thermal conductance (W/m2K)
L Frame section boundary length (mm)
R Thermal resistance (m2K/W)
U Thermal transmittance (W/m2K)
X Frame compactness factor (–)
h Film coefficient (W/m2K)
x Section compactness factor (-)

Subscripts

i inside
o outside
f frame
Sj Section j of the frame
aswf aluminium slider window frame
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