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a b s t r a c t

Nowadays, the energetic cost of flying in electric-powered UAVs is one of the key challenges. The con-
tinuous evolution of electrical energy storage sources is overcome by the great amount of energy re-
quired by the propulsion system. Therefore, the on-board energy is a crucial factor that needs to be
further analyzed. In this work, different control strategies applied to a generic UAV propulsion system are
considered and a lithium polymer battery dynamic model is included as the propulsion system energy
source. Several simulations are carried out for each control strategy, and a quantitative evaluation of the
influence of each control law over the actual energy consumed by the propulsion system is reported. This
energy, which is delivery by the battery, is next compared against a well-known control-effort-based
index. The results and analysis suggest that conclusions regarding energy savings based on control effort
signals should be drawn carefully, because they do not directly represent the actual consumed energy.

& 2017 ISA. Published by Elsevier Ltd. All rights reserved.
1. Introduction

Today, there is a large interest worldwide in the development of
UAV (unmanned aerial vehicles) because they have proven to be
effective in many civil and military applications. Most notably, elec-
tric-powered UAVs are becoming increasingly popular mainly due to
the evolution of propulsion systems, improvements in energy storage
technologies and small-embedded computers with high processing
capacity, a significant reduction in monetary costs and positive im-
pact on the environment. However, the on-board energy is limited
and energy autonomy is nowadays one of the biggest challenges
faced by these aircrafts, specially rotorcafts such as helicopters and
multicopters. In the literature, it is possible to find a multidisciplinary
approach oriented to improve the energetic autonomy in many type
of UAVs. These approaches include aerodynamic and structural stu-
dies, materials technology, energy harvesting technologies and dif-
ferent guidance and control strategies.

From the control strategy point of view, there are three well-
defined control levels for any aircraft, as shown in Fig. 1. Numerous
control techniques and navigation strategies have been proposed
by many authors for different types of UAV in order to improve,
rights reserved.

C. Gandolfo),
inter alia, energy autonomy. These techniques are implemented
mainly in medium and high control levels.

In general, path planning control strategies (high-level control)
involves multiple optimal objectives where maximal safety and
minimal energy cost are the two most common objectives [1,2].
The authors in [3] propose a flatness-based flight trajectory
planning/replanning strategy for a quadrotor UAV with the ob-
jective to minimize the consumed energy (among other objec-
tives). Then, minimal-energy planning consists in minimizing an
index that includes the thrust generated by each motor. In order to
consider the maneuverability of the UAV, threat avoidance and
fuel consumption, [4] proposes an improved A* algorithm for the
UAV path planning in a 3D large-scale battlefield. The feasibility of
the proposal was demonstrated through several simulation results.
On the other hand, the same technique is used by [5] when
planning long distance autonomous soaring trajectories for small
uninhabited aerial vehicles harvesting energy from the atmo-
sphere. In a similar way, the authors in [6] propose a unit qua-
ternion based method to design the optimal paths with maximum
sun exposure for unmanned aerial vehicles equipped with pho-
tovoltaic cells on their wings. Using chaos theory, [7] proposes a
path planning by fitness-scaling adaptive chaotic particle swarm
optimization, where a cost function for traveling along the tra-
jectory is defined as a weighted sum of the threat and fuel
consumption.

The mid-level control is one of the most addressed topics in
UAV motion control. Several control techniques have been widely
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Fig. 1. UAVs hierarchical control levels.
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studied and reported in the literature, such as neural networks
[8,9], sliding mode control [10–12], Lyapunov theory [13–15],
predictive control [16,17], state feedback control [18,19], fuzzy
logic [20,21], optimal control [22,23], linear algebra theory [24,25],
and a mix of them [26], among others. In most cases, the main
objective is to track a desired reference, with bounded positions
errors, using a stabilizing control law; but the real energy involved
in the control strategy is not taken into account. In some works
like [27–29], the control of the UAV is achieved by minimizing a
performance index that considers control efforts among other
parameters.

There is not an extensive literature on the low-level UAV
control, so relevant publications are hard to find. In general,
commercial off-the-shelf motor drivers use PID-based control
techniques or other control type unavailable to the end user. The
most commonly used controller for the propulsion system re-
ported in the addressed literature is the PID [30,31] or PI [32,33].
In order to control a Multi-Rotor VTOL, [34] proposes three ver-
sions of PID controllers, which are evaluated and compared with
each other reporting experimental results. The authors in [35]
propose a classical PID tracking controller using ZieglerNichols
tuning method. In [36] a quadrotor was designed considering the
characteristics of high-power brushless motors and electronic
speed controllers, using simple feedback loops to stabilize the
platform. In [37] a hexarotor vehicle concept has been prototyped
in a facecentered planar configuration with fixed-pitch/variable-
speed rotors where position and attitude controllers have been
successfully synthesized for the vehicle based on full state feed-
back control. In this case, the authors defined an analytical deri-
vation of the static mappings between demanded control forces
and torques and the required rotor thrusts. An attitude control of a
Quad-Rotor Tail-Sitter VTOL UAV is presented in [38]. There, the
authors argue that the altitude and attitude control performance is
deteriorated by changes in battery conditions and motor load due
to disturbances, hence a feedback control of the propeller re-
volution speed is introduced in the control system to enhance
robustness against these changes. As an alternative to PID control,
[39] proposes a backstepping neural adaptive control law for
ducted-fan UAVs. The results indicate that the proposed control
approach provides necessary stability and tracking performance;
however, there is neither a comparison with other control tech-
niques nor an evaluation of control efforts.

In the addressed literature, most advanced control techniques
are implemented at medium and high control levels. The low-level
control strategies use classical control theory, typically PID con-
trollers. On the other hand, the main objective of most studies is
trajectory tracking through stabilizing control laws. As for energy-
saving assessments that may involve different control laws, they
are usually estimated based on controls efforts. Nonetheless, there
is not a clear idea of the actual energy savings due to the reduction
of control actions, since the relationship between control efforts
and actual energy consumption has not been clearly studied or
reported. In fact, the authors in [3] state: “It is not an easy task to
derive a formal equation for the energy spent during a mission and
if such an equation exists, it would be nonlinear and not easy to
deal with. However, it is obvious that the thrust and the consumed
energy are somewhat proportional, i.e., the more thrust is gener-
ated, the more energy is consumed and vice-versa”.

In this work, four known different control strategies are applied
to a generic UAV propulsion system. Low-level control was ad-
dressed because it is the least studied and the most important
source of energy consumption in UAV systems.

The main contribution of this work is the inclusion of the
mathematical model of the lithium polymer battery in the pro-
pulsion control scheme and the analysis of the actual energy
consumed by the propulsion system under different types of
control laws. Furthermore, a comparison between a well-known
control-effort-based index and an index based on actual consumed
energy proposed here is reported. In the addressed literature, the
authors do not include the lithium polymer battery model in the
control strategy in order to analyze the actual consumed energy.
Even more, some of these authors draw conclusions about energy
savings taking into account only a control-effort-based index
which, as shown in this work, does not clearly reflect the actual
energy delivered by the battery (this is a very important aspect to
consider in UAV missions). These results may encourage other
researchers to follow a similar approach in other control levels in
UAV systems.
2. Control levels of UAVs

In general, there are three levels of control in UAVs, each one
with different control techniques, as shown in Fig. 1. These control
schemes usually work in coordination since most of them include
model based strategies that depend on the type of UAV.

The high-level control is normally a path or trajectory planning
algorithm responsible for generating a path or trajectory specified
by some criteria, e.g. minimum energy, minimum time, obstacle
avoidance. In any case, the reference path ( )x y z, ,d d d and the speed
at which it must be covered ( )vd are outputs of this level and inputs
for the following.

In the medium-level control, two kind of control strategies are
mainly used: (a) Trajectory tracking control, where the reference is
parameterized in time (the UAV should be in certain point at
certain time) and, (b) Path following, where the reference is not
parameterized in time, and the UAV must follow the path at a
given desired velocity. This control level is usually also based
on the UAV mathematical model. The models most commonly
used are: (a) Kinematic model, where the control actions are
velocities that the UAV should reach to follow a desired reference;
(b) Dynamic model, where the control actions are forces and tor-
ques applied to the UAV in order to reach the desired reference,
taking into account the UAV inertial parameters.

The low-level control is basically the propulsion control system,
as well as servo motors that move different parts; e.g. the flaps in
fixed-wing UAVs or the swashplate in helicopters. The reference
inputs for this control level are the outputs of the previous one.
Thus, the thrust and torque calculated by the medium level ( τf ,r r)
should be generated by the propulsion system which basically
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comprises an engine, a propeller, a dc-dc converter and a battery.
Thus, to generate a given thrust, the propeller must rotate at a
determined speed.
3. Low-level control scheme

In order to control the motor speed of a UAV propulsion system,
four different controllers are implemented. Fig. 2 shows the
complete scheme developed in Matlab/Simulink. This scheme has
five well-defined blocks, which will be detailed in this section.
Notice the inclusion of the lithium polymer battery model repla-
cing the usually considered ideal source of energy.

It is worth bearing in mind that there is an energy consumption
associated with the implementation of any control law in onboard
computers. The more complex the calculations to obtain the
control actions are, the greater will be the associated energy
consumption. For this reason, simple control laws are preferred.
This is usually a factor to consider in Nano-UAVs (very small size
drones) where the onboard energy is extremely limited. Never-
theless, in all UAVs (and preferably in rotary-wing UAVs like he-
licopters) the more significant source of energy consumption is the
propulsion system (motor-propeller assembly).

3.1. Propulsion system model

Normally the engine used in the propulsion of UAVs is a
brushless dc motor (BLDC). BLDCs are typically permanent syn-
chronous motors and they are well driven by dc voltage. One of the
major differences between the dc motor and BLDC is that con-
ventional dc motor has brushes which are attached to its stator
while the “brushless” dc motor does not. Also, unlike the normal dc
motor, the commutation of the BLDC could be done by electronic
control. Numerous authors have identified and modeled the
motors used in the propulsion systems as convectional dc motors
[40–45]. In this paper, the model identified by [40] is adopted with
their associated parameters. The dc motor coupled with a given
propeller is governed by the following dynamics:

ω= + + ( )v RI L
dI
dt

k 1a e
Fig. 2. Low-level control scheme including the
ω ω= + + ( )K I J
d
dt

k C 2m r r s
2

It is considered a small motor with a very low inductance, then
the second order dc motor dynamics may be approximated com-
bining (1) and (2) as:

ω ω ω̇ = − − − ( )bv a a a 3a 0 1 2
2
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The differential Eq. (3) represents the relationship between the
speed ω of the motor (the variable to be controlled) and the ar-
mature voltage va (the control action), where R and Jr are the
motor internal resistance and the rotor inertia respectively. Ke, Km
and Kr represent the electrical, mechanical and load torque con-
stants respectively. Cs denotes the solid friction. Note that the load
torque due to propeller is proportional to ω2 and there is a drive
gear reduction ratio of 6:1 between the motor axis and the
propeller.
3.2. Controllers

Four controllers were considered to evaluate their perfor-
mances: (1) the classical PID controller, designed to be the re-
ference controller; (2) the Lyapunov based controller; (3) the
sliding mode controller; and (4) the linear algebra based con-
troller. The output u of each controller is the armature voltage va to
be applied to the propulsion system.

3.2.1. PID controller
This classical controller is proposed because it is the most

commonly used in this kind of low-level control stage; therefore, it
is the reference controller with which to compare the others. The
control law is given by (4)

∫( ) = ( ) + ( ) + ( ) ( )u t k e t k
de t

dt
k e t dt 4P D I

In this case, ( )e t is the velocity error ω ω( ) = −e t r and kP , kD and
kI are the proportional, derivative and integral gains respectively
which are adjusted for an appropriate response of the motor.
lithium polymer battery dynamic model.
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3.2.2. Lyapunov based controller
Lyapunov theory is used to make conclusions about trajectories

of dynamical systems without solving the differential equation. It
is a widely considered instrument that allows to design stable
controllers and analyze stability of linear and nonlinear dynamic
systems. Stability in the sense of Lyapunov regards the stability of
solutions of differential equations near to a point of equilibrium.
See [46] for details.

The equilibrium point is defined as

ω ω ω˜ = − = 0d

For the proposed control action

( )ω ω ω= − − − − ˜u
b

a a a k
1

L0 1 2
2

with >k 0L and a0, a1 and a2 from (3). The closed-loop equation is

( )ω ω ω ω ω ω ω̇ = − − − − ˜ + + + = − ˜b
b

a a a k a a a k
1

L L0 1 2
2

0 1 2
2

Now, by considering the following Lyapunov candidate function

ω= ˜V
1
2

2

The derivative along system's trajectories

ωω ω ω ω ωω ω̇ = ˜ ˜ ̇ = ˜( ̇ − ̇ ) = ˜ ̇ = − ˜ <V k 0d L
2

This way is proved the asymptotic stability property for the
equilibrium point.
3.2.3. Sliding mode controller
Sliding Mode Control (SMC) is a nonlinear control technique

consisting of two parts. The first one involves the design of a
sliding surface so that the sliding motion satisfies design specifi-
cations, whereas the second part is concerned with the selection
of a control law that make the switching surface attractive to the
system state. See [47] for details.

For the first order system, the equation of the sliding surface
s is

ω= ˜s

In order to design a sliding mode controller it is next considered
the time-derivative of s

ω ω ω ω ω ω̇ = ˜ ̇ = ̇ − ̇ = ̇ = ^ + + +s bu a a ad 0 1 2
2

with a0, a1 and a2 from (3). û is the best approach to obtain ̇ =s 0
provided that the value for a2 is only approximately known, but

bounded by ≥ − ^A a a2 2 2 ; then
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b

a a a
1

0 1 2
2

Now, to fulfill the sliding condition it is added a discontinuous
term with the ( )sgn . function

= ^ − ( ) ( )u u
k
b
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The sliding condition will be satisfied only for

ω≥k As 2
2

Finally, in order to reduce the chattering effect, the sign function is
replaced by the saturation function in (5)

⎛
⎝⎜

⎞
⎠⎟ϕ

= ^ −u u
k
b

s
sats

where ( )sat . is the saturation function which replaces the on-off
behavior proper of the ( )sgn . function by a linear behavior in

ϕ ϕ[− ], , both ks and ϕ are positive design constants.

3.2.4. Linear algebra based controller
This is a tracking control technique based on linear algebra

theory to achieve an easily implemented control law and the de-
tails can be found in [24]. Discretizing Eq. (3) one get:

( )ω ω ω ω( + ) = ( ) − − ( ) − ( ) + ( ) ( )j bu j a a j a j T j1 6s0 1 2
2

where ω( )j represent the speed in the actual time instant and
ω( + )j 1 one sample time Ts later. If ω( + )j 1 is replaced by the
desired speed reference ωr , the necessary control action can be
derived from (6) as follows

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟( )

( )
ω ω ω ω

ω ω( ) =
( ) − ( − ( ) − ( ) − ( )

+ + ( ) + ( )
7

u j
b

j K j j j

T
a a j a j

1 1r a r r

s
0 1 2

2

In the above equation Ka is introduced as a parameter design in
order for the tracking error to tend to zero smoothly (for details
see Section 4 of [24]).

3.3. PWM voltage controller and dc-dc converter

To apply the armature voltage va, calculated at the controller's
stage, at the motor terminals, a dc-dc converter is used along with
a voltage control block. The dc-dc converter is a switching device
that transforms the fixed dc input from the battery to a variable dc
output voltage which is directly applied to the motor terminals.
The converter is controlled by a PID-PWM controller that allows its
output voltage to follow the given desired voltage va.

The PID-PWM controller transforms the voltage error signal
into a constant frequency and variable pulse width signal (PWM)
which is applied to the base of a MOSFET transistor. This way, the
dc-dc converter and its voltage control materializes the control
action calculated by the controller's stage. The dc-dc converter was
designed to work in continuous conduction mode, although this
calculation is beyond the scope of this work.

3.4. Lithium polymer battery model

The battery is a dynamic and nonlinear system with many
chemical reactions. Their internal characteristics and circuit
parameters change according to the state of charge (SOC). For this
reason, in this work, a battery is considered as a power source for
the motor instead of an ideal energy source. The hybrid battery
model (Fig. 3) is based on a mix of the electrical circuit battery



Fig. 3. Lithium polymer battery model.
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model and the Kinetic battery model (KiBaM). Its parameters have
been identified in [48]. This model was chosen due to its capability
to capture nonlinear capacity effects (such as the recovery effect
and the rate capacity effect) and also due to its accurate battery
SOC tracking and runtime prediction.

The battery delivers the power required for the engine to op-
erate and the voltage and current values at their terminals can be
monitored at every moment as well as the battery state of charge
(% compared to its maximum load condition). The parameters of
the lithium polymer battery are the following: Rhino 3S Lipoly
pack, nominal voltage 11.1 V, nominal capacity 1050 mAh, charge
cutoff voltage Vover 12.62 V and maximum discharge current 20 C
(21 A).
4. Procedure and simulation results

In order to evaluate the performance of the controllers pre-
sented in 3.2, several successive simulations (with different si-
mulation times) are carried out with the same reference speed
profile. The reference speed profile is a periodic hard step function
to fully excite the system's dynamics (see Fig. 4), within the nor-
mal working range of the propeller [40]. Each controller (including
PID) was adjusted using numerical methods to obtain the lowest
possible error control.

Three indicators are computed for each controller at the end of
each simulation: (a) The root-mean-square error (RMSE) of the
motor speed, (8); (b) An index that includes the energy of the
control action, (9), this is similar to the one proposed in [3] (and in
many other works); and c) The actual percentage of consumed
energy in the battery, (10), which is obtained using the SOC de-
livered by the battery model.

( )ω ω
=

∑ ( ) − ( )
( )ω

=e
j j

n 8
j
n

r1
2

∑= ( )
( )=

J T u j
9

u s
j

n

1

2

= − × ( ) ( )E SOC t100 100 10b

⎡
⎣⎢

⎤
⎦⎥∫( ) = − ( ) + ( )

( )
SOC t SOC

C
i t dt C t

1
11t

max
un0

As can be seen in (11), the battery model calculates the SOC ac-
cording to the delivered electric current, the unavailable charge of
the battery ( )C tun and the maximum capacity of the battery Cmax
(see [48] for details).

The desired reference speed is repeated until the battery is fully
discharged and taken to the extreme of getting 0 V at its terminals.
It should be noted that the battery voltage should never reach the
condition of 0 V at their terminals, because this will deteriorate the
battery irreversibly. In practice, a limit threshold of 3.3 V per cell
should be taken into account; so, for the three-cell battery simu-
lated in this paper, the cut-off voltage (COV) should be around
9.9 V.

Several simulations of 1800 s are carried out. The results of the
indicators (8), (9) and (10) for each controller can be observed in
Table 1.

Fig. 4 shows the reference and actual speed of the propeller for
each controller for the first 30 s of simulation, and Fig. 5 shows the
corresponding control actions for the same time period. Fig. 6
shows the RMSE for each controller over the entire simulation.
Notice that all controllers have an acceptable response with si-
milar speed error.

Next, an analysis is made to compare the classical PID con-
troller with the other controllers. The idea is to get the energy-
saving percentage indicated by two saving scores, one based on
control efforts using Ju index ( )SS Ju

and another one based on
actual energy delivery by the battery Eb ( )SSEb

. The reference values
are always for the PID controller, and all savings or losses will be
referred to the these values.

For the first saving score the index SS Ju
is defined taking into

consideration (9) applied to the PID controller ( )JuPID
and also to

one of the three remaining controllers ( )JuCONT
:

=
−

×
( )

SS
J J

J
100

12
J

u u

u
u

PID CONT

PID

Analogously, for the second saving score the index SSEb
is de-

fined. It considers the actual consumed energy in the battery
according to 10 for the PID controller ( )EbPID

and for one of the
remaining controllers ( )EbCONT

:

= − ( )SS E E 13E b bb PID CONT

In (12) and (13), a null value indicates there is no energy saving
or loss between both controllers, positive values indicate the en-
ergy saving percentage with respect to the PID controller, and fi-
nally; negative values indicate the energy loss percentage with
respect to the same PID controller.

With these new index definitions, most of the information gi-
ven in Table 1 is summarized in Table 2.

As can be seen in Table 2, the Lyapunov based controller con-
sumes up to 14.27% less energy, or 14.16% before the battery
reaches the 9.9 V practical cut-off voltage (COV), than the PID
controller as indicated by the control-effort-based index SS Ju

.
However, the actual saved energy, which is the energy delivered
by the battery, is only up to 1.99% (1.73% considering COV). Similar
conclusions can be obtained for the other two controllers. In the
case of the sliding mode controller, the saving according to (9) is
up to 12.59% (12.53% considering COV), but in terms of the energy
delivered by the battery it can be seen that it consumed up to
3.98% more energy than the PID (3.49% considering COV). Finally,
in the case of the linear algebra based controller, the saved energy
according to SS Ju

index is up to 18.14% (18.1% considering COV), but
the actual saved energy is only up to 2.96% (2.8% considering COV).
All saving scores are shown in Fig. 7a and b for different length
simulations.

Analyzing Fig. 7, it can be seen that energy saving percentages
are not constant over time. This is because the battery is a finite
source of energy and it has its own internal dynamics, thus saving
rates are function of the battery state of charge, as shown in Fig. 8.
Fig. 7b and Fig. 8 clearly show that saving energy is more sensible
to the controller's requirements when the battery reach approxi-
mately 15% of its SOC (i.e. when the battery already delivered 85%
of its capacity). The sliding mode controller behaves different than
the other controllers due to the high frequency content of their
associated control law.



Table 1
Time evolution of the Error and Performance Indexes for each controller.

Fig. 4. Properller velocity: references (dotted red/gray) and actual values (solid black) for each controller.
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Since the battery is a finite source of energy, the reference
speed profile can be followed by the propeller while the battery
has enough power. To assess how much time each controller can
maintain the propeller working properly, the reference speed is
given up to the extreme situation at which the battery voltage
reaches 0 V. The time period when the controllers begin to mal-
function are reproduced in Fig. 9, where the propeller speeds in
the last moments for each controller are shown. It can also be
noticed that, as expected, these results are in line with the ob-
tained SSEb

index. The time instant at which the system begins to



Fig. 5. Control actions for each controller: references (dotted red/gray) and actual values (solid black).

Fig. 6. Angular speed error: time evolution of its root-mean-square value.

Table 2
Controllers' performance with respect to the PID controller.

Lyapunov Sliding mode Linear Algebra

Time [ ]s SS Ju
SSEb

SS Ju
SSEb

SS Ju
SSEb

120 13.89 0.11 12.25 � 0.23 17.69 0.18
240 13.66 0.23 11.92 � 0.48 17.45 0.36
360 13.81 0.35 12.15 � 0.75 17.68 0.54
480 13.76 0.47 12.07 � 1.01 17.60 0.73
600 13.82 0.59 12.14 � 1.28 17.67 0.90
720 13.85 0.72 12.20 � 1.55 17.71 1.10
840 13.90 0.84 12.25 � 1.81 17.76 1.28
960 13.95 0.96 12.32 � 2.09 17.82 1.46
1080 14.00 1.08 12.36 � 2.35 17.86 1.64
1200 14.04 1.21 12.43 � 2.62 17.91 1.83
1320 14.06 1.33 12.45 � 2.88 17.93 2.02
1440 14.09 1.45 12.50 � 3.16 17.96 2.20
1560n 14.11 1.59 12.53 � 3.49 17.98 2.41
1580 14.14 1.62 12.56 � 3.57 18.01 2.45
1600 14.15 1.65 12.57 � 3.67 18.02 2.49
1620 14.16 1.69 12.59 � 3.80 18.03 2.54
1640 14.16 1.73 12.59 � 3.98 18.03 2.60
1660 14.21 1.79 � – 18.08 2.69
1680 14.23 1.87 – – 18.10 2.80
1700nn 14.27 1.99 – – 18.14 2.96

n Time elapsed before any battery voltage drops below 9.9 V.
nn Time elapsed before PID begins to malfunction.
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malfunction varies with every controller. This time is 1713 s for the
PID controller, 1746 s for the Lyapunov based controller, 1655 s for
the sliding mode controller and 1765 s for the linear algebra based
controller. Compared with the PID controller, the Lyapunov and
linear algebra based controllers extend the system autonomy by
about 1.93% and 3.04% respectively, while the sliding mode con-
troller reduce it by around a 3.39%.

Next, in Fig. 10, it is shown the time evolution of the voltage at
the terminals of the battery which is closely linked with the bat-
tery state of charge as detailed in [48]. Note that the battery vol-
tage falls exponentially at approximately 85% of their maximum
runtime, and this explains why the propeller is suddenly not able
to follow the speed reference.
5. Discussion and concluding remarks

Most UAVs currently use electric propulsion and are powered
with lithium polymer batteries. Based on this energy-limited
scenario, in this work, four well-known control strategies were
implemented for a generic UAV propulsion system, including the
lithium polymer battery model as the energy source. Numerous
simulations were carried out obtaining a quantitative comparison
between three advanced model-based control strategies and a
classical PID controller. Three indicators and two saving scores
were computed to analyze the simulation results.

Conclusions about the energy saving were drawn taking into
account the actual consumed energy ( )SSEb

and a control-effort-

based index ( )SS Ju
, always considering the PID controller as a



Fig. 7. Energy savings with respect to the PID controller over two different simulations.

Fig. 8. SSEb
as a function of the battery SOC for each controller.
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reference and the battery voltage above the COV. The linear algebra
based controller had the best performance in terms of actual energy
saving with up to 2.8%, the Lyapunov based controller saved up to
1.73% energy, and finally the sliding mode controller consumed up
to 3.49% more energy than the PID controller. On the other hand,
according to the control-effort-based index, all three advanced
model-based control strategies significantly improved energy sav-
ings over the PID controller. The linear algebra based controller, the
Lyapunov based controller, and the sliding mode controller saved
up to 18.1%, 14.16%, and 12.53% energy respectively.

These results clearly show that it is not possible to reliably
conclude about the energy saving analyzing the Ju index (or simi-
lar), as it is frequently found in the literature. For instance, if it is
decided to apply the sliding mode controller instead of a PID con-
troller based on the saving record of 12.53% provided by the SS Ju
index, it would be a mistake from the energy saving point of view.

Furthermore, in spite of the energy saving acquired with the
Lyapunov and linear algebra based controllers, these values may
not be significant enough in order to justify their implementation,
since they are model-based strategies that need a more detailed
knowledge of the system. PID controllers do not need a mathe-
matical model of the system and therefore present a great ad-
vantage, improving the cost/benefit ratio. Besides, they can be
tuned with satisfactory performance in most of the cases.

Certainly, each controller has its own advantages depending on
the situation; e.g. the sliding mode controller might be a good
option in case of robustness against perturbations were the main
objective, even if this imply to spend more energy.

Regarding the increase in propeller operating time, the results
are similar to the ones previously mentioned. The linear algebra
based controller offers the best performance, increasing about 3%
the operating time with respect to the PID controller.

Although the reported energy saving percentages are not sig-
nificant, they can be more relevant depending on the number of
propellers in the UAV (quadrotor, hexacopter, etc.). However, the
energy saving ratio is not constant over time but depends on the
battery SOC. The controller's performance becomes sensitive as
the battery SOC decreases, especially in the range of 85–100% SOC.

In summary, this study has shown that, in order to draw con-
clusions regarding energy saving for a given low-level controller, it



Fig. 9. Propeller speed at the end of maximum runtime for each controller.

Fig. 10. Battery voltage time evolution for each controller.
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is not sufficient to rely on indexes that only consider control ef-
forts. The reason is these control efforts must be delivered by a
limited energy source that has its own internal dynamics. Like-
wise, controllers developed in others control stages should care-
fully review the conclusions regarding energy savings if they were
obtained regardless of the onboard energy source.
Additionally, the propulsion system model parameters depend
on the motor type and thus they are not always accurately known.
In a future work, a model with uncertainty and more robust
controllers will be used to extend these results to a stochastic
model and draw broader conclusions.
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