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Universidad de Buenos Aires, Pabelloń II, Ciudad Universitaria, C1428EGA Buenos Aires, Argentina

Igal Szleifer

Department of Biomedical Engineering, Department of Chemistry, Chemistry of Life Processes Institute, Northwestern University,
2145 Sheridan Road, Evanston, Illinois 60208, United States

*S Supporting Information

ABSTRACT: We have performed extensive molecular dynamics simulations of
nanoindentation of an ice slab with model atomic force microscopy (AFM) tips. We
found the presence of a quasi-liquid layer between the tip and the ice for all explored
indentation depths. For the smallest tip studied (R = 0.55 nm), the force versus
indentation depth curves present peaks related to the melting of distinct monolayers
of ice, and we were able to calculate the work (free energy) associated with it. For a
larger tip (R = 1.80 nm) having a size not commensurate with the average
monolayer thickness, we did not find a clear structure in force curves. This work can
help guide the interpretation of experimental AFM indentation of ice and other
crystalline solids. More specifically, it provides guidelines for tip sizes where layer-
by-layer melting can be achieved and for the order of magnitude of forces that need
to be detected.

I. INTRODUCTION

Premelting at the interface with air is a feature of many
crystalline solids; however, the case of ice is of paramount
interest because of the environmental consequences in polar
stratospheric clouds,1 snow dynamics on the Earth’s surface,
oceans, and comets.2,3 The existence of a quasi-like layer
(QLL) at the ice−air interface, first proposed by Michael
Faraday in 1850 to explain the regelation phenomena,4 was
confirmed through several experimental techniques,2 including
atomic force microscopy (AFM).5−9

AFM results yield a premelted layer much ticker than that
obtained by molecular dynamics simulations10−13 or thermody-
namics models,3 which predict a thickness of the QLL smaller

than 2 nm for ice supercooling higher than 0.3 K. Because this
technique involves the interaction of a nanosized tip with the
disorder layer on ice, it is uncertain whether AFM measures the
thickness of the QLL at the ice−air interface, the QLL between
the tip and the ice, or a combination of both. It is also unknown
if the tip could induce pressure melting of the ice beneath the
QLL. Butt et al.7 suggested that the AFM tip induces plastic
deformation on ice after the jump-in through the QLL, while
Pittenger et al.8 proposed that at a low tip penetration speed
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the pressure under the tip is not high enough for melting ice;
however, melting could be induced by the tip−ice interactions
at the interface. The resulting QLL squeezes out of the region
between the tip and the ice during indentation. Li and
Somorjai14 have reviewed the QLL experimental AFM studies
and concluded that the existence of a QLL between the
penetrating AFM tip and the solid ice is still an open question.
Thus, a careful analysis of the interaction of a nanosized model
tip with the ice surface could shed some light on the
perturbation of the QLL around the tip, the structure of
water beneath the tip upon indentation, and the characteristics
of the ice melting induced by the tip.
To the best of our knowledge, this is the first molecular

dynamics simulation of ice nanoindentation. Bonner and
Baratof15 studied indentation of tiol self-assembled monolayers
on gold, using a gold deformable pyramidal cluster as a model
tip. They observed a jump-in due to attractive interactions, and
some molecular detail of the repulsive interaction between the
tip and individual tiol molecules. Buldum et al.16 modeled a
pyramidal silicon tip. The obtained force curve against a silicon
substrate showed peaks that could be associated with the
crystalline structure of the tip. Chandross et al.17 performed
extensive simulations with SiO2 model tips of three different
radii of curvature (3, 10, and 30 nm) and a self-assembled
monolayer of alkylsilanes on silica. It allowed them to compare
effective contact areas against the values predicted by simple
mechanical models frequently used to analyze polymer
indentation curves. They also studied the effect of velocity
but concluded that simulation velocities were too high
compared with experimental ones.
In this article, we present extensive atomistic molecular

dynamics (MD) simulations of the ice−vapor interface in
contact with two different model AFM tips at both the basal
and the primary prismatic planes of ice. The aim is to gain an
understanding of molecular-scale effects influencing AFM
indentation on ice. We found a thin QLL in contact with the
tip during indentation, which supports previous interpretation
of AFM experiments.8 The smallest simulated tip allowed us to
calculate the free energy associated with a layer-by-layer local
melting of ice from force versus distance curves, whereas for the
larger tip, we could not attain that level of detail. Our
simulation results can provide guidelines for tip sizes
appropriate for achieving monolayer melting in AFM
indentations, as well as the order of magnitude of forces that
need to be detected in such experiments.

II. THEORETICAL METHODS
All-atom MD simulations were conducted in the NVT
ensemble using GROMACS, version 4.5.4.18 The integration
was done using the leapfrog algorithm, with a time step of 1 fs.
The temperature of the simulation boxes was kept constant
with a Nose−́Hoover algorithm with a relaxation time of 0.5 ps,
and the SETTLE algorithm was used to maintain the water
intramolecular distances and angles. Long-range electrostatics
interactions were handled with the particle mesh Ewald (PME)
algorithm. Water molecules were modeled with the TIP5P/Ew
model,19 a five-point (nonpolarizable) model parametrized to
be used with Ewald sums. This model was chosen following a
series of studies under low-temperature conditions that proved
the good performance of TIP5P/Ew in terms of thermody-
namic and structural properties.20−23 In particular, the melting
point of hexagonal ice (Ih

d) for that model has been estimated to
be Tm ≈ (271 ± 3) K.24,25

Recently, several authors have performed simulations of ice
crystallization with methodologies that allow the use local
thermostats to control temperature gradients and take into
account the latent heat involved during the phase trans-
formations.26,27 Nevertheless (see below), experimental AFM
curves are obtained at very slow speeds, allowing for full
dissipation of the latent heat (or heat from the tip).28 Namely,
the experimental AFM curves are obtained under quasi-static
conditions, and therefore, the use of a single thermostat to
equilibrate the system is not only justified but also a convenient
way to reach proper equilibrium in shorter simulation times.

A. Ice. The initial coordinates of the ice block (768
molecules) were taken from ref 29, corresponding to proton
disordered phase Ih

d. The ice block was replicated and translated
to create boxes large enough for the simulations. Coordinates
were rotated such that the exposed face (basal or primary
prismatic plane) was perpendicular to the z axes.
We simulated force curves for different solid and liquid

systems, at 270 K (Tm − T ≈ 1 K). The prefix of the names of
ice systems (Basal-3072, Basal-6912, and Prismatic-6144)
specifies the crystal face exposed to vacuum and to the tip
(basal or primary prismatic), whereas the suffix is the number
of water molecules in the ice simulation. Similarly, Liquid-3512
and Liquid-7902 are liquid water slabs of 3512 and 7902
molecules, respectively.

B. Model AFM Tips. Most common AFM tips have a
truncated pyramidal shape, with a very small radius of curvature
at the apex (1 nm ≲ R ≲ 100 nm). We have modeled the tip as
a sphere of radius R; therefore, for indentation depths ζ < R,
the results should represent approximately that of a truncated
pyramidal tip. At indentation depths ζ > 2R, there could be a
larger difference between our results and the expected force
acting on a truncated pyramidal tip. The interaction of the tip
with water molecules was represented by a repulsive-only
potential for tip 1:
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where ε and σ are the Lennard-Jones parameters and r0 allows
the radius of the sphere to shift. For tip 1, an r0 of 0.36 nm
resulted in an R of 0.55 nm (see the Supporting Information).
For tip 2, we used a truncated and shifted Lennard-Jones
potential:
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This potential is truncated at r = r0 + 21/6σ. For tip 2, an r0 of
1.595 nm resulted in an R of 1.80 nm. For both of the tips, we
arbitrarily set ε equal to 0.7448 kJ mol−1 and σ equal to 0.3097
nm, same as the Lennard-Jones potential centered on the
oxygen of the TIP5P/Ew model. Hence, the hardness of the
potential is the same as that of TIP5P/Ew water. These
Lennard-Jones parameters are very similar to those in the
OPLS force field for nitrogen, a major component of some
AFM tips, usually made of Si3N4 or Si.
This simple model allows us to capture some fundamental

aspects of the interaction of a semispherical tip of a simple
noncharged material and the ice−QLL system. In the future, we
will increase the complexity of the model by including
molecular detail, like charged hydroxyl groups that are present
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in most Si and Si3N4 surfaces, and a more complex geometry to
gain further insights.
C. Force versus Distance Curves. Experimental AFM

force curves are performed at speeds of ∼10 μm s−1

corresponding to 0.001 nm every 100 ns. These speeds are
prohibitively slow for computer simulations.17,30 However,
because of the short relaxation time of supercooled water at this
temperature, and the slow motion of the tip, the interaction of
the system and the tip can be studied quasi-statically.
Therefore, all force curves presented here for both ice−QLL
slabs and liquid water slabs were prepared setting up multiple
(independent) simulation boxes with different tip-to-sample
distances and running umbrella sampling MD simulations for
each case. See the Supporting Information for additional details.
To determine the appropriate size of the ice or liquid slab for

the simulations, we studied the force curves for tip 1 (R = 0.55
nm) and different liquid slabs: Liquid-878 (with a surface area
of ∼3 nm × ∼3 nm), Liquid-3512 (∼6 nm × ∼6 nm), and
Liquid-7902 (∼9 nm × ∼9 nm). Results in Figure 1 showed

that forces induced by the tip present correlations larger than
the size of the box for Liquid-878, because increasing the
section area (Liquid-3512) leads to a decrease in calculated
forces. A further increase in system size (Liquid-7902) resulted
in a minor decrease in forces at the expenses of a large increase
in computational effort. Hence, we choose a section area of 6
nm × 6 nm for tip 1. Similarly, we simulated systems with a
section of 9 nm × 9 nm for tip 2. For the primary prismatic
plane, we had to increase the thickness of the ice system from
Prismatic-3072 to Prismatic-6144, because the thicker QLL led
to complete melting of Prismatic-3072.
D. Order Parameters. To quantify the number of

molecules in the solid and liquid phases, we used an operational
hydrogen bond definition following the method of Carignano
et al.11 First, we set an oxygen−oxygen distance cutoff (rHB <
0.35 nm). Second, we choose an angular cutoff for the angle
among the hydrogen, the donor oxygen, and the acceptor
oxygen (θHB < 15° in our case). As previously shown,11

averaging over 20 ps the number of hydrogen bonds defined
this way allows easy discrimination between the solid and liquid
phases. Figure 2 shows that, for our simulations, an ⟨NHB⟩
cutoff value of 2.9 is appropriate for discriminating between the
two phases.
Additionally, we use the orientational order parameter q,31,32

but considering only the closest three neighbors (at a distance r
< 0.35 nm); hence, we renamed it q3:
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where ϕjk for molecule i is the angle spanned by the distance
vectors rij and rik connecting the oxygen of molecule i and those
of closest neighbor oxygens j and k. This parameter is unity for
a perfect tetrahedral arrangement and takes lower values for
other arrangements, reaching zero average for random
orientations. The q3 order parameter has the advantage over
the number of hydrogen bonds, for analyzing interfaces, that it
requires that the molecule have only three close neighbors.
Figure 3 shows that the q3 distribution for the inner layers of an

ice−QLL slab is very similar to that of bulk ice. The
corresponding distribution for the outer layer shows an
intermediate behavior between those of bulk ice and bulk
liquid water, as it contains the mobile and frozen molecules that
characterize the QLL.

III. RESULTS AND DISCUSSION
All ice slabs exposed to vacuum presented a QLL, the thickness
of which depended on the exposed face of the crystal. It is
convenient to refer to the thickness of the QLL in units of
monolayers, which is defined as the QLL involving a number of
molecules corresponding to a monolayer of ice and resulting in
approximately 0.4 nm of a quasi-liquid state. For the basal plane
of the crystal, the thickness of the QLL oscillated between one
and two monolayers at 270 K (average of 1.5 monolayers). For
the primary prismatic plane, the thickness of the QLL varied
between one and three monolayers (average of 2.3 mono-
layers). This anisotropy has been previously observed
experimentally.33,34 Limmer and Chandler13 have suggested
that longer simulation times are necessary to equilibrate the
QLL. Their results could imply that the absolute values of QLL

Figure 1. Average force on the AFM tip in the z direction, as a
function of the distance from the tip (for tip 1, R = 0.55 nm) to the
surface of the sample (liquid water slabs in all cases). ζ = 0 was
arbitrarily set as described in the text: black, system Liquid-878; red,
system Liquid-3512; green, system Liquid-7902.

Figure 2. Time average (over 20 ps) of the number of hydrogen
bonds, as defined in the text. The solid line is for bulk ice, and the
dashed−dotted line is for bulk water.

Figure 3. Results for the q3 distribution for different systems: blue,
bulk ice; green, bulk liquid water; red, inner layers of an ice−QLL slab;
black, outer layers of an ice−QLL slab.
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thicknesses we report are not correct. The absolute values could
also be affected by the finite thickness of the ice slab.35

However, because the focus of this work is to analyze changes
in the ice−QLL slab due to interaction with model tips, it is
sufficient to attain QLL thicknesses that do not change
significantly over our simulation time spans. Indeed, we found
that the measured average thicknesses were stable during tens
of nanoseconds once equilibration had been reached after the
first two or three nanoseconds of simulation.
Figure 4 presents force versus distance curves for different

systems. The blue lines represent the indentation curves of an

ice−QLL slab of 3072 molecules exposing the basal plane
(Basal-3072) to tip 1 (R = 0.55 nm). The red line is the force
profile for a slab of liquid water of similar size (Liquid-3512).
The coordinate ζ was arbitrarily set in such a way that positive
values represent the distance from the ice−QLL surface to the
surface of the tip, and negative values represent the
approximate indentation depth. See the snapshots in the left
panel of Figure 5 for a visual image of different indentation
depths ζ.
The indentation curves for the Basal-3072 ice slab show a

clear peaked structure. It is interesting that between peaks the
ice curve overlaps with that of the pure liquid water, suggesting
that the peaks are related to layer-by-layer melting. Namely, on
the overlapping region of the curves, the tip feels liquid water in
both cases. The separation between peaks is approximately
0.44, 0.34, and 0.39 nm and is comparable to the thickness of
each monolayer of ice, 0.37 nm. The three blue curves are
independent simulations that show effectively identical results.
The local layer-by-layer melting can be seen in the snapshots
presented in the left panel of Figure 5 for different indentation
positions. The green curves in Figure 4 show the indentation
curves when the primary prismatic plane (Prismatic-6144) is
exposed. The force−distance curves show the presence of peaks
that are different from the ones predicted for the basal plane.
The peaks for the prismatic plane show a lower amplitude as
well as a slightly smaller width. However, in both cases, the
indentation curves overlap with that of the liquid water between
peaks. This suggests that the work of melting an ice layer locally
around the tip is lower for the prismatic plane than for the basal
plane. A quantitative treatment is shown below.
Next we show the effect of the tip size as obtained by

simulating the indentation with tip 2 (R = 1.80 nm) and the
ice−QLL system Basal-6912. The results are displayed in the

inset of Figure 4. The clear layer-by-layer structure predicted
with the smaller tip is not observed in this case. This can be
rationalized in terms of the commensurability between the tip
size and the thickness of the ice layer. The tip 1 radius (R =
0.55 nm) is commensurate with the ice monolayer average
thickness (d ≈ 0.37 nm), whereas for tip 2, this is no longer
true. This result suggests that to observe experimentally layer-
by-layer melting, the size of the AFM tip needs to be
commensurate with the ice layer thickness. This is probably
true for other solids, as well, and thus, it provides guidelines
that will help experimentalists to select tip sizes appropriate for
probing the structure of a crystalline solid.
Visualization of all the simulation trajectories (both crystal

faces and both tip sizes) shows that the ice melted locally
(around the tip) with an increasing indentation depth. To
quantify this observation, we calculated the spatial distribution
of the average number of hydrogen bonds of water molecules,
⟨NHB⟩, for different indentation depths (right panel of Figure
5). We use the criteria that molecules with ⟨NHB⟩ values higher
than 2.9 correspond to ice and those lower values correspond
to liquid water. The spatial distribution of the average number
of hydrogen bonds displayed in Figure 5 shows that a liquid
layer is always in contact with the tip.
To further confirm the local melting around the tip shown in

Figure 5, we studied the values of the order parameter q3 for the
molecules in contact with the tip. The corresponding
distribution functions are displayed in Figure 6. All the
distributions are very similar to that of liquid water, which
suggests that molecules in contact with the tip are in a liquidlike
state. This result supports the hypothesis of Pittenger et al.8 of
the existence of a thin QLL between the tip and the ice sample
at T > 263 K. Butt et al.7 discarded the existence of this QLL
between the tip and ice due to the necessity of assuming an
“unreasonably high” viscosity for such a layer. However, there is
experimental evidence that indicates that confinement can
produce a significant enhancement in viscosity in some aqueous
systems,36 so in that case, our results are not in contradiction
with the findings of Butt et al.
Potentials of mean force (PMF) obtained from integration of

the force curves [PMF(ζ) = −∫ +∞
ζ Fζ′ dζ′] show clear steps for

tip 1 that correspond to the distinct peaks in Figure 4 (results
shown in the Supporting Information). PMF represents the
work necessary to push the AFM tip up to a certain indentation
depth. The difference between the PMF of an ice−QLL system
and that of a liquid system of similar size accounts for the free
energy of melting (induced by the tip). Results are summarized
in Table I. The column labeled as N corresponds to the
difference between the number of liquidlike molecules in the
crystal face in contact with the tip before and after that peak,
that is, the number of molecules that melted. The other
columns, W/N and W/A (where A is the measured contact
area), are different attempts to normalize the work of each
peak. The quotient W/N corresponds to the molar free energy
of melting for the simulated ice indentation. For all peaks and
for both crystal faces, W/N values are relatively small,
consistent with a process close to equilibrium. The magnitude
of the errors (mainly due to the uncertainty in N) is rather large
and prevents a fine quantitative analysis of these values. In fact,
we implemented the blocking algorithm37 to estimate the
uncertainties from the individual simulated trajectories on the
magnitudes studied in this work. However, we found that that
procedure seriously underestimated them. Hence, we report the

Figure 4. Average force on the AFM tip in the z direction, as a
function of the tip−surface distance ζ, at 270 K: blue, ice−QLL (Basal-
3072), tip 1, three independent simulations; green, ice−QLL
(Prismatic-6144), tip 1, two independent simulations; red, water slab
(Liquid-3512), tip 1. Cyan vertical lines indicate indentation depths of
the representative snapshots in Figure 5. Inset: magenta line, ice−QLL
(Basal-6912), tip 2; red line, water slab (Liquid-7902, tip 2).
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maximal difference between the averages obtained from
independent simulations, as an estimate of the uncertainties.
We have performed a simple macroscopic thermodynamic

calculation considering the process of pressurizing ice up to the
melting equilibrium pressure (132 bar for 1 K of supercooling)
and then taking the liquid to the final (upper or lower) pressure
(see the Supporting Information). Results have the same order
of magnitude than our PMF results: 26−35 J mol−1 for the first
peak and 130−270 J mol−1 for the second peak. Even though

experiments with different tip geometries and functionalization
of their surfaces may shed light on additional effects, the
agreement between the thermodynamic argument and the
simulations suggests that pressure melting may be the
dominant mechanism that induces the QLL between the tip
and the solid ice during indentation.
The simulations show that the work (or free energy

difference) for each melting peak is higher for the basal plane
than for the primary prismatic plane. This observation is
consistent with experimental evidence33,34,38 and simple
calculations33,39 that suggest that the surface free energy of
the primary prismatic plane is higher than that of the basal
plane. These differences in surface free energy are also
consistent with the different ice growth mechanisms for basal
and primary prismatic planes.11

IV. CONCLUSIONS

In summary, we have performed for the first time extensive MD
simulations of ice−QLL nanoindentation with two model AFM
tips of two different curvature radii. Unlike most simulations of
AFM indentation, we used a quasi-static approach, given the
fact that experimental AFM experiments have time scales too
slow to make a real-time simulation feasible. We found that
indentation induces local melting of the ice near the tip. We

Figure 5. Left panels show representative snapshots of ice−QLL system Basal-3072 and tip 1 (R = 0.55 nm), at 270 K, for different indentation
depths. Blue-colored water molecules correspond to ⟨NHB⟩ < 2.9. Right panels show the spatial distribution of the average number of hydrogen
bonds (⟨NHB⟩; see the color scale at the right) of water molecules as a function of indentation depth, for the same system.

Figure 6. Results for the q3 order parameter distribution for different
systems at 270 K: blue, bulk ice; green, bulk liquid water. All other
curves correspond to the molecules in contact with the tip (tip 1) for
different indentation depths (between −0.8 and 0 nm), for system
Basal-3072.
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used different order parameters to confirm the presence of a
QLL between the tip and the ice sample for all explored
indentation depths, endorsing the analysis by Pittenger et al.8 of
experimental AFM force curves. We found that for a small tip
(R = 0.55 nm), force curves present peaks, associated with the
local melting of ice around the tip. We determined the
associated total work (free energy) of melting through the
calculation of the PMF. For a larger tip (R = 1.80 nm), the size
is no longer commensurate with the average monolayer
thickness and we do not find a clear structure in force curves
or PMF results. Our results provide guidelines for choosing tip
sizes appropriate to achieve monolayer melting in indentation
experiments of solid layers, and the order of magnitude of
forces that need to be distinguished from the noise. Our
simulations provide molecular-level insight for resolving the
controversy about the interpretation of experimental AFM
curves.5,6,8 Further simulations with modified tips with different
geometries and chemical detail will give an estimation of the
magnitude of different forces involved in experiments (capillary
forces, melting, etc.), which will help in the selection of the
correct model to get quantitative results from experiments.
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