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We introduce a concept of bilinear ideal of jointly completely bounded mappings 
between operator spaces. In particular, we study the bilinear ideals N of completely 
nuclear, I of completely integral and E of completely extendible bilinear mappings. 
We also consider the multiplicatively bounded bilinear mappings MB and its 
symmetrization SMB. We prove some basic properties of them, one of which is 
the fact that I is naturally identified with the ideal of (linear) completely integral 
mappings on the injective operator space tensor product.

© 2015 Elsevier Inc. All rights reserved.

1. Introduction and preliminaries

Let V, W and X be operator spaces. If we consider the underlying vector space structure, the relations

Bil(V ×W,X) ν� L(V ⊗W,X)
ρ� L(V,L(W,X)) (1)

hold through the two natural linear isomorphisms ν, ρ. In order for ν and ρ to induce natural morphisms 
in the operator space category, it is necessary to have appropriately defined an operator space tensor 
norm on V ⊗ W and specific classes of linear and bilinear mappings. This is the case, for instance, of 
the so-called projective operator space tensor norm ‖ · ‖∧, the completely bounded maps and the jointly 
completely bounded bilinear mappings, where ν and ρ induce the following completely bounded isometric 
isomorphisms:

J CB(V ×W,X) � CB(V ⊗̂W,X) � CB(V, CB(W,X)).
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There are many possible ways to provide V ⊗ W with an operator space tensor norm and, of course, 
to define classes of mappings. Several authors, inspired by the success that the study of the relations 
between tensor products and mappings has had in the Banach space setting, have systematically studied
some analogous relations for operator spaces. This is the case, for instance, of the completely nuclear and 
completely integral linear mappings (see [7, Section III]).

In this paper we follow this approach as well, but with the attention focused on the relations involving ν, 
the isomorphism in (1) which concerns bilinear mappings. In Section 2 we introduce the notion of an ideal 
of completely bounded bilinear mappings and study its general properties. In Section 3 we define the ideals 
of completely nuclear and completely integral bilinear mappings. The main result proved here is that the 
ideal of completely integral bilinear mappings is naturally identified with the ideal of completely integral 
linear mappings on the injective operator space tensor product, that is I(V × W, X) ∼= LI(V

∨
⊗ W, X)

(see Theorem 3.8). This implies that, contrary to the result for Banach spaces, the relation I(V × W ) ∼=
LI(V, W ∗) does not always hold. Indeed, it holds if and only if W is locally reflexive.

The ideal E of bilinear completely extendible mappings is introduced in Section 4. We prove in 
Proposition 4.4 that E gives rise, through duality, to an operator space tensor product η such that (
V

η
⊗ W

)∗ ∼= E(V ×W ). In Section 5 we consider the ideal SMB of symmetrized multiplicatively bounded 
mappings, which is the symmetrization of the ideal MB of multiplicatively bounded mappings. The following 
theorem summarizes the inclusion relations among all these bilinear ideals:

Theorem 1.1. Let V, W and X be operator spaces. Then, we have the following complete contractive inclu-
sions:

(a) N (V ×W, X) ⊂ I(V ×W, X) ⊂ MB(V ×W, X) ⊂ SMB(V ×W, X) ⊂ JCB(V ×W, X).
(b) I(V ×W, X) ⊂ E(V ×W, X) ⊂ JCB(V ×W, X).
(c) MB(V ×W, L(H)) ⊂ SMB(V ×W, L(H)) ⊂ E(V ×W, L(H))) ⊂ JCB(V ×W, L(H)).

In Section 6 we prove the inclusions and provide examples to distinguish the ideals.

We now recall some basic concepts about operator spaces, mainly with respect to bilinear operators and 
tensor products. For a more complete presentation of these topics, see [2,7,14]. All vector spaces considered 
are over the complex numbers. For a linear space V , we let Mn×m(V ) denote the set of all the n × m

matrices of elements in V . In the case n = m, the notation is simplified to set Mn×n(V ) = Mn(V ). If V is 
the scalar field we just write Mn×m and Mn, respectively. For α ∈ Mn×m, its norm ‖α‖ will be considered 
as an operator from �m2 to �n2 .

Given v = (vi,j) ∈ Mn(V ) and w = (wk,l) ∈ Mm(V ), v ⊕ w ∈ Mn+m(V ) stands for the matrix

v ⊕ w =
(

(vi,j) 0
0 (wk,l)

)
.

A matrix norm ‖ · ‖ on a linear space V is an assignment of a norm ‖ · ‖n on Mn(V ), for each n ∈ N. 
A linear space V is an operator space if it is endowed with a matrix norm satisfying:

M1 ‖v ⊕ w‖n+m = max{‖v‖n, ‖w‖m}, for all v ∈ Mn(V ) and w ∈ Mm(V ).
M2 ‖αvβ‖m ≤ ‖α‖ · ‖v‖n · ‖β‖, for all v ∈ Mn(V ), α ∈ Mm×n and β ∈ Mn×m.

We usually omit the subindex n in the matrix norms and simply denote ‖ · ‖ instead of ‖ · ‖n. The inclusion 
Mn×m(V ) ↪→ Mmax{n,m}(V ) naturally endows the rectangular matrices with a norm. Throughout the 
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article, V , W , X, Y , Z, U1, U2 will denote operator spaces where the underlying normed space is complete 
(i.e. it is a Banach space).

Every linear mapping ϕ : V → W induces, for each n ∈ N, a linear mapping ϕn : Mn(V ) → Mn(W )
given by

ϕn(v) = (ϕ(vi,j)) , for all v = (vi,j) ∈ Mn(V ).

It holds that ‖ϕ‖ = ‖ϕ1‖ ≤ ‖ϕ2‖ ≤ ‖ϕ3‖ ≤ . . . . The completely bounded norm of ϕ is defined by

‖ϕ‖cb = sup
n∈N

‖ϕn‖.

We say that ϕ is completely bounded if ‖ϕ‖cb is finite, that ϕ is completely contractive if ‖ϕ‖cb ≤ 1 and 
that ϕ is a complete isometry if each ϕn : Mn(V ) → Mn(W ) is an isometry. It is easy to see that ‖ · ‖cb
defines a norm on the space CB(V, W ) of all completely bounded linear mappings from V to W . The natural 
identification Mn (CB(V,W )) ∼= CB (V,Mn(W )) provides CB(V, W ) with the structure of an operator space. 
Also, since V ∗ = CB(V, C), the dual of an operator space is again an operator space.

In contrast to the linear case, a bilinear mapping φ : V ×W → X naturally induces not one, but two dif-
ferent bilinear mappings in the matrix levels. Some authors (see, for instance [7,18]) use the name “complete 
boundedness” for the first notion and “multiplicative boundedness” or “matrix complete boundedness” for 
the second one, while others [2,3,20] use the name “jointly complete boundedness” for the first concept and 
“complete boundedness” for the second one. In order to avoid confusion, we will not use the name “complete 
boundedness” for bilinear mappings.

So, given a bilinear mapping φ : V ×W → X, consider the associated bilinear mapping φn : Mn(V ) ×
Mn(W ) → Mn2(X) defined, for each n ∈ N, as follows:

φn(v, w) = (φ(vi,j , wk,l)) , for all v = (vi,j) ∈ Mn(V ), w = (wk,l) ∈ Mn(W ).

When their norms are uniformly bounded, that is, when

‖φ‖jcb ≡ sup
n∈N

‖φn‖ < ∞,

we say that φ is jointly completely bounded. It is plain to see that ‖ · ‖jcb is a norm on the space J CB(V ×
W, X) of all jointly completely bounded bilinear mappings from V ×W to X. As in the linear setting, the 
identification

Mn (J CB(V ×W,X)) ∼= J CB (V ×W,Mn(X))

provides J CB(V ×W, X) with an operator space structure.
The second way to naturally associate φ with a bilinear mapping φ(n) : Mn(V ) ×Mn(W ) → Mn(X), for 

each n ∈ N, involves the matrix product and it is given by

φ(n)(v, w) =
(

n∑
k=1

φ(vi,k, wk,l)
)
, for all v = (vi,j) ∈ Mn(V ), w = (wk,l) ∈ Mn(W ).

We say that φ is multiplicatively bounded if

‖φ‖mb = sup ‖φ(n)‖ < ∞.

n∈N
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Again, it is easily seen that ‖ · ‖mb is a norm on the space MB(V ×W, X) of all multiplicatively bounded 
bilinear mappings from V ×W to X. The identification

Mn (MB(V ×W,X)) ∼= MB (V ×W,Mn(X))

endows MB(V ×W, X) with matrix norms that give the structure of an operator space.
We finish this section recalling three basic examples from the theory of tensor products of operator 

spaces (the general notion is in Definition 2.3): the operator space projective tensor norm, the operator 
space injective tensor norm and the operator space Haagerup tensor norm.

Consider two operator spaces V and W . The definition of the first norm uses the fact that each element 
u ∈ Mn(V ⊗W ) can be written as:

u = α(v ⊗ w)β (2)

with v ∈ Mp(V ), w ∈ Mq(W ), α ∈ Mn×p·q, β ∈ Mp·q×n, for certain p, q ∈ N, where v ⊗ w is the p · q × p ·
q-matrix given by

v ⊗ w =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

v1,1 ⊗ w1,1 · · · v1,1 ⊗ w1,q · · · · · · v1,p ⊗ w1,1 · · · v1,p ⊗ w1,q
...

...
... · · · · · ·

...
...

...
v1,1 ⊗ wq,1 · · · v1,1 ⊗ wq,q · · · · · · v1,p ⊗ wq,1 · · · v1,p ⊗ wq,q

· · · · · · · · · · · · · · · · · · · · · · · ·
· · · · · · · · · · · · · · · · · · · · · · · ·

vp,1 ⊗ w1,1 · · · vp,1 ⊗ w1,q · · · · · · vp,p ⊗ w1,1 · · · vp,p ⊗ w1,q
...

...
... · · · · · ·

...
...

...
vp,1 ⊗ wq,1 · · · vp,1 ⊗ wq,q · · · · · · vp,p ⊗ wq,1 · · · vp,p ⊗ wq,q

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
(3)

The operator space projective tensor norm of u ∈ Mn(V ⊗W ) is defined as

‖u‖∧ = inf{‖α‖ · ‖v‖ · ‖w‖ · ‖β‖ : all representations of u as in (2)}.

The operator space injective tensor norm of u ∈ Mn(V ⊗W ) is defined as

‖u‖∨ = sup {‖(f ⊗ g)n(u)‖ : f ∈ Mp(V ∗), g ∈ Mq(W ∗), ‖f‖ ≤ 1, ‖g‖ ≤ 1} .

The operator space projective tensor product V ⊗̂W and the operator space injective tensor product V
∨
⊗ W

are the completion of (V ⊗W, ‖ · ‖∧) and the completion of (V ⊗W, ‖ · ‖∨), respectively.
There is a natural completely isometric identification:

J CB(V ×W,X) ∼= CB(V ⊗̂W,X) ∼= CB(V, CB(W,X)).

So, in particular:

J CB(V ×W ) ∼= (V ⊗̂W )∗ ∼= CB(V,W ∗).

The identification of (V
∨
⊗ W )∗ with a subset of bilinear mappings is done later, in Proposition 3.11.
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Every u ∈ Mn(V ⊗W ) can be written as u = v
w, for certain matrices v ∈ Mn×r(V ) and w ∈ Mr×n(W ), 
where

v 
 w =
(

r∑
k=1

vi,k ⊗ wk,j

)
.

The Haagerup tensor norm is defined as:

‖u‖h = inf {‖v‖ · ‖w‖ : u = v 
 w, v ∈ Mn×r(V ), w ∈ Mr×n(W ), r ∈ N} ,

while the Haagerup tensor product V
h
⊗ W is the completion of (V ⊗W, ‖ · ‖h).

For any operator spaces V and W , ‖ · ‖∨ and ‖ · ‖∧ are, respectively, the smallest and the largest operator 
space cross norms on V ⊗W . In particular, for each u ∈ Mn(V ⊗W ) it holds that

‖u‖∨ ≤ ‖u‖h ≤ ‖u‖∧.

The Haagerup tensor product is naturally associated with multiplicatively bounded bilinear operators 
through the following identifications:

MB(V ×W,X) ∼= CB(V
h
⊗ W,X) and MB(V ×W ) ∼= (V

h
⊗ W )∗.

Remark 1.2. We will use repeatedly along the text the following extension property for completely bounded 
linear mappings (see [7, Theorem 4.1.5]): if V is a subspace of an operator space W and H is a Hilbert 
space, then every completely bounded linear map ϕ : V → L(H) has a completely bounded extension 
ϕ : W → L(H) with ‖ϕ‖cb = ‖ϕ‖cb.

Equivalently, this can be stated as in [14, Theorem 1.6]: if V , W are operator spaces, H, K are Hilbert 
spaces such that V is a subspace of L(H) and W is a subspace of L(K), then every completely bounded 
linear map ϕ : V → W has a completely bounded extension ϕ : L(H) → L(K) with ‖ϕ‖cb = ‖ϕ‖cb.

2. Bilinear ideals

The linear structure and the closedness by compositions are the basic properties required of a subset of 
maps, in order to have a suitable relation between mappings spaces and tensor products. These will be, 
precisely, the defining properties of a bilinear ideal (see Definition 2.2). To deal with compositions, we need 
first to prove the following estimate:

Lemma 2.1. Let φ ∈ Mn (J CB(V ×W,X)), r1 ∈ CB(U1, V ), r2 ∈ CB(U2, W ), s ∈ CB(X, Y ). Then sn ◦ φ ◦
(r1, r2) is jointly completely bounded and

‖sn ◦ φ ◦ (r1, r2)‖jcb ≤ ‖s‖cb · ‖φ‖jcb · ‖r1‖cb · ‖r2‖cb.

Proof. Let ψ = sn ◦ φ ◦ (r1, r2). It is easy to see that

ψm = sn·m2 ◦ φm ◦ ((r1)m, (r2)m).

Thus, for every m,

‖ψm‖ ≤ ‖sn·m2‖ · ‖φm‖ · ‖(r1)m‖ · ‖(r2)m‖ ≤ ‖s‖cb · ‖φ‖jcb · ‖r1‖cb · ‖r2‖cb,

and the conclusion follows. �
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In accordance with the definition of an operator space ideal of linear mappings (see [6] and [7]), we 
introduce:

Definition 2.2. An operator space bilinear ideal A is an assignment, to each group of three operator spaces 
V , W and X, of a linear subspace A(V × W, X) of J CB(V × W, X) containing all finite type continuous 
bilinear maps, together with an operator space matrix norm ‖ · ‖A such that:

(a) For all φ ∈ Mn(A(V ×W, X)), ‖φ‖jcb ≤ ‖φ‖A.
(b) For all φ ∈ Mn(A(V ×W, X)), r1 ∈ CB(U1, V ), r2 ∈ CB(U2, W ), s ∈ CB(X, Y ), the matrix sn◦φ ◦(r1, r2)

belongs to Mn(A(U1 × U2, Y )) and

‖sn ◦ φ ◦ (r1, r2)‖A ≤ ‖s‖cb · ‖φ‖A · ‖r1‖cb · ‖r2‖cb.

We now introduce the notion of tensor norm for operator spaces.

Definition 2.3. We say that α is an operator space tensor norm if α is an operator space matrix norm on 
each tensor product of operator spaces V ⊗W that satisfies the following two conditions:

(a) α is a cross matrix norm, that is, α(v ⊗ w) = ‖v‖ · ‖w‖, for all v ∈ Mp(V ), w ∈ Mq(W ), p, q ∈ N.
(b) α fulfills the “completely metric mapping property”: for every r1 ∈ CB(U1, V ), r2 ∈ CB(U2, W ), the 

operator r1 ⊗ r2 : (U1 ⊗ U2, α) → (V ⊗W, α) is completely bounded and ‖r1 ⊗ r2‖cb ≤ ‖r1‖cb · ‖r2‖cb.

We denote by V
α
⊗ W the completion of (V ⊗W,α).

This notion is, in principle, less restrictive than the one introduced in [3, Definition 5.9], which the 
authors called “uniform operator space tensor norm”. Whenever the linear isomorphism determined by (3)
(the so-called algebraic shuffle isomorphism) Mp(V ) ⊗ Mq(W ) → Mpq(V ⊗ W ) extends to a complete 
contraction Mp(V ) ⊗α Mq(W ) → Mpq(V ⊗α W ), both notions coincide [20]. That is the case of the three 
tensor norms defined above (projective, injective and Haagerup). The proof that these main examples satisfy 
the definition, as well as the fact that the projective tensor norm ‖ · ‖∧ is the largest operator space tensor 
norm, can be found in [7].

Every operator space tensor norm determines, through ν in (1), an operator space bilinear ideal according 
to the following identification: Given V , W , X operator spaces, let

Aα(V ×W,X) ∼= CB(V
α
⊗ W,X).

Proposition 2.4. Let α be an operator space tensor norm. Then Aα is an operator space bilinear ideal.

Proof. From the relation CB(V
α
⊗ W, X) ⊂ CB(V ⊗̂W, X), it follows that Aα(V × W, X) is a subspace of 

J CB(V ×W, X). Also, it is clear that all finite type continuous bilinear mappings belong to Aα(V ×W, X).
(a) Let φ ∈ Mn(Aα(V ×W, X)) then its linear associated φ̃ belongs to Mn

(
CB(V

α
⊗ W,X)

)
∼= CB(V

α
⊗

W, Mn(X)). This says that ‖φ‖Aα
= ‖φ̃‖cb = supm ‖φ̃m‖.

The mapping φ̃m : Mm(V
α
⊗ W ) → Mm(Mn(X)) has norm

‖φ̃m‖ = sup
{
|φ̃m(u)| : u ∈ Mm(V ⊗W ), α(u) ≤ 1

}
.

On the other hand, φ also belongs to Mn(J CB(V ×W, X)) and it has an associated matrix of linear mappings 
φ ∈ Mn

(
CB(V ⊗̂W,X)

) ∼= CB(V ⊗̂W, Mn(X)). This implies that
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‖φ‖jcb = ‖φ‖cb = sup
m

‖φm‖,

and the mapping φm : Mm(V ⊗̂W ) → Mm(Mn(X)) has norm

‖φm‖ = sup
{
|φm(u)| : u ∈ Mm(V ⊗W ), ‖u‖∧ ≤ 1

}
.

For each u ∈ Mm(V ⊗ W ), φ̃m(u) = φm(u) and α(u) ≤ ‖u‖∧. Then, for every m, ‖φm‖ ≤ ‖φ̃m‖, and 
thus ‖φ‖jcb ≤ ‖φ‖Aα

.
(b) For φ ∈ Mn(Aα(V ×W, X)), let φ̃ ∈ Mn

(
CB(V

α
⊗ W,X)

)
be its associated matrix of linear mappings. 

For any r1 ∈ CB(U1, V ), r2 ∈ CB(U2, W ) and s ∈ CB(X, Y ), the following equality holds.

‖sn ◦ φ ◦ (r1, r2)‖Aα
= ‖sn ◦ φ̃ ◦ (r1 ⊗ r2)‖cb

A direct computation gives the required inequality. �
Example 2.5. Since MB(V × W, X) ∼= CB(V

h
⊗ W, X), from Proposition 2.4 we obtain that MB is an 

operator space bilinear ideal.

With similar arguments to those used to prove Proposition 2.4, we obtain:

Proposition 2.6. Let α be an operator space tensor norm and B be an operator space ideal of linear map-
pings. Given the operator spaces V , W and X, let AB

α (V ×W, X) be the operator space determined by the 
identification

AB
α (V ×W,X) ∼= B(V

α
⊗ W,X). (4)

Then, AB
α is an operator space bilinear ideal.

3. Completely nuclear and completely integral bilinear mappings

In [7, Sections 12.2 and 12.3] the definitions of completely nuclear and completely integral linear mappings 
are presented. We now introduce and study the analogous bilinear concepts. We will see that they define 
operator space bilinear ideals. Theorem 3.8 provides a concrete identification of the integral bilinear ideal 
as in (4). On the contrary, from Proposition 3.12, it will follow that the nuclear bilinear ideal cannot be 
described in such a way.

In order to properly define the notion of nuclearity in the context of bilinear mappings on operator spaces, 
we need to state first some natural mappings. Let

Θ : (V ∗ ∨
⊗ W ∗)

∨
⊗ X ↪→ JCB(V ×W,X)

be the natural complete isometry obtained as a composition of the natural complete isometries V ∗ ∨
⊗ W ∗ ↪→

(V ⊗̂W )∗, (V ⊗̂W )∗
∨
⊗ X ↪→ CB(V ⊗̂W, X) ∼= J CB(V ×W, X) and (V ∗ ∨

⊗ W ∗) 
∨
⊗ X ↪→ (V ⊗̂W )∗

∨
⊗ X (see 

[7, Proposition 8.1.2 and Proposition 8.1.5]). Let

Φ : (V ∗⊗̂W ∗)⊗̂X → (V ∗ ∨
⊗ W ∗)

∨
⊗ X

be the canonical complete contraction and let
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Ψ = Θ ◦ Φ : (V ∗⊗̂W ∗)⊗̂X → JCB(V ×W,X).

With such a Ψ:

Definition 3.1. A bilinear mapping φ ∈ J CB(V ×W, X) is completely nuclear if it belongs to the image of Ψ. 
The operator space structure in the set of completely nuclear bilinear mappings N (V ×W, X), is given by 
the identification of the image of Ψ with the quotient of its domain by its kernel. That is,

N (V ×W,X) ∼= (V ∗⊗̂W ∗)⊗̂X/ ker Ψ.

Proposition 3.2. N is an operator space bilinear ideal.

Proof. By definition N (V ×W, X) is a linear subspace of J CB(V ×W, X) and the contention of finite type 
elements is plain. The injective mapping N (V ×W, X) → JCB(V ×W, X) induced on the quotient by the 
complete contraction Ψ, has norm less or equal than Ψ, and so, it is again a complete contraction. Hence, 
‖φ‖jcb ≤ ‖φ‖N and (a) is proved.

(b) Let Ψ denote the quotient map induced by Ψ. Given φ ∈ Mn (N (V ×W,X)), r1 ∈ CB(U1, V ), 
r2 ∈ CB(U2, W ) and s ∈ CB(X, Y ), consider the following diagram:

Mn

(
(V ∗⊗̂W ∗)⊗̂X

) Ψn

((r∗1⊗r∗2 )⊗s)
n

Mn (N (V ×W,X))

Mn

(
(U∗

1 ⊗̂U∗
2 )⊗̂Y

) Ψn

Mn (N (U1 × U2, Y )) ,

where the right vertical arrow is the mapping φ �→ sn◦φ ◦(r1, r2). It is immediate to check that the mappings 
are well defined and that the diagram commutes. In particular, sn◦φ ◦(r1, r2) belongs to Mn (N (U1 × U2, Y )). 
If u ∈ Mn

(
(V ∗⊗̂W ∗)⊗̂X

)
is such that Ψn(u) = φ it holds

sn ◦ φ ◦ (r1, r2) = sn ◦ Ψn(u) ◦ (r1, r2) = Ψn (((r∗1 ⊗ r∗2) ⊗ s)n (u)) .

The estimate we are looking for follows from the fact that the inequality

‖sn ◦ φ ◦ (r1, r2)‖N ≤ ‖ ((r∗1 ⊗ r∗2) ⊗ s)n (u)‖Mn

(
(U∗

1 ⊗̂U∗
2 )⊗̂Y

)
holds for every u such that Ψn(u) = φ. �
Definition 3.3. We say that a bilinear mapping φ ∈ J CB(V ×W, X) is completely integral if

‖φ‖I = sup {‖φ|F1×F2‖N : F1 ⊂ V, F2 ⊂ W of finite dimension} < ∞.

Let I(V ×W, X) be the space of all completely integral bilinear mappings from V ×W to X. We consider 
in I(V ×W, X) the matrix norm given by

‖φ‖I = sup {‖φ|F1×F2‖N : F1 ⊂ V, F2 ⊂ W of finite dimension} ,

for every φ ∈ Mn (I(V ×W,X)). It is easy to see that this norm endowed I(V ×W, X) with the structure 
of an operator space.
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Proposition 3.4. Let V, W , X be operator spaces and let φ ∈ Mn (N (V ×W,X)). Then

‖φ‖jcb ≤ ‖φ‖I ≤ ‖φ‖N .

The first inequality also holds for φ ∈ Mn (I(V ×W,X)).

Proof. For φ ∈ Mn (I(V ×W,X)), consider finite dimensional spaces F1 ⊂ V and F2 ⊂ W . Since 
‖φ|F1×F2‖jcb ≤ ‖φ|F1×F2‖N and

‖φ‖jcb = sup {‖φ|F1×F2‖jcb : F1 ⊂ V, F2 ⊂ W of finite dimension}

we obtain that

‖φ‖jcb ≤ ‖φ‖I .

Now, if φ ∈ Mn (N (V ×W,X)) and we denote by j1 : F1 ↪→ V and j2 : F2 ↪→ W the canonical 
(completely contractive) embeddings, it is clear that

‖φ|F1×F2‖N = ‖φ ◦ (j1, j2)‖N ≤ ‖φ‖N · ‖j1‖cb · ‖j2‖cb = ‖φ‖N . �
Proposition 3.5. I is an operator space bilinear ideal.

Proof. By definition I(V ×W, X) is a linear subspace of JCB(V ×W, X). Finite type continuous bilinear 
maps are obviously contained in I(V ×W, X). Condition (a) was already proved above.

(b) Let φ ∈ Mn (I(V ×W,X)), r1 ∈ CB(U1, V ), r2 ∈ CB(U2, W ) and s ∈ CB(X, Y ). For finite dimensional 
spaces F1 ⊂ U1 and F2 ⊂ U2 let j1 : F1 ↪→ U1 and j2 : F2 ↪→ U2 be the canonical (completely contractive) 
embeddings. We have

‖sn ◦ φ ◦ (r1, r2)|F1×F2‖N = ‖sn ◦ φ ◦ (r1j1, r2j2)‖N ≤ ‖s‖cb · ‖φ‖I · ‖r1‖cb · ‖r2‖cb. �
A pointwise limit of completely nuclear bilinear contractions is not necessarily completely nuclear, but it 

is always integral. This result is in the following two lemmas and will be used several times. The statements 
given here are simpler than their linear analogues given in [7, Lemma 12.2.7 and Lemma 12.3.1].

Lemma 3.6. Let (φλ) and φ in Mn (N (F1 × F2,Mm)), where F1 and F2 are finite dimensional operator 
spaces. Suppose that there exists a constant C such that ‖φλ‖Mn(N (F1×F2,Mm)) ≤ C for all λ and that 
φλ(x, y) → φ(x, y) for every (x, y) ∈ F1 × F2. Then, ‖φ‖Mn(N (F1×F2,Mm)) ≤ C.

Proof. Take {x1, . . . , xk} and {y1, . . . , yl} vector bases of F1 and F2, respectively, and denote by {x∗
1, . . . , x

∗
k}

and {y∗1 , . . . , y∗l } the corresponding dual bases. Since

φλ =
∑
i,j

φλ(xi, yj)x∗
i ⊗ y∗j and φ =

∑
i,j

φ(xi, yj)x∗
i ⊗ y∗j

we have

‖φλ − φ‖Mn(N (F1×F2,Mm)) ≤
∑
i,j

‖φλ(xi, yj) − φ(xi, yj)‖Mn·m · ‖x∗
i ⊗ y∗j ‖N (F1×F2)

≤
∑
i,j

‖φλ(xi, yj) − φ(xi, yj)‖Mn·m · ‖x∗
i ‖ · ‖y∗j ‖ → 0.

Hence, the result follows. �
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Lemma 3.7. Suppose that φ ∈ Mn (J CB(V ×W,Mm)) and that there exists a net (φλ) ⊂ Mn(N (V × W,

Mm)) with

‖φλ‖Mn(N (V×W,Mm)) ≤ C, for all λ and φλ(v, w) → φ(v, w), for all v ∈ V,w ∈ W.

Then, φ belongs to Mn (I(V ×W,Mm)) and ‖φ‖Mn(I(V×W,Mm)) ≤ C.

Proof. For a given pair of finite dimensional subspaces F1 ⊂ V and F2 ⊂ W , the net (φλ|F1×F2) and the map 
φ|F1×F2 satisfy the hypothesis of the previous lemma. Thus, ‖φ|F1×F2‖Mn(N (V×W,Mm)) ≤ C. This implies 
that φ is completely integral and ‖φ‖Mn(I(V×W,Mm)) ≤ C. �

For the classes of completely nuclear and completely integral mappings, it is necessary to recall the linear 
definitions in order to make precise the relationship between bilinear mappings on operator spaces and 
linear mappings on operator space tensor products. A complete exposition of this topic is provided in [7, 
Chapter 12]. A linear mapping ϕ : V → W is said to be completely nuclear, ϕ ∈ LN (V, W ), if it belongs to 
the image of the canonical completely contractive mapping

LΨ : V ∗⊗̂W → V ∗ ∨
⊗ W ↪→ CB(V,W ).

The operator space structure of LN (V, W ) is given by the identification

LN (V,W ) ∼= V ∗⊗̂W/ kerLΨ.

A linear mapping ϕ : V → W is said to be completely integral, ϕ ∈ LI(V, W ), if the completely nuclear 
norms of all its restrictions to finite dimensional subspaces of V are bounded. The operator space matrix 
norm on LI(V, W ) is given by

‖ϕ‖Mn(LI(V,W )) = sup {‖ϕ|F ‖LN : F ⊂ V of finite dimension} ,

for each ϕ ∈ Mn (LI(V,W )).
So, the relation we were seeking states the following:

Theorem 3.8. For every three operator spaces V, W and X, there is a complete isometry

I(V ×W,X) ∼= LI(V
∨
⊗ W,X).

An analogous relation in the Banach space setting holds, and it is crucial in the study of the bilinear 
integral mappings (see [19]). The proof for operator spaces is, however, quite more involved.

We prove first the particular case of Theorem 3.8 when X is the finite dimensional operator space of 
n × n-matrices Mn. The operator space dual/pre-dual of Mn is the space Tn of n × n-matrices where the 
norm is given by

‖α‖Tn
= trace(|α|).

Remark 3.9. A version of “Goldstine’s theorem” holds in operator spaces: If u ∈ Mn(V ∗∗) with ‖u‖ ≤ 1, 
then there exists a net (uλ) ∈ Mn(V ) such that ‖uλ‖ ≤ 1, for all λ and ϕn(uλ) → u(ϕ), for all ϕ ∈ V ∗ (see 
[7, Proposition 4.2.5]).

Proposition 3.10. There is a complete isometry I(V ×W, Mn) ∼= LI(V
∨
⊗ W, Mn).
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Proof. Since Mn = T ∗
n is a finite-dimensional operator space, from [7, Corollary 12.3.4] we get that there is 

a completely isometric identity

LI(V
∨
⊗ W,Mn) ∼=

(
(V

∨
⊗ W )

∨
⊗ Tn

)∗
.

Thus, the result will be proved once we see that there is a complete isometry

I(V ×W,Mn) ∼=
(

(V
∨
⊗ W )

∨
⊗ Tn

)∗
.

To that end, consider the following applications:

• S : J CB(V ×W, Mn) →
(
(V ⊗̂W )⊗̂Tn

)∗, which is the canonical completely isometric isomorphism given 
by the identification

J CB(V ×W,Mn) ∼= CB(V ⊗̂W,Mn) ∼=
(
(V ⊗̂W )⊗̂Tn

)∗
.

• Ψ̂ : (V ∗⊗̂W ∗)⊗̂Mn → N (V ×W, Mn), the quotient map.

• Ω : (V ∗⊗̂W ∗)⊗̂Mn →
(

(V
∨
⊗ W )

∨
⊗ Tn

)∗
, the linearization of the trilinear mapping

V ∗ ×W ∗ × T ∗
n → (V

∨
⊗ W

∨
⊗ Tn)∗

(v∗, w∗, φ∗) �→ (v ⊗ w ⊗ φ �→ v∗(v)w∗(w)φ∗(φ)),

which is completely contractive.

• Φ∗ :
(

(V
∨
⊗ W )

∨
⊗ Tn

)∗
↪→

(
(V ⊗̂W )⊗̂Tn

)∗, which is the transpose mapping of Φ : (V ⊗̂W )⊗̂Tn →

(V
∨
⊗ W ) 

∨
⊗ Tn. Since Φ is a complete contraction and it has dense range, Φ∗ results an injective 

complete contraction.

Replicating the argument of the linear case we use the previous mappings to construct a commutative 
diagram:

N (V ×W,Mn) ⊆ I(V ×W,Mn) ⊆ JCB(V ×W,Mn)
Ψ̂
�⏐⏐ ⏐⏐�S

(V ∗⊗̂W ∗)⊗̂Mn
Ω−→

(
(V

∨
⊗ W )

∨
⊗ Tn

)∗
Φ∗
−→

(
(V ⊗̂W )⊗̂Tn

)∗
The injectivity of both S|N and Φ∗ yields that ker(Ω) = ker(Ψ̂). This allows us to define:

Snuc : N (V ×W,Mn) →
(

(V
∨
⊗ W )

∨
⊗ Tn

)∗

in such a way that Snuc ◦ Ψ̂ = Ω and Φ∗ ◦ Snuc = S|N . The mapping Snuc is a complete contraction.
Let us suppose now that φ ∈ I(V × W, Mn) with ‖φ‖I(V×W,Mn) ≤ 1. We want to see that S(φ) is 

continuous with respect to the injective tensor norm of (V ⊗ W ) ⊗ Tn. Given u ∈ (V ⊗ W ) ⊗ Tn with 
‖u‖∨ ≤ 1, there exist finite-dimensional spaces Vu ⊂ V and Wu ⊂ W such that u ∈ (Vu ⊗Wu) ⊗ Tn. Let us 
call jVu

: Vu ↪→ V and jWu
: Wu ↪→ W the canonical inclusions, then
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〈S(φ), u〉 = 〈Snuc(φ ◦ (jVu
, jWu

)), u〉.

Therefore,

|〈S(φ), u〉| ≤ ‖Snuc(φ ◦ (jVu
, jWu

))‖(
(Vu

∨
⊗Wu)

∨
⊗Tn

)∗ · ‖u‖
(Vu

∨
⊗Wu)

∨
⊗Tn

≤ ‖φ ◦ (jVu
, jWu

)‖N (Vu×Wu,Mn) · ‖u‖∨
≤ ‖φ‖I(V×W,Mn) ≤ 1.

Thus, S determines a contractive mapping

Sint : I(V ×W,Mn) →
(

(V
∨
⊗ W )

∨
⊗ Tn

)∗
.

Through a similar argument it can be seen that Sint is also a complete contraction.
Let us show now that Sint is a complete isometry. For that, get φ ∈ Mm (I(V ×W,Mn)) such that 

‖(Sint)m(φ)‖
Mm

((
(V

∨
⊗W )

∨
⊗Tn

)∗) ≤ 1. We have to prove that ‖φ‖Mm(I(V×W,Mn)) ≤ 1.

Since (Sint)m(φ) ∈ Mm

((
(V

∨
⊗ W )

∨
⊗ Tn

)∗)
∼= CB((V

∨
⊗ W ) 

∨
⊗ Tn, Mm) and (V

∨
⊗ W ) 

∨
⊗ Tn ↪→

JCB(V ∗ ×W ∗, Tn) is a complete isometry, by Remark 1.2, (Sint)m(φ) extends to ˜(Sint)m(φ) ∈ CB(J CB ×
(V ∗ ×W ∗, Tn), Mm) preserving the norm. Now, we have completely isometric identifications

CB(J CB(V ∗ ×W ∗, Tn),Mm) ∼= CB(CB(V ∗⊗̂W ∗, Tn),Mm) ∼= CB
((

(V ∗⊗̂W ∗)⊗̂Mn

)∗
,Mm

)
∼= Mm

((
(V ∗⊗̂W ∗)⊗̂Mn

)∗∗)
,

and we thus know that ‖ ˜(Sint)m(φ)‖Mm

((
(V ∗⊗̂W∗)⊗̂Mn

)∗∗) ≤ 1. Hence, by Remark 3.9, there exists a net 
(uλ) in Mm

(
(V ∗⊗̂W ∗)⊗̂Mn

)
with ‖uλ‖ ≤ 1 such that, for all ϕ ∈

(
(V ∗⊗̂W ∗)⊗̂Mn

)∗,
ϕm(uλ) → ˜(Sint)m(φ)(ϕ).

In particular, for any v ∈ V , w ∈ W and α ∈ Tn,

((v ⊗ w) ⊗ α)m(uλ) → ˜(Sint)m(φ)((v ⊗ w) ⊗ α) = (Sint)m(φ)((v ⊗ w) ⊗ α).

Looking into the coordinates of this matrix limit, with the notation uλ = (uk,l
λ )k,l and φ = (φk,l)k,l, we 

obtain

〈Ψ̂(uk,l
λ )(v, w), α〉 = ((v ⊗ w) ⊗ α)(uk,l

λ ) → Sint(φk,l)((v ⊗ w) ⊗ α) = 〈φk,l(v, w), α〉,

for every (v, w) ∈ V × W , α ∈ Tn and k, l ∈ {1, . . . , m}. Thus, for each pair (v, w) ∈ V × W , the net (
Ψ̂(uk,l

λ )(v, w)
)
k,l

converges weakly to φk,l(v, w). Being Mn a finite dimensional space, this convergence 

turns out to be strong and now we can also forget the coordinates and look at the whole picture again. So 
we have Ψ̂m(uλ)(v, w) → φ(v, w), for all (v, w) ∈ V ×W .

Since Ψ̂ is a complete contraction, we know ‖Ψ̂m(uλ)‖Mm(N (V×W,Mn)) ≤ 1 and with an appealing to 
Lemma 3.7 we derive that ‖φ‖Mm(I(V×W,Mn)) ≤ 1.
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It only remains to prove that Sint is surjective. Let f ∈
(

(V
∨
⊗ W )

∨
⊗ Tn

)∗
. The surjectivity of S tells 

us that there exists φ ∈ J CB(V ×W, Mn) such that Φ∗(f) = S(φ). Moreover, for finite dimensional spaces 
F1 ∈ V and F2 ∈ W with canonical inclusions j1 : F1 ↪→ V and j2 : F2 ↪→ W it holds

Φ∗(f ◦ (j1, j2)) = S(φ ◦ (j1, j2)).

Since φ ◦ (j1, j2) belongs to N (F1 ×F2, Mn) ∼= I(F1 ×F2, Mn) it is clear that Sint(φ ◦ (j1, j2)) = f ◦ (j1, j2).
Hence,

‖φ ◦ (j1, j2)‖N (F1×F2,Mn) = ‖φ ◦ (j1, j2)‖I(F1×F2,Mn) = ‖Sint(φ ◦ (j1, j2))‖

= ‖f ◦ (j1, j2)‖ ≤ ‖f‖.

Thus, φ ∈ I(V ×W, Mn) with ‖φ‖I(V×W,Mn) ≤ ‖f‖. �
Now we can prove the general result I(V ×W, X) ∼= LI(V

∨
⊗ W, X):

Proof of Theorem 3.8. Let φ ∈ I(V ×W, X) and consider the associated linear application

Lφ : V ⊗W → X.

We begin by proving that Lφ is completely bounded from (V ⊗W, ∨) to X. This will allows us to extend 

Lφ to V
∨
⊗ W . For that, we need to find a common bound for the norms of the mappings

(Lφ)n : Mn(V ⊗W,∨) → Mn(X).

Let u ∈ Mn(V ⊗W ). By [7, Lemma 2.3.4], there exists ξ ∈ CB(X, Mn) with ‖ξ‖cb ≤ 1 satisfying

‖(Lφ)n(u)‖Mn(X) = ‖ξn ((Lφ)n(u)) ‖Mn(Mn) = ‖(ξ ◦ Lφ)n(u)‖Mn(Mn) = ‖(Lξ◦φ)n(u)‖Mn(Mn).

Since ξ ◦ φ : V × W → Mn is completely integral, we know from Proposition 3.10 that Lξ◦φ belongs to 

LI(V
∨
⊗ W, Mn). Thus, Lξ◦φ ∈ CB(V

∨
⊗ W, Mn) and therefore,

‖(Lξ◦φ)n(u)‖Mn(Mn) ≤ ‖Lξ◦φ‖cb · ‖u‖
Mn(V

∨
⊗W )

≤ ‖ξ‖cb · ‖φ‖I(V×W,X) · ‖u‖
Mn(V

∨
⊗W )

.

This yields that Lφ ∈ CB(V
∨
⊗ W, X). Let us prove now that, indeed, given φ ∈ Mn (I(V ×W,X)), Lφ

belongs to Mn

(
LI(V

∨
⊗ W,X)

)
. To that end we need to compute the nuclear norms of its restrictions to 

finite dimensional spaces. Let F ⊂ V
∨
⊗ W be a finite dimensional subspace. There exist finite dimensional 

subspaces F1 ∈ V and F2 ∈ W such that F ⊂ F1
∨
⊗ F2. The complete isometry (F1

∨
⊗ F2)∗ ∼= F ∗

1 ⊗̂F ∗
2 (see, 

for instance, [7, (15.4.1)]) yields that N (F1 × F2, X) ∼= LN (F1
∨
⊗ F2, X). Thus,

‖Lφ|F ‖Mn(LN (F,X)) ≤
∥∥∥Lφ|

F1
∨
⊗F2

∥∥∥
Mn

(
LN (F1

∨
⊗F2,X)

) = ‖φ|F1×F2‖Mn(N (F1×F2,X)) ≤ ‖φ‖Mn(I(V×W,X))

Hence, it follows that Lφ ∈ Mn

(
LI(V

∨
⊗ W,X)

)
and ‖Lφ‖

Mn

(
LI(V

∨
⊗W,X)

) ≤ ‖φ‖Mn(I(V×W,X)).
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To prove the opposite contention, consider L ∈ Mn

(
LI(V

∨
⊗ W,X)

)
. It is plain to see that L is Lφ, 

for some φ ∈ Mn (J CB(V ×W,X)). The same argument as above shows that for any finite dimensional 
subspaces F1 ∈ V and F2 ∈ W ,

‖φ|F1×F2‖Mn(N (F1×F2,X)) =
∥∥∥Lφ|

F1
∨
⊗F2

∥∥∥
Mn

(
LN (F1

∨
⊗F2,X)

) ≤ ‖Lφ‖
Mn

(
LI(V

∨
⊗W,X)

).

Consequently, φ ∈ Mn (I(V ×W,X)) and ‖φ‖Mn(I(V×W,X)) ≤ ‖Lφ‖
Mn

(
LI(V

∨
⊗W,X)

). �

The scalar valued case. Let V and W be operator spaces and let ν be the linear isomorphism in (1). As a 
corollary of Theorem 3.8 we have that ν induces the following complete isometry:

Proposition 3.11. I(V ×W ) ∼= (V
∨
⊗ W )∗.

In contrast, in the case of the nuclear bilinear ideal we have:

Proposition 3.12. The following are equivalent:

(i) There exists an operator space tensor norm α such that N (V ×W ) ∼= (V
α
⊗ W )∗.

(ii) N (V ×W ) = I(V ×W ).

In this case, α coincides with the injective operator space tensor norm.

Proof. (i) follows from (ii) by Proposition 3.11. To prove the other implication, recall that ‖ · ‖∨ ≤ ‖ · ‖α for 
any operator space tensor norm α. Thus, if (i) holds for some α, then I(V ×W ) ∼= (V

∨
⊗ W )∗ ⊂ (V

α
⊗ W )∗ ∼=

N (V ×W ). �
It is worth noticing that there are examples of completely integral scalar valued bilinear mappings which 

are not completely nuclear (see Example 6.1). Thus, the completely nuclear bilinear ideal is not of the type 
described in Proposition 2.6.

Something more can be said about a tensorial representation of N (V × W ). First, recall the following 
definition.

Definition 3.13. An operator space V is said to have the operator space approximation property (OAP)
if for every u ∈ K(H) 

∨
⊗ V and for every ε > 0 there exists a finite rank mapping T on V such that 

‖u − (I ⊗ T )(u)‖ < ε.

By [7, Theorem 11.2.5], V has OAP if and only if the canonical inclusion V ⊗̂W ↪→ V
∨
⊗ W is one-to-one, 

for every operator space W (or just for V ∗). Recall that the standard translation of this result to the Banach 
space setting was also valid. As a direct consequence we can state the following:

Proposition 3.14. If V ∗ or W ∗ has OAP then there is a complete isometry:

N (V ×W ) ∼= V ∗⊗̂W ∗.

As an example we can consider a reflexive operator space V such that its dual V ∗, looked as a Banach 
space has the (Banach) approximation property but as an operator space V ∗ has not OAP (see [1,11] for 
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examples of such spaces). In this case, the space of (Banach) nuclear bilinear forms on V ×V ∗ has a canonical 
representation as a projective tensor product while the space of completely nuclear bilinear forms has not:

NB(V × V ∗) ∼= V ∗ ⊗π V ∗∗ and N (V × V ∗) � V ∗⊗̂V ∗∗.

Remark 3.15. The argument in Proposition 3.14 can be easily extended to the vector valued case. Hence, 
we have

N (V ×W,X) ∼= (V ∗⊗̂W ∗)⊗̂X,

whether two of the three spaces V ∗, W ∗ and X have OAP.

Looking at the equivalence J CB(V × W ) � CB(V, W ∗) and taking into account the situation in the 
Banach space setting, we question about the existence of an operator space identification for completely 
nuclear bilinear/linear mappings and for completely integral bilinear/linear mappings.

For the nuclear case, a careful look to the definitions of the spaces of completely nuclear bilinear and 
linear mappings, easily gives the following.

Proposition 3.16. N (V ×W ) ∼= LN (V, W ∗).

The situation for completely integral mappings is quite different: since LI(V, W ∗) is not always completely 

isometric to (V
∨
⊗ W )∗ [7, Section 12.3] then neither the spaces I(V × W ) and LI(V, W ∗) are always 

completely isometric. In the Banach space setting, the space of integral bilinear forms from two Banach 
spaces is isometrically isomorphic to the space of integral linear mappings from one of the spaces to the dual 
of the other (see, for instance, [17, Proposition 3.22]). The hidden reason behind this different behavior is the 
Principle of Local Reflexivity, which is valid for every Banach space while its operator space version does not 
always hold (see [7, Section 14.3] or [14, Definition 18.1] for a precise definition). Indeed, [7, Theorem 14.3.1]
along with Proposition 3.11 give us the statement below.

Proposition 3.17. Let W be an operator space. Then the following are equivalent:

(i) W is locally reflexive.
(ii) For every operator space V , there is a complete isometry I(V ×W ) ∼= LI(V, W ∗).

4. Completely extendible bilinear mappings

Within the scope of Banach spaces, the non-validity of a Hahn–Banach theorem for multilinear mappings 
and homogeneous polynomials motivates the study of the ‘extendible’ elements (those that can be extended 
to any superspace). We propose and study here a version of this concept for bilinear mappings between 
operator spaces. Our approach was strongly inspired by the results and arguments of [4] (see also [9]).

Definition 4.1. A mapping φ ∈ J CB(V ×W, Z) is completely extendible if for any operator spaces X and Y
such that V ⊂ X, W ⊂ Y there exists a jointly completely bounded extension φ : X × Y → Z of φ.

By the Representation Theorem for operator spaces (see, for instance [7, Theorem 2.3.5]), any operator 
space can be seen, through a complete isometry, as a subspace of certain L(H).
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Given V and W , let us denote the complete isometries that realize these spaces by

ΩV : V → L(HV ) and ΩW : W → L(HW ).

Following the idea of [4, Theorem 3.2], we obtain:

Proposition 4.2. A jointly completely bounded mapping φ : V ×W → Z is extendible if and only if it can be 
extended to L(HV ) × L(HW ). In this case, if φ0 is such an extension, then for every X ⊃ V and Y ⊃ W

there exists an extension φ : X × Y → Z with ‖φ‖jcb ≤ ‖φ0‖jcb.

Proof. Let φ0 : L(HV ) × L(HW ) → Z be an extension of φ. By Remark 1.2, ΩV and ΩW have complete 
contractive extensions ΩV : X → L(HV ) and ΩW : Y → L(HW ). Then, φ : X × Y → Z given by

φ(x, y) = φ0(ΩV (x),ΩW (y)), for all x ∈ X, y ∈ Y,

extends φ and

‖φ‖jcb ≤ ‖φ0‖jcb · ‖ΩV ‖cb · ‖ΩW ‖cb = ‖φ0‖jcb. �
Let

E(V ×W,Z) = {φ ∈ J CB(V ×W,Z) : φ is extendible} .

It is clear that E(V × W, Z) is a subspace of J CB(V × W, Z). Moreover, it is an operator space if we 
consider the following norm: for each φ ∈ Mn (E(V ×W,Z)), let ‖φ‖E be the infimum of the numbers C > 0
such that for all X ⊃ V and Y ⊃ W there exists φ ∈ Mn (J CB(X × Y,Z)) which extends φ, ‖φ‖jcb ≤ C. 
The previous proposition tells us that we can define equivalently

‖φ‖E = inf {‖φ0‖jcb : φ0 extension of φ to Mn (J CB(L(HV ) × L(HW ), Z))} .

Proposition 4.3. E is an operator space bilinear ideal.

Proof. Since continuous functionals are completely extendible, it is clear that all finite type continuous 
bilinear mappings belong to this subspace.

(a) For any φ ∈ Mn (E(V ×W,Z)) we know that ‖φ‖jcb ≤ ‖φ0‖jcb for every extension φ0 ∈
Mn (J CB(L(HV ) × L(HW ), Z)). Thus, ‖φ‖jcb ≤ ‖φ‖E .

(b) Consider φ ∈ Mn (E(V ×W,Z)), r1 ∈ CB(U1, V ), r2 ∈ CB(U2, W ) and s ∈ CB(Z, Y ). 
Since φ is a matrix of completely extendible maps, given ε > 0, there exists an extension φ0 ∈
Mn (J CB(L(HV ) × L(HW ), Z)) such that ‖φ0‖jcb ≤ ‖φ‖E + ε.

According to Remark 1.2, let R1 : L(HU1) → L(HV ) and R2 : L(HU2) → L(HW ) be completely bounded 
extensions of r1 and r2, respectively, with ‖r1‖cb = ‖R1‖cb and ‖r2‖cb = ‖R2‖cb. Then, sn ◦ φ0 ◦ (R1, R2) is 
an extension of sn ◦ φ ◦ (r1, r2) to L(HU1) × L(HU2) and

‖sn ◦ φ0 ◦ (R1, R2)‖jcb ≤ ‖s‖cb · ‖φ0‖jcb · ‖R1‖cb · ‖R2‖cb ≤ ‖s‖cb · (‖φ‖E + ε) · ‖r1‖cb · ‖r2‖cb.

Therefore, sn ◦ φ ◦ (r1, r2) ∈ Mn (E(U1 × U2, Z)) and ‖sn ◦ φ ◦ (r1, r2)‖E ≤ ‖s‖cb · ‖φ‖E · ‖r1‖cb · ‖r2‖cb. �
Motivated by what is done in the Banach space setting (see [4, Corollary 3.9] or [9, Proposition 3]), we 

now define an operator space tensor norm η such that for any V, W , the dual operator space (V
η
⊗ W )∗
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coincides with the scalar-valued completely extendible bilinear mappings E(V ×W ). To that end, consider 
the tensor product of the canonical operator space inclusions where the range is endowed with the operator 
space projective tensor norm:

ΩV ⊗ ΩW : V ⊗W → L(HV )⊗̂L(HW ).

Let η be the operator space tensor norm in V ⊗ W induced by this application. Thus, for any u ∈
Mn (V ⊗W ),

η(u) = ‖(ΩV ⊗ ΩW )n(u)‖∧.

It is plain to see that η is an operator space matrix norm that does not depend on the representations 
of ΩV and ΩW but just on the operator space structure of V and W . Also, since ΩV and ΩW are complete 
isometries it easily follows that η is a cross matrix norm. Moreover, it can be proved evidently that η is an 
operator space tensor norm according to Definition 2.3.

Let V
η
⊗ W denote the completion of (V ⊗W, η).

Proposition 4.4. There is a complete isometry

(
V

η
⊗ W

)∗ ∼= E(V ×W ).

Proof. Let ϕ ∈
(
V

η
⊗ W

)∗
and denote by φ the associated bilinear form, φ : V ×W → C. Since V

η
⊗ W ↪→

L(HV )⊗̂L(HW ) is a complete isometry, we can see V
η
⊗ W as a subspace of L(HV )⊗̂L(HW ). By Remark 1.2, 

ϕ can be extended to ϕ0 : L(HV )⊗̂L(HW ) → C with ‖ϕ0‖cb = ‖ϕ‖cb. It is easy to see that the bilinear map 
φ0 : L(HV ) × L(HW ) → C associated to ϕ0 is an extension of φ. Also,

‖φ0‖jcb = ‖ϕ0‖cb = ‖ϕ‖cb.

Then, φ is completely extendible and ‖φ‖E ≤ ‖ϕ‖.
Reciprocally, let φ ∈ E(V ×W ) and denote its linear associated by ϕ : V ⊗W → C. Let φ0 : L(HV ) ×

L(HW ) → C be an extension of φ and consider its linear associated ϕ0 ∈
(
L(HV )⊗̂L(HW )

)∗. Thus, for 
each u ∈ V ⊗W ,

|ϕ(u)| = |ϕ0(ΩV ⊗ ΩW )(u)| ≤ ‖ϕ0‖cb · ‖(ΩV ⊗ ΩW )(u)‖∧ = ‖ϕ0‖cb · ‖u‖η.

This implies that ϕ is η-continuous and so it can be extended continuously to V
η
⊗ W . Hence, ϕ ∈

(
V

η
⊗ W

)∗

with ‖ϕ‖ ≤ ‖φ‖E .
The isometry between 

(
V

η
⊗ W

)∗
and E(V ×W ) is now proved and a similar argument shows that the 

isometry is complete. �
5. The symmetrized multiplicatively bounded bilinear ideal

Given a bilinear mapping φ : V × W → Z, its transposed φt : W × V → Z is defined by the relation 
φt(w, v) = φ(v, w). We will say that an operator space bilinear ideal A is symmetric when satisfies that if 
φ ∈ A(V ×W, Z) then φt ∈ A(W × V, Z) with ‖φ‖A = ‖φt‖A.

The bilinear ideals J CB, N , I and E are clearly symmetric, while MB is not (see Example 6.2).
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Definition 5.1. A bounded bilinear mapping φ : V ×W → Z is symmetrized multiplicatively bounded, φ ∈
SMB(V ×W, Z) if it can be decomposed as φ = φ1+φ2 with φ1 ∈ MB(V ×W, Z) and φt

2 ∈ MB(W ×V, Z).

The space SMB(V ×W, Z) is equipped with an operator space structure through the identification with 
the sum MB(V × W, Z) + tMB(W × V, Z) in the sense of operator spaces interpolation theory (see [12, 
Chapter 2]). In this way, the norm of a matrix φ ∈ Mn(SMB(V ×W ; Z)) is given by

‖φ‖smb = inf
{
‖(φ1, φ2)‖Mn(MB(V×W,Z)⊕1tMB(W×V,Z)) : φ = φ1 + φ2

}
.

Proposition 5.2. SMB is a symmetric operator space bilinear ideal.

Proof. By means of [12, Proposition 2.1] it is easy to see that whenever A1 and A2 are operator space 
bilinear ideals then the same holds for A1 + A2. Hence, this is valid for SMB = MB + tMB. �

We denote by (V
h
⊗ W ) ∩ (W

h
⊗ V ) the set of elements u in V

h
⊗ W such that ut belongs to W

h
⊗ V . 

Appealing again to interpolation theory, we can see (V
h
⊗ W ) ∩ (W

h
⊗ V ) as an operator space with the 

structure inherited by the canonical inclusion in (V
h
⊗ W ) ⊕∞ (W

h
⊗ V ).

The completely isometric identity (X ∩ Y )∗ ∼= X∗ + Y ∗ [12, p. 23] applied to our case says:

SMB(V ×W ) ∼=
(
(V

h
⊗ W ) ∩ (W

h
⊗ V )

)∗
,

completely isometrically. In the vector-valued case, there is also some interplay between the space of sym-
metrized multiplicatively bounded bilinear mappings and the intersection of both Haagerup tensor products:

Proposition 5.3. Let V , W and Z be operator spaces. Then:

(a) The inclusion SMB(V ×W, Z) ↪→ CB((V
h
⊗ W ) ∩ (W

h
⊗ V ), Z) is a complete contraction.

(b) If Z = L(H) there is a complete isomorphism

SMB(V ×W,L(H)) ∼= CB((V
h
⊗ W ) ∩ (W

h
⊗ V ),L(H)).

Proof. (a) Composing the restriction with the usual identification we naturally have the following complete 
contractions:

MB(V ×W,Z) ↪→ CB((V
h
⊗ W ) ∩ (W

h
⊗ V ), Z) and tMB(W × V,Z) ↪→ CB((V

h
⊗ W ) ∩ (W

h
⊗ V ), Z).

Thus, the classical interpolation property (see [12, Proposition 2.1]) gives that the mapping

SMB(V ×W,Z) = MB(V ×W,Z) + tMB(W × V,Z) ↪→ CB((V
h
⊗ W ) ∩ (W

h
⊗ V ), Z)

is also a complete contraction.
(b) In the case Z = L(H), let us see that the injective mapping of (a) is actually a surjective complete 

isomorphism. For that, consider Lφ ∈ Mn

(
CB((V

h
⊗ W ) ∩ (W

h
⊗ V ), L(H))

)
. We have to prove that the 

bilinear associate φ belongs to Mn (SMB(V ×W,L(H))) with ‖φ‖ ≤ 2‖Lφ‖.
Since Lφ ∈ Mn

(
CB((V

h
⊗ W ) ∩ (W

h
⊗ V ), L(H))

)
∼= CB

(
(V

h
⊗ W ) ∩ (W

h
⊗ V ), L(Hn)

)
and (V

h
⊗ W ) ∩

(W
h
⊗ V ) is completely isometrically contained in (V

h
⊗ W ) ⊕∞ (W

h
⊗ V ) there is an extension L˜ ∈
φ
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CB
(
(V

h
⊗ W ) ⊕∞(W

h
⊗ V ), L(Hn)

)
with the same completely bounded norm. Then, we should have that the 

bilinear associated to Lφ̃ is written as φ1 +φ2 with ‖φ1‖MB(V×W,L(Hn)) ≤ ‖Lφ̃‖ and ‖φt
2‖MB(W×V,L(Hn)) ≤

‖Lφ̃‖. Hence,

‖φ1‖MB(V×W,L(Hn)) + ‖φt
2‖MB(W×V,L(Hn)) ≤ 2‖Lφ‖.

Now, the usual identification MB(V ×W, L(Hn)) ∼= Mn (MB(V ×W,L(H))) yields:

‖φ‖Mn(SMB(V×W,L(H))) ≤ ‖φ1‖Mn(MB(V×W,L(H))) + ‖φt
2‖Mn(MB(W×V,L(H)))

≤ 2‖Lφ‖
Mn

(
CB((V

h
⊗W )∩(W

h
⊗V ),L(H))

). �

The case of scalar valued mappings is of special interest and was extensively studied in the literature in 
relation with the so-called Non-commutative Grothendieck’s Theorem. In the next section there is a briefly 
exposition of this.

We thank the referee for suggesting us to study the symmetrized multiplicatively bounded mappings and 
for his/her very valuable comments.

6. Proof of Theorem 1.1 and examples

Now we study the relationships between the bilinear ideals: we prove the inclusion relations that always 
hold, and provide examples that distinguish them when they are different.

Proof of Theorem 1.1(a). It is clear, by definition, that every completely nuclear bilinear mapping is com-
pletely integral. Also, the fact that ‖ · ‖∨ is smaller than ‖ · ‖h implies that

LI(V
∨
⊗ W,X) ⊂ CB(V

∨
⊗ W,X) ⊂ CB(V

h
⊗ W,X).

Moreover, since I(V × W, X) ∼= LI(V
∨
⊗ W, X) and MB(V × W, X) ∼= CB(V

h
⊗ W, X), we obtain that 

I(V × W, X) ⊂ MB(V × W, X). From the very definition of SMB, the relation MB(V × W, X) ⊂
SMB(V ×W, X) always holds.

All these inclusions are strict as we can see in the following examples.
Recall that in the Banach space setting, a classical example of an integral non-nuclear bilinear mapping 

is φ : �1 × �1 → C given by φ(x, y) =
∑

n xnyn. For operator spaces, a similar example works.

Example 6.1. A completely integral bilinear form which is not completely nuclear.
Let us consider the operator space τ(�2) of trace class operators from �2 to �2. Naturally, each element 

x ∈ τ(�2) is identified with an infinite matrix (xs,t).
We define a bilinear map φ : τ(�2) × τ(�2) → C by

φ(x, y) =
∑
s

xs,s · ys,s

The bilinear map φ is jointly completely bounded but not completely nuclear. Indeed, by Proposition 3.16, 
if φ is completely nuclear so is Lφ : τ(�2) → L(�2) given by
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Lφ(x) =

⎛⎜⎜⎜⎜⎜⎜⎝
x1,1 0 · · · · · · · · ·
0 x2,2 0 · · · · · ·
0 0 x3,3 0 · · ·
0 · · · 0 x4,4 · · ·
... · · · · · · · · · · · ·

⎞⎟⎟⎟⎟⎟⎟⎠ .

Lφ could not be completely nuclear because it is not compact [7, Proposition 12.2.1].
Now we want to see that φ is completely integral. Invoking Lemma 3.7, we want to estimate the completely 

nuclear norms of the mappings φm : τ(�2) × τ(�2) → C given by

φm(x, y) =
m∑
s=1

xs,s · ys,s.

For each s ∈ N, let us denote by εss the element in L(�2) represented by the matrix with a number 1 in 
position (s, s) and numbers 0 in all the other places. Recall that N (τ(�2) × τ(�2)) ∼= L(�2)⊗̂L(�2)/ kerΨ, 
where Ψ : L(�2)⊗̂L(�2) → JCB(τ(�2) × τ(�2)) is the canonical mapping defined in Section 3. Since

φm = Ψ
(

m∑
s=1

εss ⊗ εss

)
,

we have ‖φm‖N ≤ ‖ 
∑m

s=1 εss ⊗ εss‖∧. In order to compute this norm, consider the following usual way of 
expressing it:

m∑
s=1

εss ⊗ εss = 1
2m

∑
δ∈{−1,1}m

(
m∑
s=1

δsεss

)
⊗

(
m∑
s=1

δsεss

)
. (5)

It is easy to prove that for vectors v1, . . . , vp in any operator space V we have the following representation:

p∑
j=1

vj ⊗ vj = α · ((v1 ⊕ · · · ⊕ vp) ⊗ (v1 ⊕ · · · ⊕ vp)) · β,

where α ∈ M1×p2 , β ∈ Mp2×1 and both α and β have ‘1’ in p of the places and ‘0’ in the others. Applying 
this representation to the expression (5), we obtain∥∥∥∥∥

m∑
s=1

εss ⊗ εss

∥∥∥∥∥
∧

≤ 1
2m ‖α‖ · max

δ∈{−1,1}m

∥∥∥∥∥
m∑
s=1

δsεss

∥∥∥∥∥
2

L(�2)

· ‖β‖,

where α ∈ M1×22m , β ∈ M22m×1 and both α and β have ‘1’ in 2m of the places and ‘0’ in the others. Since 
‖α‖ = ‖β‖ = 2m/2 and ‖ 

∑m
s=1 δsεss‖L(�2) = maxs |δs| = 1, we derive ‖ 

∑m
s=1 εss ⊗ εss‖∧ ≤ 1. Hence, 

‖φm‖N ≤ 1 (in fact, it is equal to 1) and by Lemma 3.7, φ is completely integral with ‖φ‖I = 1.

Example 6.2. A multiplicatively bounded bilinear mapping which is not completely integral / A symmetrized 
multiplicatively bounded bilinear mapping which is not multiplicatively bounded.

Let H be a Hilbert space and denote by Hc the column space associated to H. An example of non-
commutativity of Haagerup tensor product is given through the canonical complete isometries (see, for 
instance [7, Propositions 9.3.1, 9.3.2 and 9.3.4]):

Hc

h
⊗ (Hc)∗ ∼= Hc

∨
⊗ (Hc)∗ ∼= K(H) and (Hc)∗

h
⊗ Hc

∼= (Hc)∗⊗̂Hc
∼= τ(H).
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A close look to these mappings allows us to state that the application

Hc ⊗ (Hc)∗ → (Hc)∗
h
⊗ Hc

v ⊗ w �→ w ⊗ v

could not be extended as a completely bounded mapping defined on Hc

h
⊗ (Hc)∗. Consider

φ : (Hc)∗ ×Hc → (Hc)∗
h
⊗ Hc and φt : Hc × (Hc)∗ → (Hc)∗

h
⊗ Hc

(w, v) �→ w ⊗ v (v, w) �→ w ⊗ v.

It turns out that φ is multiplicatively bounded while φt is not. Hence, φ could not be completely integral 
(because the ideal of completely integral bilinear mappings is symmetric). Therefore, φ is multiplicatively 
bounded but not completely integral and φt is symmetrized multiplicatively bounded but not multiplicatively 
bounded.

We also see in [8, Example 3.6], or in Example 6.5 below, that the bilinear ideals SMB and J CB do not 
coincide.

Proof of Theorem 1.1(b). The ideal of completely extendible bilinear mappings cannot be placed as a 
link in the chain of inclusions in Theorem 1.1 (a): It contains the ideal of completely integral bilinear 
operators (see arguments below), but it has not a relation with the ideal of multiplicatively bounded bilinear 
mappings holding for every operator space. Examples 6.4 and 6.6 prove this. We will see, though, that in 
the particularly relevant cases when the range is C or L(H) there are relations between them.

In the Banach space setting, Grothendieck-integral bilinear mappings are always extendible [5, Propo-
sition 7]. Let us see that an analogous contention holds in the operator space framework. Pisier (personal 
communication) made us realize that completely integral linear mappings being completely 2-summing are 
hence completely extendible [13, Proposition 6.1]. This linear result allows us to derive the bilinear one.

Indeed, from Theorem 3.8, we know I(V ×W, X) ∼= LI(V
∨
⊗ W, X). Now, the previous linear inclusion 

gives us LI(V
∨
⊗ W, X) ⊂ LE(V

∨
⊗ W, X). Also, since the operator space tensor norm ‖ ·‖∨ is smaller than η, 

and LE is an ideal, we have LE(V
∨
⊗ W, X) ⊂ LE(V

η
⊗ W, X). Now, the conclusion follows once we see that 

given any ϕ ∈ LE(V
η
⊗ W, X), its associated bilinear mapping φ : V ×W → X belongs to E(V ×W, X).

The extendibility of ϕ along with the inclusion V
η
⊗ W ↪→ L(HV )⊗̂L(HW ) produce that, for any ε > 0

there exists a completely bounded linear mapping ϕ0 : L(HV )⊗̂L(HW ) → X that extends φ with

‖ϕ‖LE ≤ ‖ϕ0‖cb ≤ ‖ϕ‖LE + ε.

It is clear now that the bilinear map associated to ϕ0, φ0 : L(HV ) ×L(HW ) → X, is an extension of φ that 
satisfies

‖φ‖E ≤ ‖φ0‖jcb = ‖ϕ0‖cb ≤ ‖ϕ‖LE + ε.

Hence, φ is completely extendible with ‖φ‖E ≤ ‖ϕ‖LE .

Therefore, (b) in Theorem 1.1 is proved: I(V ×W, X) ⊂ E(V ×W, X) ⊂ JCB(V ×W, X).
Examples 6.4 and 6.6 below, will show that both inclusions could be strict.

Proof of Theorem 1.1(c). It is known [20, p. 45] that multiplicatively bounded bilinear mappings with range 
L(H) are completely extendible. This can also be seen as a consequence of Arvenson–Wittstock extension 
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theorem for completely bounded mappings (Remark 1.2) along with the fact that the Haagerup tensor 
norm preserves complete isometries. Moreover, the inclusion MB(V × W, L(H)) ⊂ E(V × W, L(H)) is a 
complete contraction. Since E is a symmetric ideal, appealing once more to [12, Proposition 2.1] we derive 
the complete contractive inclusion

SMB(V ×W,L(H)) ⊂ E(V ×W,L(H)),

which proves (c) in Theorem 1.1.

We do not know whether this last inclusion is strict. Actually, for scalar-valued bilinear mappings we 
do know that the equality isomorphically holds. This is a consequence of Grothendieck’s Theorem for 
C∗-algebras. In [15] one may find a broad exposition on the topic. For the moment let us recall just some 
relevant results in a terminology according to our presentation. Pisier and Shlyakhtenko [16] obtain the 
result for exact operator spaces (and also for C∗-algebras satisfying some conditions). In [16, Theorem 0.4]
they prove:

Theorem (Pisier–Shlyakhtenko). If V and W are exact operator spaces, then the following isomorphism 
holds:

SMB(V ×W ) = J CB(V ×W ).

Haagerup and Musat [8] prove the theorem for general C∗-algebras. Combining [8, Theorem 1.1] with [8, 
Lemma 3.1] (which relies on Pisier and Shlyakhtenko’s result) produces:

Theorem (Haagerup–Musat). If A and B are C∗-algebras, then the following isomorphism holds:

SMB(A×B) = J CB(A×B).

As a consequence, for any operator spaces V and W the following (Banach space) isomorphism holds:

SMB(V ×W ) = E(V ×W ).

Indeed, let φ ∈ E(V × W ). For V → L(HV ) and W → L(HW ) complete isometries and ε > 0, let 
ψ : L(HV ) × L(HW ) → C be a jointly completely bounded extension of φ with ‖ψ‖jcb ≤ ‖φ‖E + ε. By 
Haagerup–Musat’s Theorem (for A = L(HV ) and B = L(HW )), ψ can be decomposed as ψ = ψ1 +ψ2, with 
ψ1 ∈ MB(L(HV ) × L(HW )), ψt

2 ∈ MB(L(HW ) × L(HV )) and ‖ψ1‖mb + ‖ψt
2‖mb ≤ K‖ψ‖jcb. Restricting 

the domains of ψ1 and ψ2 to V ×W , we complete the proof.
A predual version of the last expression reads as

V
η
⊗ W = (V

h
⊗ W ) ∩ (W

h
⊗ V ) isomorphically.

It is worth noticing that Oikhberg and Pisier in [10] proved that the sum of these Haagerup tensor 
products (V

h
⊗ W ) + (W

h
⊗ V ) is completely isometric to the “maximal” tensor product V

μ
⊗ W which was 

introduced and studied in that article.
Let us now show that the other two inclusions of Theorem 1.1 (c) are strict. We have already distinguished 

the space of multiplicatively bounded bilinear forms from its symmetrized relative. These spaces may be 
different even when the range is L(H). To construct an example, first we need an easy observation:

Remark 6.3. Let φ : V ×W → X be a jointly completely bounded bilinear mapping and j : X → Y be a 
complete isometry. Then, φ is multiplicatively bounded if and only if j ◦ φ is multiplicatively bounded.
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Indeed, for any v ∈ Mn(V ) and w ∈ Mn(W ), since (j ◦ φ)(n)(v, w) = jn
(
φ(n)(v, w)

)
we have

∥∥(j ◦ φ)(n)(v, w)
∥∥ =

∥∥jn (φ(n)(v, w)
)∥∥ =

∥∥φ(n)(v, w)
∥∥ .

Thus, ‖j ◦ φ‖mb = ‖φ‖mb.

Example 6.4. A symmetrized multiplicatively bounded bilinear mapping with range L(H), which is not mul-
tiplicatively bounded / A completely extendible bilinear mapping which is not completely integral.

We recover the mappings φ and φt of Example 6.2. Denoting by V = (Hc)∗
h
⊗ Hc, we consider ΩV : V →

L(HV ) the usual completely isometric inclusion. Now, let ψ = ΩV ◦φ : (Hc)∗ ×Hc → L(HV ). The previous 
remark and the fact that φt is not multiplicatively bounded, imply that ψt = ΩV ◦φt : Hc×(Hc)∗ → L(HV )
neither is multiplicatively bounded.

On the other hand, φ ∈ MB((Hc)∗ × Hc, (Hc)∗
h
⊗ Hc) and so ψ ∈ MB((Hc)∗ × Hc, L(HV )). Hence, 

ψt ∈ SMB((Hc)∗ ×Hc, L(HV )).

Example 6.5. A jointly completely bounded bilinear mapping (with range C) which is not extendible (and 
hence not symmetrized multiplicatively bounded).

Consider a non-complemented copy of �2 in L(H), and let V be the operator space determined by �2
with the matrix structure inherited from L(H). Let

φ : V × V ∗ → C

((ai)i, (bi)i) �→
∑∞

i=1 aibi.

φ is jointly completely bounded but there is not a jointly completely bounded extension of φ defined on 
L(H) × V ∗, since this extension would give rise to a bounded projection on L(H) onto that copy of �2.

Now we prove that the inclusion of the space of multiplicatively bounded bilinear mappings (and hence 
symmetrized multiplicatively bounded) into the space of completely extendible bilinear mappings is not 
longer true when the range space is an arbitrary operator space.

For that, it is convenient to introduce the concept of completely extendible linear mapping. We say that 
a mapping ϕ ∈ CB(V, Z) is completely extendible if for any operator space X such that V ⊂ X, there exists 
a completely bounded extension ϕ : X → Z of ϕ. The set of completely extendible linear mappings from V
to Z is denoted by LE(V, Z).

Following the same steps as in the proofs of Proposition 4.2 it is obtained that ϕ ∈ CB(V, Z) is completely 
extendible if and only if it can be extended to L(HV ) and that LE(V, Z) is an operator space with the norm 
given by

‖ϕ‖LE = inf{‖ϕ0‖cb : ϕ0 extension of ϕ to Mn (CB(L(HV ), Z))},

for every ϕ ∈ Mn (LE(V,Z)).
As in Proposition 4.3 it is also obtained that LE is a (linear) mapping ideal.

Example 6.6. A multiplicatively bounded bilinear mapping which is not extendible.
Let V be the operator space of Example 6.5. The canonical mapping V

h
⊗ C → V is a complete isometry. 

Hence, its associated bilinear map φ : V × C → V is multiplicatively bounded. However, since id : V → V

is not extendible, φ neither is so.
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