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#### Abstract

In this paper, we compute the first set of $\mathcal{O}\left(\alpha_{s}^{2}\right)$ corrections to semi-inclusive deep inelastic scattering structure functions. We start by studying the impact of the contribution of the partonic subprocesses that open at this order for the longitudinal structure function. We perform the full calculation analytically, and obtain the expression of the factorized cross section at this order. Special care is given to the study of their flavour decomposition structure. We analyze the phenomenological effect of the corrections finding that, even though expected to be small a priori, it turns out to be sizable with respect to the previous order known, calling for a full NNLO calculation.
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## I. INTRODUCTION

Over the last decades, our understanding of hadron structure has remarkably improved, thanks to impressive experimental and theoretical progress. That includes the extraction of precise parton distribution functions (PDFs) from global analysis [1], complemented with accurate perturbative calculations for several processes in quantum chromodynamics (QCD). Recent progress has been observed towards a better description of the hadronization process, related experimentally to observables with identified light hadrons in the final-state. Their description relies on the previous two ingredients plus the knowledge of the corresponding fragmentation functions (FFs), which are evolving following the path of PDFs. It is in fact only recently that a first next-to-next-to-leading order (NNLO) analysis of FFs based on electron-positron annihilation data was presented in [2]. A global analysis including also proton-proton collision's data and semi-inclusive deep inelastic scattering (SIDIS) data at this precision level is still yet to come. Therefore, the computation of NNLO corrections to the SIDIS process is an absolute requirement in order to extend existing NLO global analyses [3, 4]. Analyses solely based on electron-positron annihilation into hadrons give no information on how the individual quark flavour fragments into hadrons, and leave a considerable uncertainty on the gluon density. The measurement of final state hadrons in SIDIS provides an excellent complementary tool for the extraction of fragmentation functions. Furthermore, SIDIS plays a very important role in understanding the spin structure of the nucleon, that can be described by the (non-perturbative) polarized parton distribution functions ( pPDFs ). The most complete global fit of pPDFs includes all available data taken in spin-dependent DIS, semi-inclusive DIS with identified pions and kaons, and proton-proton collisions. These fits allow the extraction of pPDFs consistently at NLO [5]. In particular in this context, SIDIS with identified hadrons in the final state is of essential need in order to achieve a full flavour decomposition for the polarized parton distributions.

For all these reasons, counting on precision theoretical description for SIDIS is mandatory. In the fully-inclusive case the structure functions are well known at next-to-next-to-leading order (NNLO) in perturbative QCD, both for the unpolarized [6-8] and for the polarized ones [9]. For the unpolarized case, even the hard corrections at order $\mathcal{O}\left(\alpha_{s}^{3}\right)$ are available [10]. However, for semi-inclusive DIS, the QCD corrections are only known up to NLO both in the unpolarized [11, 12] and the polarized cases [12].

Nowadays, NNLO is the state of the art for many observables of interest. It is then natural to try to reach the same accuracy for the unpolarized SIDIS process. In an effort to analytically calculate corrections at this level of precision, one may start by analyzing the simpler case of the longitudinal component of the process, in order then to use the acquired experience to extend the calculation to the more difficult transverse one. Both components are essential to evaluate the ratio between the longitudinal and transverse photoabsortion cross sections $R \equiv \sigma_{L} / \sigma_{T}$, which plays an important role in the extraction of pPDFs from the observed asymmetries (see for instance [13]). In such analyses, the semi-inclusive ratio $R$ is customarily assumed to be equal to the inclusive one, which may not be always a good approximation.

In this paper we perform the first steps towards the computation of the longitudinal SIDIS structure function at NNLO accuracy. In particular, we focus on the contribution of those channels that open for the first time at this order. In section II we introduce the SIDIS structure functions and the cross section ratio. Their flavour decomposition structure is discussed in section III. In section IV we explain the main features of the computation of the new contributions to the longitudinal structure function at NNLO. In section V we present some phenomenological results and finally the conclusions are presented in section VI.

## II. SEMI-INCLUSIVE DEEP INELASTIC SCATTERING

The cross section for the scattering of leptons on nucleons with the observation of a hadron $H$ in the final state can be written, in lowest-order perturbation theory of electroweak interactions, as

$$
\begin{equation*}
\frac{d \sigma^{H}}{d x d y d z}=\frac{2 \pi y \alpha^{2}}{Q^{4}} \sum_{j} L^{\mu \nu} W_{\mu \nu}^{H} \tag{1}
\end{equation*}
$$

where the leptonic tensor $L^{\mu \nu}$ is associated with the coupling of the exchanged photon to the leptons (we do not include processes mediated by $Z$ and $W$ bosons) while the hadronic tensor $W_{\mu \nu}^{H}$ describes the interaction of the photon with the target nucleon and the hadronization of partons into $H$. Here, $x$ and $y$ denote the usual DIS variables:

$$
-q^{2}=Q^{2}=S x y, \quad x=Q^{2} /(2 P \cdot q),
$$

where $q$ is the photon four-momentum, $P$ the nucleon momentum and $S$ the center-of-mass energy squared of the lepton-nucleon system. Besides, $z=P_{H} \cdot P / P \cdot q$ is the scaling variable representing the momentum fraction taken by the hadron $H$. Since we concentrate in the current fragmentation region, cuts over $z$ should apply (typically, $z>0.1)^{1}$.

The unpolarized SIDIS structure functions $\left(F_{i}^{H}\right)$ are defined in terms of the hadronic tensor. Besides terms that cancel after integrating over the azhimutal angle of the outgoing hadron, one gets the usual DIS tensor: [16]

$$
\begin{equation*}
W_{\mu \nu}^{H}=\left(-g_{\mu \nu}+\frac{q_{\mu} q_{\nu}}{q^{2}}\right) F_{1}^{H}\left(x, z, Q^{2}\right)+\frac{\hat{P}_{\mu} \hat{P}_{\nu}}{P \cdot q} F_{2}^{H}\left(x, z, Q^{2}\right), \tag{2}
\end{equation*}
$$

where $\hat{P}_{\mu}=P_{\mu}-\frac{P \cdot q}{q^{2}} q_{\mu}$. We have not taken into account those terms proportional to the polarized structure functions.

The spin-averaged SIDIS cross section for $Q^{2} \gg M^{2}$ ( $M$ being the mass of the target nucleon), is then given by

$$
\begin{equation*}
\frac{d \sigma^{H}}{d x d y d z}=\frac{2 \pi \alpha^{2}}{x y Q^{2}}\left[\left[1+(1-y)^{2}\right] 2 x F_{1}^{H}+(1-y) 2 F_{L}^{H}\right] . \tag{3}
\end{equation*}
$$

The longitudinal structure function is defined as $F_{L}^{H}=F_{2}^{H}-2 x F_{1}^{H}$ and vanishes at lowest order [17].

Defining the ratio

$$
\begin{equation*}
R^{H}=\frac{\sigma_{L}^{H}}{\sigma_{T}^{H}}=\frac{F_{L}^{H}}{2 x F_{1}^{H}} \tag{4}
\end{equation*}
$$

where $\sigma_{L}^{H}$ and $\sigma_{T}^{H}$ are the semi-inclusive cross section for longitudinal and transversely polarized virtual photons respectively, Eq. (3) can be rewritten as

$$
\begin{equation*}
\frac{d \sigma^{H}}{d x d y d z}=\frac{2 \pi \alpha^{2}}{x y Q^{2}} F_{2}^{H}\left[\left[2(1-y)+\frac{y^{2}}{1+R^{H}}\right] .\right. \tag{5}
\end{equation*}
$$

## III. THE STRUCTURE FUNCTIONS AT NEXT-TO-NEXT-TO LEADING ORDER

Assuming factorization, the SIDIS structure functions can be obtained as the convolution of parton distribution functions (PDFs) and fragmentation functions (FFs), describing the
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\[

$$
\begin{align*}
F_{k}\left(x, z, Q^{2}, \mu_{F}^{2}, \mu_{I}^{2}, \mu_{r}^{2}\right)= & {\left[\sum_{q_{a}, q_{b}} q_{a} \otimes C_{k}^{q_{a}, q_{b}} \otimes D_{q_{b}}^{h}+\sum_{q_{a}} q_{a} \otimes C_{k}^{q_{a}, g} \otimes D_{g}^{h}\right.} \\
& \left.+\sum_{q_{b}} g \otimes C_{k}^{g, q_{b}} \otimes D_{q_{b}}^{h}+g \otimes C_{k}^{g, g} \otimes D_{g}^{h}\right]\left(x, z, Q^{2}, \mu_{F}^{2}, \mu_{I}^{2}, \mu_{r}^{2}\right) \tag{6}
\end{align*}
$$
\]

where $k \in\{1, L\}$, the sums are understood to run over all possible quark and anti-quark flavours and $\otimes$ denotes the usual convolution,

$$
\begin{align*}
\left(q \otimes C \otimes D^{h}\right)\left(x, z, Q^{2}, \mu_{I}^{2}, \mu_{F}^{2}, \mu_{r}^{2}\right)= & \int_{x}^{1} \frac{d y}{y} \int_{z}^{1} \frac{d \omega}{\omega} q\left(y, \mu_{I}^{2}\right) C\left(\frac{x}{y}, \frac{z}{\omega}, \mu_{r}^{2}, \frac{Q^{2}}{\mu_{I}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}, \frac{Q^{2}}{\mu_{r}^{2}}\right) \\
& \times D^{h}\left(\omega, \mu_{F}^{2}\right) . \tag{7}
\end{align*}
$$

The coefficient functions $C_{k}^{i j}$ (with $i$ and $j$ denoting the initial and hadronizing partons respectively) can be perturbatively calculated as a series in the strong coupling constant $\alpha_{s}$,

$$
\begin{equation*}
C_{k}^{i j}\left(x, z, \mu_{r}^{2}, \frac{Q^{2}}{\mu_{I}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}, \frac{Q^{2}}{\mu_{r}^{2}}\right)=\sum_{n}\left(\frac{\alpha_{s}\left(\mu_{r}^{2}\right)}{4 \pi}\right)^{n} C_{k}^{i j(n)}\left(x, z, \frac{Q^{2}}{\mu_{I}^{2}}, \frac{Q^{2}}{\mu_{F}^{2}}, \frac{Q^{2}}{\mu_{r}^{2}}\right) . \tag{8}
\end{equation*}
$$

The renormalization scale $\mu_{r}$ represents the "hard-scale" at which the perturbative expansion is performed whereas the factorization scales $\mu_{I}$ and $\mu_{F}$ separate conceptually the perturbative regime from the non-perturbative one in the initial and final state part of the process respectively. The PDFs $q$ and $g$, describing the momentum fraction distribution of the parton inside the struck hadron, and the FFs $D_{q}^{h}$ and $D_{g}^{h}$, describing the fragmentation of the parton into an hadron $h$, are process independent distributions that can be extracted from data through global QCD analysis of reference processes. Although they cannot be obtained from first principles in perturbative QCD, it is possible to predict their dependence on the factorization scale $\mu_{I, F}$ once they are given at some reference scale $\mu_{0}$ by solving the Dokshitzer-Gribov-Lipatov-Altarelli-Parisi (DGLAP) evolution equations [18]. Their respective space-like and time-like versions read

$$
\begin{align*}
\frac{\partial}{\partial \log \mu_{I}^{2}} f_{i}\left(x, \mu_{I}^{2}\right) & =\sum_{j}\left(P_{i j}\left(\mu_{r}^{2}, \frac{\mu_{I}^{2}}{\mu_{r}^{2}}\right) \otimes f_{j}\left(\mu_{I}^{2}\right)\right)(x)  \tag{9}\\
\frac{\partial}{\partial \log \mu_{F}^{2}} D_{f_{i}}^{h}\left(z, \mu_{F}^{2}\right) & =\sum_{j}\left(P_{j i}^{T}\left(\mu_{r}^{2}, \frac{\mu_{F}^{2}}{\mu_{r}^{2}}\right) \otimes D_{f_{j}}^{h}\left(\mu_{F}^{2}\right)\right)(z) . \tag{10}
\end{align*}
$$

Here the sum runs over all possible $f_{j}=q_{j}, \bar{q}_{j}, g$. The space-like and time-like splitting functions, $P_{i j}$ and $P_{j i}^{T}$ respectively, are perturbative calculable functions. In the space-like
case, for example, the expansion in $\alpha_{s}\left(\mu_{r}\right)$ can be written as

$$
\begin{align*}
P_{i j}\left(x, \mu_{r}^{2}, \frac{\mu_{r}^{2}}{\mu_{I}^{2}}\right)= & \sum_{n} a_{s}^{n+1}\left(\mu_{r}^{2}, \frac{\mu_{r}^{2}}{\mu_{I}^{2}}\right) P_{i j}^{(n)}(x) \\
= & a_{s}\left(\mu_{r}^{2}\right) P_{i j}^{(0)}(x)+a_{s}^{2}\left(\mu_{r}^{2}\right)\left(P_{i j}^{(1)}(x)+\beta_{0} P_{i j}^{(0)}(x) \log \left(\frac{\mu_{r}^{2}}{\mu_{I}^{2}}\right)\right) \\
& +a_{s}^{3}\left(\mu_{r}^{2}\right)\left(P_{i j}^{(2)}(x)+2 \beta_{0} P_{i j}^{(1)}(x) \log \left(\frac{\mu_{r}^{2}}{\mu_{I}^{2}}\right)\right. \\
& \left.+\left\{\beta_{1} \log \left(\frac{\mu_{r}^{2}}{\mu_{I}^{2}}\right)+\beta_{0}^{2} \log ^{2}\left(\frac{\mu_{r}^{2}}{\mu_{I}^{2}}\right)\right\} P_{i j}^{(0)}(x)\right)+\ldots \\
= & \sum_{n} a_{s}^{n+1}\left(\mu_{r}^{2}\right)\left(P_{i j}^{(n)}(x)+\sum_{m=1}^{n} \log ^{m}\left(\frac{\mu_{r}^{2}}{\mu_{I}^{2}}\right) \sum_{k=0}^{n-m} A_{k, m}^{n+1} P_{i j}^{k}(x)\right) \tag{11}
\end{align*}
$$

where $a_{s}=\alpha_{s} / 4 \pi$ and $\beta_{i}$ are the usual expansion coefficients of the QCD beta function $\beta\left(a_{s}\right)=-a_{s}^{2} \sum_{i=0}^{\infty} \beta_{i} a_{s}^{i}$. The second equality was obtained by re-expanding $a_{s}\left(\mu_{r}^{2}, \mu_{r}^{2} / \mu_{I}^{2}\right)$ in terms of $a_{s}\left(\mu_{r}^{2}\right)$ (see Eq. (A1)). The coefficients $A_{k, m}^{n+1}$ collect the beta terms coming from this expansion and they will be of use for further discussion in Appendix A. For the sake of notation and simplicity, we can proceed by setting all scales equal, $\mu_{I}^{2}=\mu_{F}^{2}=\mu_{r}^{2}=Q^{2}$ without loss of information. A sketch on how it is possible to recover all scale dependences is given in Appendix A for a specific case.

Eqs. (9) for the PDFs and (10) for the FFs are each $2 N_{f}+1$ integro-differential coupled equations, with $N_{f}$ being the number of active massless flavours. It is customary to rewrite the quark sector into flavour singlet combinations

$$
\begin{equation*}
q_{S} \equiv \frac{1}{N_{f}} \sum_{i}^{N_{f}}\left(q_{i}+\bar{q}_{i}\right), \quad D_{S}^{h} \equiv \frac{1}{N_{f}} \sum_{i}^{N_{f}}\left(D_{q_{i}}^{h}+D_{\bar{q}_{i}}^{h}\right), \tag{12}
\end{equation*}
$$

which evolve together with $g$ and $D_{g}^{h}$ respectively according to

$$
\frac{\partial}{\partial \log Q^{2}}\binom{q_{S}}{g}=\left(\begin{array}{cc}
P_{q q} & P_{q g}  \tag{13}\\
P_{g q} & P_{g g}
\end{array}\right) \otimes\binom{q_{S}}{g}, \quad \frac{\partial}{\partial \log Q^{2}}\binom{D_{S}^{h}}{D_{g}^{h}}=\left(\begin{array}{cc}
P_{q q}^{T} & P_{g q}^{T} \\
P_{q g}^{T} & P_{g g}^{T}
\end{array}\right) \otimes\binom{D_{S}^{h}}{D_{g}^{h}}
$$

and three non-singlet combinations for PDFs and for FFs

$$
\begin{align*}
q_{n s, i k}^{ \pm} & =q_{i} \pm \bar{q}_{i}-\left(q_{k} \pm \bar{q}_{k}\right) & D_{n s}^{h, \pm}, & =D_{q_{i}}^{h} \pm D_{q_{i}}^{h}-\left(D_{q_{k}}^{h} \pm D_{\bar{q}_{k}}^{h}\right)  \tag{14}\\
q_{i}^{v} & =q_{i}-\bar{q}_{i} & D_{q_{i}}^{h, v} & =D_{q_{i}}^{h}-D_{\bar{q}_{i}}^{h} \tag{15}
\end{align*}
$$

which evolve independently with $P_{n s}^{+}, P_{n s}^{-}, P_{n s}^{v}, P_{n s}^{T,+}, P_{n s}^{T,-}, P_{n s}^{T, v}$ and decouple the remaining $2 N_{f}-1$ equations. All splitting functions are known up to NNLO [19-23].

As it is done in the literature for the totally inclusive case [7, 24], the structure functions in Eq. (6) can be explicitly written as functions of non-singlet and singlet PDFs and FFs combinations. This is especially relevant at NNLO since different diagrammatic contributions to the flavour combinations are made manifest. In the DIS inclusive case, for example, it is common to write the structure functions separating the "non-singlet" (NS) from the "singlet" (S) contributions $C_{k}^{\mathrm{NS}}$ and $C_{k}^{\mathrm{S}}$ which at $\mathcal{O}\left(a_{s}^{2}\right)$ start to differ from each other [7]:

$$
\begin{align*}
F_{k}^{\mathrm{DIS}}\left(x, Q^{2}\right) & =\sum_{j}\left(C_{k}^{\mathrm{DIS}, q_{j}} \otimes q_{j}+C_{k}^{\mathrm{DIS}, \bar{q}_{j}} \otimes \bar{q}_{j}\right)+C_{k}^{\mathrm{DIS}, g} \otimes g  \tag{16}\\
& =\sum_{j} e_{q_{j}}^{2} C_{k}^{\mathrm{NS}} \otimes q_{j}^{\mathrm{NS}}\left(x, Q^{2}\right)+\left(\sum_{j} e_{q_{j}}^{2}\right)\left[C_{k}^{\mathrm{S}} \otimes q_{S}+C_{k}^{\mathrm{DIS}, g} \otimes g\right]\left(x, Q^{2}\right) \tag{17}
\end{align*}
$$

where $k \in\{1, L\}, e_{q_{j}}$ are the electromagnetic charges of quarks and all sums run over the active flavours. The flavour combination $q_{j}^{\mathrm{NS}}$ is defined as

$$
\begin{equation*}
q_{j}^{\mathrm{NS}} \equiv \frac{1}{N_{f}} \sum_{k=1}^{N_{f}} q_{n s, j k}^{+}=\left(q_{j}+\bar{q}_{j}\right)-\frac{1}{N_{f}} \sum_{k=1}^{N_{f}}\left(q_{k}+\bar{q}_{k}\right) \tag{18}
\end{equation*}
$$

and therefore evolves with $P_{n s}^{+}$whereas $q_{S}$ was defined in (12) and evolves according to (9). The equality between (16) and (17) is a direct consequence of the charge conjugation symmetry $C_{k}^{\mathrm{DIS}, q_{i}}=C_{k}^{\mathrm{DIS}, \bar{q}_{i}}$ when the considered incoming vector is a photon. In fact we can distinguish between NS diagrammatic contributions and "pure-singlet" (PS) ones and write

$$
\begin{equation*}
C_{k}^{\mathrm{DIS}, q_{i}}=C_{k}^{\mathrm{DIS}, \bar{q}_{i}}=e_{q_{i}}^{2} C_{k}^{\mathrm{NS}}+\frac{1}{N_{f}}\left(\sum_{j} e_{q_{j}}^{2}\right) C_{k}^{\mathrm{PS}} \tag{19}
\end{equation*}
$$

In this case one defines NS contributions to be the ones where either on the left side or on the right side of the cut diagrams the struck parton is directly connected to the incoming quark through a quark line (e.g. at NNLO $C^{2}$ or $B C$ in Fig. 1). On the other hand, PS contributions generate from cut diagrams where on both sides of the cut the struck parton is separated by gluon lines from the incoming quark (e.g. at NNLO $A^{2}$ in Fig. 1). Inserting Eq. (18) in (16) one obtains (17) with $C_{k}^{\mathrm{S}}=C_{k}^{\mathrm{NS}}+C_{k}^{\mathrm{PS}}$. Charge conjugation breaking terms proportional to $e_{i} \sum_{j} e_{j}$ vanish at each order either due to their colour structure or due to Furry's theorem, which means that (19), and therefore (17), are all-order valid equalities.

In the semi-inclusive case, the identification of a final state hadron complicates the above described diagrammatic contribution's separation since $C_{k}^{q_{i}, q_{i}} \neq C_{k}^{q_{i}, \bar{q}_{i}} \neq C_{k}^{q_{i}, q_{j}}$. In particular non vanishing terms proportional to $e_{i} e_{j}$ start to appear at NNLO due to contributions
where the convolution with different FFs for quark and anti-quark spoils Furry's theorem: for example the $q_{1} \otimes C_{k}^{q_{1}, q_{2},(A C)} \otimes D_{q_{2}}^{h}$ and $q_{1} \otimes C_{k}^{q_{1}, \bar{q}_{2},(A C)} \otimes D_{\bar{q}_{2}}^{h}$ terms generating from the interference term AC in Fig 1 do not vanish in the sum since in general $D_{q_{2}}^{h} \neq D_{\bar{q}_{2}}^{h}$ although $C_{k}^{q_{1}, q_{2},(A C)}=-C_{k}^{q_{1}, \bar{q}_{2},(A C)}$. By introducing the corresponding time-like "nonsinglet" combinations

$$
\begin{equation*}
D_{q_{j}}^{h, \mathrm{NS}} \equiv \frac{1}{N_{f}} \sum_{k=1}^{N_{f}} D_{n s, i k}^{h,+}=\left(D_{q_{j}}^{h}+D_{\bar{q}_{j}}^{h}\right)-\frac{1}{N_{f}} \sum_{k=1}^{N_{f}}\left(D_{q_{k}}^{h}+D_{\bar{q}_{k}}^{h}\right) \tag{20}
\end{equation*}
$$

we can express the semi-inclusive structure functions (6) as

$$
\begin{align*}
F= & \left(q_{S}, g\right) \otimes\left(\begin{array}{ll}
\mathcal{C}^{S, D_{S}} & \mathcal{C}^{S, g} \\
\mathcal{C}^{g, D_{S}} & \mathcal{C}^{g, g}
\end{array}\right) \otimes\binom{D_{S}^{h}}{D_{g}^{h}} \\
& +\sum_{i}^{N_{f}} q_{i}^{\mathrm{NS}} \otimes\left(\mathcal{C}_{q_{i}}^{\mathrm{NS}, D_{S}}, \mathcal{C}^{q_{i}, g}\right) \otimes\binom{D_{S}^{h}}{D_{g}^{h}}+\sum_{j}^{N_{f}}\left(q_{S}, g\right) \otimes\binom{\mathcal{C}_{q_{j}}^{S, D_{\mathrm{NS}}}}{\mathcal{C}^{g, q_{j}}} \otimes D_{q_{j}}^{h, \mathrm{NS}} \\
& +\sum_{i, j}^{N_{f}} q_{i}^{\mathrm{NS}} \otimes \mathcal{C}_{q_{i}, q_{j}}^{\mathrm{NS}} \otimes D_{q_{j}}^{h, \mathrm{NS}}+\sum_{i}^{N_{f}} q_{i}^{v} \otimes \mathcal{C}_{q_{i}, q_{i}}^{\mathrm{v}} \otimes D_{q_{i}}^{h, v} \\
& +\sum_{\substack{i, j \\
i \neq j}} q_{i}^{v} \otimes \mathcal{C}_{q_{i}, q_{j}}^{\mathrm{v}} \otimes D_{q_{j}}^{h, v} \tag{21}
\end{align*}
$$

where the index " $k$ " and the dependencies on $x, z$ and $Q^{2}$ were dropped in order to simplify the notation. The above formula is valid to all orders and the different coefficient functions $\mathcal{C}$ relate to the coefficient functions $C$ in (8) according to the following equalities:

$$
\begin{array}{ll}
\mathcal{C}^{S, D_{S}}=\frac{1}{2} \sum_{i}^{N_{f}} \sum_{j}^{N_{f}}\left(C^{q_{i}, q_{j}}+C^{q_{i}, \bar{q}_{j}}\right) & \mathcal{C}^{S, g}=\sum_{i}^{N_{f}} C^{q_{i}, g} \quad \mathcal{C}^{g, D_{S}}=\sum_{j}^{N_{f}} C^{g, q_{j}} \quad \mathcal{C}^{g, g}=C^{g, g} \\
\mathcal{C}_{q_{i}}^{\mathrm{NS}, D_{S}}=\frac{1}{2} \sum_{j}^{N_{f}}\left(C^{q_{i}, q_{j}}+C^{q_{i}, \bar{q}_{j}}\right) & \mathcal{C}^{q_{i}, g}=C^{q_{i}, g} \\
\mathcal{C}_{q_{j}}^{S, D_{\mathrm{NS}}}=\frac{1}{2} \sum_{i}^{N_{f}}\left(C^{q_{i}, q_{j}}+C^{q_{i}, \bar{q}_{j}}\right) & \mathcal{C}^{g, q_{j}}=C^{g, q_{j}} \\
\mathcal{C}_{q_{i}, q_{j}}^{\mathrm{NS}}=\frac{1}{2}\left(C^{q_{i}, q_{j}}+C^{q_{i}, \bar{q}_{j}}\right) & \mathcal{C}_{q_{i}, q_{j}}^{\mathrm{v}}=\frac{1}{2}\left(C^{q_{i}, q_{j}}-C^{q_{i}, \bar{q}_{j}}\right) \tag{22}
\end{array}
$$

Here again we have dropped the index " $k$ " and the dependencies $x, z$ and $Q^{2}$ for readability. In a similar way as in (19), we can categorise the different contributions according to their


FIG. 1: Diagram contributions to the sub-process $\gamma *+q \rightarrow q(1)+" q "(2)+\bar{q}$ (and $\gamma *+\bar{q} \rightarrow$ $\bar{q}(1)+" \bar{q} "(2)+q$ if the arrows are inverted in group $A$ and $B)$. Particle " 2 " is assumed to be the one fragmenting in the semi-inclusive case.
electromagnetic charge dependences. Up to $\mathcal{O}\left(a_{s}^{2}\right)$ the coefficient functions $C^{q_{i}, q_{j}}$ can be written as follows:

$$
\begin{array}{ll}
C^{q_{i}, q_{i}}=C^{\bar{q}_{i}, \bar{q}_{i}}=e_{q_{i}}^{2} C_{q q}^{\mathrm{NS}}+\frac{1}{N_{f}}\left(\sum_{i} e_{q_{i}}^{2}\right) C_{q q}^{\mathrm{PS}} & C^{q_{i}, \bar{q}_{i}}=C^{\bar{q}_{i}, q_{i}}=e_{i}^{2}\left(C_{q \bar{q}}^{1}-C_{q \bar{q}}^{2}\right) \\
C^{q_{i}, q_{j}}=C^{\bar{q}_{i}, \bar{q}_{j}} \stackrel{i \neq j}{=} e_{q_{i}}^{2} C_{q q^{\prime}}^{1}+e_{q_{j}}^{2} C_{q q^{\prime}}^{2}+e_{q_{i}} e_{q_{j}} C_{q q^{\prime}}^{3} & C^{q_{i}, g}=C^{\bar{q}_{i}, g}=e_{q_{i}}^{2} C_{q g} \\
C^{q_{i}, \bar{q}_{j}}=C^{\bar{q}_{i}, q_{j}} \stackrel{i \neq j}{=} e_{q_{i}}^{2} C_{q q^{\prime}}^{1}+e_{q_{j}}^{2} C_{q q^{\prime}}^{2}-e_{q_{i}} e_{q_{j}} C_{q q^{\prime}}^{3} & C^{g, q_{i}}=C^{g, \bar{q}_{i}}=e_{q_{i}}^{2} C_{g q} \\
C^{g, g}=\frac{1}{N_{f}}\left(\sum_{i} e_{q_{i}}^{2}\right) C_{g g} . \tag{23}
\end{array}
$$

At $\mathcal{O}\left(a_{s}^{0}\right)$ only the $C_{q q}^{\text {NS }}$ differs from zero whereas the gluon-fusion contribution $C_{g q}$ and the gluon-radiation term $C_{q g}$ appear for the first time at NLO. They have been computed for both $F_{1}$ and $F_{L}$ up to $\mathcal{O}\left(a_{s}\right)$ in [11, 12]. The remaining coefficients $C_{q q}^{\mathrm{PS}}, C_{q \bar{q}}^{1,2}, C_{q q}^{1,2,3}, C_{g g}$ in (23) are non-zero for the first time at NNLO and they are generated at this order from the 2 to 3 diagrams of Fig. 1 and 3 [25]. Specifically :

- $C_{g g}^{(2)}$ takes contributions from squaring the diagrams in Fig. 3 and from the squared amplitudes generated by their interferences,
- $B^{2}$ in Fig. 1 is the only contribution to $C_{q q}^{\mathrm{PS},(2)}$,
- $C_{q \bar{q}}^{1,(2)}$ is generated by $A^{2}$ and $C^{2}$ with fragmenting anti-quark (quark) of same flavour of the incoming quark (anti-quark) in Fig. 1,
- $C_{q \bar{q}}^{2,(2)}$ is generated by the interference term $A C$ in Fig. 1 with fragmenting particle being an anti-quark (quark) of same flavour of the incoming quark (anti-quark),
- $C_{q q \prime}^{1,(2)}$ takes contributions only from $C^{2}$ in Fig. 1 when fragmenting and incoming quark or anti-quark are of different flavours,
- $A^{2}$ in Fig. 1 is the only contribution to $C_{q q{ }^{2}}^{2,(2)}$ when fragmenting and incoming quark or anti-quark are of different flavours,
- The interference term $A C$ in Fig. 1 contributes to $C_{q q \prime}^{3,(2)}$ when fragmenting and incoming quark or anti-quark are of different flavours.

Moreover, the $\mathcal{O}\left(a_{s}^{2}\right)$ contribution to the $C_{q q}^{\mathrm{NS}}$ coefficient generates from loop and radiative corrections to the $\mathcal{O}\left(a_{s}^{0}\right)$ and $\mathcal{O}\left(a_{s}\right)$ diagrams together with the $A^{2}, C^{2}, D^{2}, A D, B C$ contributions form Fig. 1 when the incoming quark (anti-quark) and the fragmenting quark (anti-quark) are of the same flavour. Contributions proportional to $\sum_{i}\left(e_{q_{i}}^{2}\right) / N_{f}$ will appear only starting from $\mathrm{N}^{3} \mathrm{LO}$ for the coefficients $C^{q_{i}, g}$ and $C^{g, q_{i}}$ whereas for $C^{q_{i}, q_{j}}$ and $C^{q_{i}, \bar{q}_{i}}$ this will happen at $\mathrm{N}^{4} \mathrm{LO}$. An example of such contributions is given in Fig. 2.

As a last remark of this section, we want to stress the peculiarity of the $C_{q q^{\prime}}^{3}$ coefficient. It generates from diagrams of the type that would vanish in the sum in the inclusive case. In SIDIS however, it isolates the "valence" combinations of PDFs and FFs when the incoming and the fragmenting quark or anti-quark are of different flavours. In fact, at NNLO $C_{q q^{\prime}}^{3}$ is the only coefficient that contributes to the last line of Eq. (21).

## IV. CALCULATION OF THE NEW CONTRIBUTIONS TO THE LONGITUDINAL STRUCTURE FUNCTION

In the last section we have summarized the different NNLO contributions to the structure function that need to be calculated for a full $\mathcal{O}\left(a_{s}^{2}\right)$ result. In this paper we start by calculating the simplest corrections to the longitudinal structure function, namely the coefficients $C_{L, q q^{\prime}}^{1,(2)}, C_{L, q q}^{2,(2)}, C_{L, q q^{\prime}}^{3,(2)}$ and $C_{L, g g^{\prime}}^{(2)}$, whose definitions can be found in Eq. (23). As already discussed in Section III, they represent two channels that appear for the first time


FIG. 2: Cut diagrams proportional to $\sum_{i}\left(e_{q_{i}}^{2}\right) / N_{f}$. The grey blob indicates the fragmenting outgoing particle. a), b) contribute to the third order $C^{q_{i}, g,(3)}$ and $C^{g, q_{i},(3)}$ respectively whereas c) contributes both to the fourth order $C^{q_{i}, \bar{q}_{i},(4)}$ and to $C^{q_{i}, q_{j},(4)}$.
at NNLO: $\gamma^{*}+q \rightarrow q+\bar{q}^{\prime}+q^{\prime}$ with fragmenting quark or anti-quark of different flavour of the incoming quark or anti-quark, and $\gamma^{*}+g \rightarrow q+\bar{q}+g$ with the fragmenting parton being the gluon $g$. From now on, we will indicate these two processes with $q q^{\prime}$ and $g g$ respectively. Considering only $q q^{\prime}$ and $g g$ channels, the structure function in (6) can be written using Eqs. (22) and (23) as

$$
\begin{align*}
& F_{L,\left(q q^{\prime}+g g\right)}^{(2)}\left(x, z, Q^{2}\right)=a_{s}^{2}\left(Q^{2}\right)\left\{\sum _ { i } ^ { N _ { f } } e _ { q _ { i } } ^ { 2 } \left[\left(q_{i}^{\mathrm{NS}}+q_{S}\right) \otimes C_{L, q q^{\prime}}^{1,(2)} \otimes\left(\sum_{\substack{j \\
j \neq i}}^{N_{f}}\left(D_{q_{j}}^{h, \mathrm{NS}}\right)+\left(N_{f}-1\right) D_{S}^{h}\right)\right.\right. \\
& \left.\quad+\left(\left(\sum_{\substack{j \\
j \neq i}}^{N_{f}} q_{j}^{\mathrm{NS}}\right)+\left(N_{f}-1\right) q_{S}\right) \otimes C_{L, q q^{\prime}}^{2,(2)} \otimes\left(D_{q_{i}}^{h, \mathrm{NS}}+D_{S}^{h}\right)+\frac{1}{N_{f}} g \otimes C_{L, g g}^{(2)} \otimes D_{g}^{h}\right](x, z) \\
& \left.\quad+\sum_{i}^{N_{f}} \sum_{\substack{j \\
j \neq i}}^{N_{f}} e_{q_{i}} e_{q_{j}}\left[q_{i}^{v} \otimes C_{L, q q^{\prime}}^{3,(2)} \otimes D_{q_{j}}^{h, v}\right](x, z)\right\} \tag{24}
\end{align*}
$$

Since no lower order diagrams are present for those channels, no loop corrections and no distributions appear at this level of accuracy. This simplifies the calculation considerably. Hereinafter the main highlights of our calculation are presented.

In order to regularize the divergences that appear at the intermediate stages of the computation we use dimensional regularization $[26,27]$, i.e., we work in a $d$-dimensional space, with $d=4-2 \epsilon$. All quarks are considered massless.

The diagrams contributing to $q q^{\prime}$ and $g g$ channel are shown in Figs. 1 and 3. We compute the squared amplitudes for each channel with the Mathematica packages FeynArts [28]


FIG. 3: Contributing diagrams to the $g g$ channel $\left(\gamma^{*}+g \rightarrow q(1)+\bar{q}+" g "(2)\right)$. As for before, particle " 2 " is assumed to be the one fragmenting.
and FeynCalc [29]. When summing over the gluon helicities we only take into account the physical ones:

$$
\begin{equation*}
\sum_{\lambda} \varepsilon_{\mu}(p, \lambda) \varepsilon_{\nu}^{*}(p, \lambda)=-g_{\mu \nu}+\frac{n_{\mu} p_{\nu}+n_{\nu} p_{\mu}}{n \cdot p} \tag{25}
\end{equation*}
$$

with $n$ an auxiliar vector $\left(n^{2}=0\right)$. The explicit dependence on $n$ drops out due to gauge invariance. The same result is obtained by working in a covariant gauge and thus taking external ghosts lines into account.

Since the phase space integration has to be performed over the momenta of the unobserved partons (for instance, quark-antiquark pair for the $g g$ channel), we decide to work in the center of mass frame of these two outgoing partons. In this frame, we still have the chance to choose which one of the remaining momenta defines the $z$-axis [30]. This choice defines three different sets of kinematic variables. While the set with the photon's momentum (q) along the $z$-axis is not useful, since the photon is not massless, the other two sets are convenient for parametrizing different terms of the computation. For all the sets available, we can define

$$
\begin{equation*}
2 q \cdot k_{h}=\frac{Q^{2}}{x}[1-x-z-(1-x)(1-z) y] \tag{26}
\end{equation*}
$$

with $k_{h}$ being the momentum of the hadronizing parton (gluon in the $g g$ channel and $q^{\prime}$ or $\bar{q}^{\prime}$ for the $q q^{\prime}$ channel), $x$ and $z$ the usual SIDIS variables.

At the end, the amplitude can be written in terms of just $Q^{2}, x, z, y$, and the polar and azimuthal angles of the pair of unobserved partons: $\theta$ and $\phi$ respectively. Then, we can obtain each one of the coefficients $C_{L}^{j k}$ as the finite part of the partonic structure function, defined by

$$
\begin{equation*}
F_{L}^{j k}=\frac{1}{4 \pi} \int d \Gamma P_{L}^{\mu \nu} \overline{\left|M^{j k}\right|^{2}}{ }_{\mu \nu} \tag{27}
\end{equation*}
$$

where $d \Gamma$ is the $d$-dimensional phase-space and the longitudinal projector is

$$
\begin{equation*}
P_{L}^{\mu \nu}=\frac{8 x^{2}}{Q^{2}} p^{\mu} p^{\nu} \tag{28}
\end{equation*}
$$

The $d$-dimensional phase-space can be written as [31]

$$
\begin{align*}
\int d \Gamma= & \frac{1}{(4 \pi)^{4-2 \epsilon}} \frac{\left(s+Q^{2}\right)^{1-2 \epsilon}}{\Gamma(1-2 \epsilon)}(1-x)^{1-2 \epsilon} z^{-\epsilon}(1-z)^{1-2 \epsilon} \\
& \times \int_{0}^{\pi} d \theta \int_{0}^{\pi} d \phi(\sin \theta)^{1-2 \epsilon}(\sin \phi)^{-2 \epsilon} \int_{0}^{1} d y[y(1-y)]^{-\epsilon} \tag{29}
\end{align*}
$$

All the angular integrals of Eq. (27) can be written, by means of partial fractioning, as

$$
\begin{equation*}
I(k, l, a, b, A, B, C)=\int_{0}^{\pi} d \theta \int_{0}^{\pi} d \phi \frac{(\sin \theta)^{1-2 \epsilon}(\sin \phi)^{-2 \epsilon}}{(a+b \cos \theta)^{k}(A+B \cos \theta+C \cos \phi \sin \theta)^{l}} . \tag{30}
\end{equation*}
$$

These integrals need to be classified according to the relations their parameters satisfy: i) $a^{2}=b^{2}$, ii) $A^{2}=B^{2}+C^{2}$, iii) both relations or iv) neither of them. Besides, the integrals of group ii) can be recasted in terms of those of group i). In some cases (in particular whenever an integral of type iv) appears, but also for some integrals of group i)) we can compute the angular integrals in 4 dimensions. Nevertheless, some of the integrals are divergent and we therefore need a $d$-dimensional computation. Since the integration over $y$ does not introduce extra poles for the contributions studied in this paper, we can expand the results of the angular integrations up to order 0 in $\epsilon$.

Most of the angular integrals that we need can be found in Appendix C of [30]. We had to compute, however, some unknown ones that are presented in Appendix B for the sake of completeness. These new integrals have been computed in 4 dimensions and are valid for groups i) and iv) enumerated above.

Next, we need to perform the integration over $y$, after expanding the integrand up to order 0 in $\epsilon$. It is important to notice that this integral is not straightforward. Instead, several changes of variables must be done and some terms must even be rewritten in a clever way to avoid the appearance of spurious divergences in the intermediate steps.

For instance, one of the terms that appear in our computation is $\left(q-k_{h}\right)^{-2}\left(q-k_{2}\right)^{-2}$, where $k_{2}$ is the momentum of one of the partons in the final state that do not hadronize.

After angular integration, it reads

$$
\begin{align*}
\frac{1}{\left(q-k_{h}\right)^{2}\left(q-k_{2}\right)^{2}} & \rightarrow \frac{1}{\left(Q^{2}+u\right)} \frac{2}{Q^{2}}  \tag{31}\\
& \times I\left[0,1, a, b, \frac{Q^{2}+s-u}{Q^{2}}, \frac{Q^{2}+s-t-(t+u) \cos (\psi)}{Q^{2}},-\frac{(t+u) \sin (\psi)}{Q^{2}}\right] \\
& =\frac{2 \pi x^{2}}{Q^{4}(1-z)} \frac{\log \left(\frac{(x+z+y(1-x)(1-z))+\sqrt{(x+z+y(1-x)(1-z))^{2}-4 x z}}{(x+z+y(1-x)(1-z))-\sqrt{(x+z+y(1-x)(1-z))^{2}-4 x z}}\right)}{(1+(-1+x) y) \sqrt{\left((x+z+y(1-x)(1-z))^{2}-4 x z\right)}}
\end{align*}
$$

Written like that, it cannot be integrated. However, after the change of variable $y \rightarrow \frac{w-x-z}{(1-x)(1-z)}$, equation (31) becomes

$$
\begin{equation*}
\frac{1}{\left(q-k_{h}\right)^{2}\left(q-k_{2}\right)^{2}} \rightarrow \frac{2 \pi x^{2}}{Q^{4}} \frac{\log (4 x z)-2 \log \left(w+\sqrt{w^{2}-4 x z}\right)}{(w-x-1) \sqrt{w^{2}-4 x z}} \tag{32}
\end{equation*}
$$

whose integral can be performed analytically. Here, the angular integration is implied, as in (31).

At the end, we obtain the functions $F_{L}^{j k}$ defined in (27). These contain collinear divergences, that appear as poles in $\epsilon$ (for these processes at NNLO, simple poles in $\epsilon$ ). We factorize these divergences within the $\overline{\mathrm{MS}}$ scheme, by subtraction of the quantities

$$
\begin{align*}
\tilde{F}_{L}^{q q^{\prime}}(x, z) & =\frac{1}{\hat{\epsilon}}\left[C_{L}^{g q^{\prime},(1)}(x, z) \otimes P_{g q}^{(0)}(x)+C_{L}^{q g,(1)}(x, z) \otimes P_{q g}^{T,(0)}(z)\right], \\
\tilde{F}_{L}^{g g}(x, z) & =\frac{1}{\hat{\epsilon}}\left[C_{L}^{q g,(1)}(x, z) \otimes P_{q g}^{(0)}(x)+C_{L}^{g q,(1)}(x, z) \otimes P_{g q}^{T,(0)}(z)\right], \tag{33}
\end{align*}
$$

where $P_{j k}^{(0)}$ are the unpolarized LO splitting functions and we define

$$
\begin{equation*}
\frac{1}{\hat{\epsilon}}=\left[-\frac{1}{\epsilon}+\gamma_{E}-\log (4 \pi)\right] \tag{34}
\end{equation*}
$$

with $\gamma_{E}=0,5772 \ldots$ the Euler constant. The finite functions obtained after factorization are the coefficients $C_{L}^{j k}$. Given the length of these coefficients, we do not show them in this paper but they are available upon request.

## V. RESULTS

We analyze in this section the differences between the semi-inclusive and the inclusive cross section ratio and we show the relevance of the NNLO corrections we have computed. The behavior of the SIDIS ratio $R$ is studied in the range $0.1<z<1$ for different $x$ values.


FIG. 4: NLO longitudinal-transversal ratio at $Q^{2}=7 \mathrm{GeV}^{2}$. The solid curves show the semiinclusive case, with the observation of a $\pi^{+}$(left side) and a $K^{+}$(right side) in the final state, while the dashed ones shows the inclusive case.

We rely on MSTW PDFs [32] and DSS fragmentation functions [33]. We fix all scales equal to $Q$ and consider $N_{f}=4$ active flavours.

In Fig 4 we show the semi-inclusive ratio $R$ at NLO for $Q^{2}=7 \mathrm{GeV}^{2}$ when a $\pi^{+}$(left) or a $K^{+}$(right) are observed in the final state. We compare it with the value of the fully-inclusive ratio also at NLO (dashed line), which does not depend on $z$. As we can see, the fully-inclusive and the semi-inclusive results may differ by a factor of two in the relevant kinematical region (and even more close to the edges). Thus, an accurate semiinclusive description of $R$ is crucial for phenomenological analyses and may not be, in general, approximated by the inclusive one.

We can observe in Fig 4 a strong dependence of $R$ on $z$ for the semi-inclusive case. In particular, $R$ goes to 0 as $z \rightarrow 1$ due to the fact that numerator and denominator start at different orders in the coupling constant. The lowest order for the denominator is directly proportional to the fragmentation functions (and through that to $z$ ), while the numerator starts at one order higher involving a convolution between the fragmentation function evaluated at a value of $z^{\prime}>z$ and a regular function. Due to the usual behavior of the fragmentation functions $(D(z) \rightarrow 0$ when $z \rightarrow 1)$ the ratio $R$ necessarily goes to 0 as $z \rightarrow 1$.

In Fig. 5 we present the predictions for the semi-inclusive $R$ ratio including the contributions to the longitudinal structure function at NNLO considered in our work, at $Q^{2}=7 \mathrm{GeV}^{2}$ and for different final-state hadrons. It is worth noticing that the denominator of $R$ is of


FIG. 5: Longitudinal-transversal ratio computed taking into account the NNLO contributions considered in this paper for different hadrons observed in the final state, at $Q^{2}=7 \mathrm{GeV}^{2}$. The inset plots show the ratio between the NNLO and the NLO computation presented in this paper.
order $\alpha_{s}$ while the numerator includes contributions of order $\alpha_{s}^{2}$. We should mention that NLO PDFs and FFs are used in order to fully appreciate the effect of the corrections introduced by the new coefficients. The inset plots show the ratio between the NNLO and the NLO computation presented in this paper.

We can see that the correction introduced by the NNLO contributions studied in this paper turn out to be negative and, therefore, tend to considerably reduce the value of $R$ with respect to the previous order. The corrections are specially sizeable for the low- $z$ and high- $z$ regions. This is likely due to the appearance of logarithmic terms introduced by the NNLO contributions and therefore only present in the numerator of the ratio $R$.

Due to the quark composition of kaons and protons, the contribution coming from $F_{L, q q^{\prime}}^{(2)}$ is dominant for $K^{+}$and $K^{-}$, for all $x$ values analyzed. In fact, more than $80 \%$ of the new NNLO correction arises from that channel. The situation is different for pions and in this case the corrections from $q q^{\prime}$ and $g g$ channels turn out to be even of the same order for some kinematic regions.

Despite of including only a subset of contributions at NNLO, those in principle expected to be small due to their particular structure, the corrections to the longitudinal structure function turn out to be rather sizable, making the calculation of the full corrections even more mandatory.

## VI. SUMMARY AND OUTLOOK

We have presented a first calculation of the $\mathcal{O}\left(\alpha_{s}^{2}\right)$ contributions to the SIDIS longitudinal structure function generated by partonic channels appearing for the first time at NNLO, together with an extensive discussion of the general aspects useful for the organization of the complete NNLO calculation.

We have started by studying the flavour decomposition of the full cross section. We have shown how to express both longitudinal and transversal structure functions in terms of usual singlet and non-singlet combinations of PDFs and FFs relevant in global analysis fits, thus exposing the flavour structure of the SIDIS cross section. For instance, one can notice that a specific contribution calculated here in this paper, namely $C_{q q^{\prime}}^{3}(2)$, isolates a particular "valence" flavor contribution, to which a NLO cross section would be insensitive. Along the way, we have given a summary of the different diagrammatic contributions to the partonic sub-processes in view of the full NNLO calculation. In the same spirit, a general recursive formula to reconstruct the dependence on both factorization scales involved in the SIDIS process at an arbitrary order in the strong coupling constant was derived.

In a second part, we have given details of our computation for the two channels of interest in this paper. In particular, the procedure to analytically calculate the phase space integrals has been discussed and a set of new angular integrals was presented. Although the calculated channels are a partial component of the full set of NNLO corrections to the cross section, we have discussed some phenomenological study done on the observable $R$ as a theoretical investigation of the relevance of NNLO corrections to the cross section. It turns out that the small fraction of contributions calculated so far do exhibit sizeable corrections especially in the low- $z$ and high- $z$ region, likely due to the appearance of logarithms that are only present in the numerator.

Not only these observations are of theoretical interest, but stating whether or not this is also the case once all corrections up to NNLO are added is of great importance when it comes
to extracting FFs from SIDIS data. As it is well know, including SIDIS data in a global analysis helps disentangling the different single flavour contributions to the fragmenting process. Even more at NNLO where the appearance of new channels discriminates specific new combinations of PDFs and FFs. Nonetheless, only with the full calculation available one can at the end asses their phenomenological relevance in the overall picture of a global analysis. With the precision of the FFs having been recently extended to NNLO and beyond in the context of electron-positron to pion only analysis, it is then natural to try to acquire the sort of "know how" needed to complete a NNLO calculation of the SIDIS process. In an attempt to attack this problem with an analytical approach, we have started by computing the first simplest corrections to the longitudinal structure function as a playground where to explore and organize the future complete calculation. From a theoretical point of view, only with analytical results available one gathers useful insight in the structure of the perturbative series. Our intention is to proceed on this path and complete the full calculation analytically. This could be relevant for further applications which go beyond PDFs and FFs analyses. For example, knowing the structure of sub-leading logarithms connected with precise phasespace configurations is an essential ingredient in order to extend resummation techniques to higher accuracy.
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## Appendix A: Reconstruction of scales

In order to reconstruct the full dependences on the factorization scales $\mu_{F}$ and $\mu_{I}$ at every order in perturbation theory, one can use a renormalization group approach similar to what was done in [34] for the totally inclusive DIS case or in [35] for the semi-inclusive electronpositron annihilation (SIA). In [35], an alternative method based on the mass factorization procedure was discussed in order to obtain the same results. We have extended both methods
to the SIDIS case and found full agreement between them.
Hereinafter, we will review the extension of the renormalization group approach method to the SIDIS case in order to present a general recursive formula which can be utilize to reconstruct the scale dependence on the two factorization scales $\mu_{I}$ and $\mu_{F}$ at an arbitrary order in the strong coupling constant $a_{s}=\alpha_{s} / 4 \pi$. We are going to show the calculation only for the first term in Eq. 21 since it is the most complicated case due to its matrix structure. To simplify the calculation we set the renormalization scale $\mu_{r}=\mu_{F}$ but keep $\mu_{F} \neq \mu_{I} \neq Q^{2}$. The reintroduction of the renormalization scale dependence can be easily achieved by re-expanding the result expressed as a function of $a_{s}\left(\mu_{F}^{2}\right)$ in terms of $a_{s}\left(\mu_{r}^{2}\right)$. The third order expansion of $a_{s}$ reads [36]

$$
\begin{align*}
a_{s}\left(\mu^{2}\right) & =\frac{a_{s}\left(\mu_{0}^{2}\right)}{X\left(\mu^{2}\right)}-\frac{a_{s}^{2}\left(\mu_{0}^{2}\right)}{X^{2}\left(\mu^{2}\right)}\left(\frac{\beta_{1}}{\beta_{0}} \log X\left(\mu^{2}\right)\right) \\
& +\frac{a_{s}^{3}\left(\mu_{0}^{2}\right)}{X^{3}\left(\mu^{2}\right)}\left(\frac{\beta_{1}^{2}}{\beta_{0}^{2}}\left(\log ^{2} X\left(\mu^{2}\right)-\log X\left(\mu^{2}\right)-1+X\left(\mu^{2}\right)\right)+\frac{\beta_{2}}{\beta_{0}}\left(1-X\left(\mu^{2}\right)\right)\right)+\ldots \tag{A1}
\end{align*}
$$

where $X\left(\mu^{2}\right)=1-\beta_{0} \log \left(\mu_{0}^{2} / \mu^{2}\right)$, and $\mu_{0}$ is a reference scale that in our case corresponds to $\mu_{r}$.

We denote

$$
\begin{align*}
F_{k}^{S}\left(\mu_{I}^{2}, \mu_{F}^{2}\right) & =\left(q_{S}, g\right)\left(\mu_{I}^{2}\right) \otimes\left(\begin{array}{cc}
\mathcal{C}_{k}^{S, D_{S}} & \mathcal{C}_{k}^{S, g} \\
\mathcal{C}_{k}^{g, D_{S}} & \mathcal{C}_{k}^{g, g}
\end{array}\right)\left(a_{s}\left(\mu_{F}^{2}\right), L_{I}, L_{M}\right) \otimes\binom{D_{S}^{h}}{D_{g}^{h}}\left(\mu_{F}^{2}\right) \\
& =\boldsymbol{q}\left(\mu_{I}^{2}\right) \otimes \mathcal{C}_{k}^{S}\left(a_{s}\left(\mu_{F}^{2}\right), L_{I}, L_{M}\right) \otimes \boldsymbol{D}_{S}^{h}\left(\mu_{F}^{2}\right) \tag{A2}
\end{align*}
$$

where $k \in\{1, L\}, L_{I}=\log \left(Q^{2} / \mu_{I}^{2}\right), L_{F}=\log \left(Q^{2} / \mu_{F}^{2}\right)$ and the dependences on $x$ and $z$ were dropped for clarity in the notation. By taking the double Mellin transformation of the previous equation, we can further simplify the calculation. Since convolutions between functions are represented in Mellin space by simple multiplications between moments of them, we can then write

$$
\begin{equation*}
\tilde{F}_{k}^{S}\left(N, M, \mu_{I}^{2}, \mu_{F}^{2}, Q^{2}\right)=\tilde{\boldsymbol{q}}^{N}\left(\mu_{I}^{2}\right) \times \tilde{\mathcal{C}}_{k}^{S}\left(N, M, \alpha_{s}\left(\mu_{F}^{2}\right), L_{I}, L_{F}\right) \times \tilde{\boldsymbol{D}}_{S}^{h, M}\left(\mu_{F}^{2}\right) \tag{A3}
\end{equation*}
$$

where the symbol $\times$ denotes the standard matrix multiplication and

$$
\begin{align*}
\tilde{F}_{k}^{S}\left(N, M, \mu_{I}^{2}, \mu_{F}^{2}, Q^{2}\right) & \equiv \int_{0}^{1} d x x^{N-1} \int_{0}^{1} d z z^{M-1} F_{k}^{S}\left(x, z, \mu_{I}^{2}, \mu_{F}^{2}, Q^{2}\right) \\
\tilde{\boldsymbol{q}}^{N}\left(\mu_{I}^{2}\right) & \equiv \int_{0}^{1} d x x^{N-1} \boldsymbol{q}\left(x, \mu_{I}^{2}\right), \\
\tilde{\boldsymbol{D}}_{S}^{h, M}\left(\mu_{F}^{2}\right) & \equiv \int_{0}^{1} d z z^{M-1} \boldsymbol{D}_{S}^{h}\left(z, \mu_{F}^{2}\right), \\
\tilde{\mathcal{C}}_{k}^{S}\left(N, M, a_{s}\left(\mu_{F}^{2}\right), L_{I}, L_{F}\right) & \equiv \int_{0}^{1} d \hat{x} \hat{x}^{N-1} \int_{0}^{1} d \hat{z} \hat{z}^{M-1} \boldsymbol{\mathcal { C }}_{k}^{S}\left(\hat{x}, \hat{z}, a_{s}\left(\mu_{F}^{2}\right), L_{I}, L_{F}\right) . \tag{A4}
\end{align*}
$$

The dependence of each entry of the matrix $\tilde{\mathcal{C}}_{k}^{S}$ on the factorization scales $\mu_{I}$ and $\mu_{F}$ can be expressed as

$$
\begin{align*}
\tilde{\mathcal{C}}_{k, i j}^{\mathrm{S}}\left(a_{s}\left(\mu_{F}^{2}\right), L_{I}, L_{F}\right)= & \sum_{n=0}^{\infty} a_{s}^{n}\left(\mu_{F}^{2}\right)\left(\tilde{c}_{k, i j}^{(n, 0,0)}+\sum_{\kappa=1}^{n} \tilde{c}_{k, i j}^{(n, \kappa, 0)} L_{I}^{\kappa}+\sum_{l=1}^{n} \tilde{c}_{k, i j}^{(n, 0, l)} L_{F}^{l}\right. \\
& \left.+\sum_{\kappa=1}^{n} \sum_{l=1}^{n-\kappa} \tilde{c}_{k, i j}^{(n, \kappa, l)} L_{I}^{\kappa} L_{F}^{l}\right) \tag{A5}
\end{align*}
$$

The coefficients $\tilde{c}_{k, i j}^{(n, 0,0)}$ are the direct result of the perturbative calculation with $\mu_{F}^{2}=\mu_{I}^{2}=$ $\mu_{r}^{2}=Q^{2}$ while the $\tilde{c}_{k, i j}^{(n, \kappa, 0)}, \tilde{c}_{k, i j}^{(n, 0, l)}, \tilde{c}_{k, i j}^{(n, \kappa, l)}$ can be calculated order by order in $a_{s}$ solving the renormalization group equations (RGEs) for the fatorization scales. They follow directly from the request that $\frac{\partial}{\partial \log \mu_{I}^{2}} \tilde{F}_{k}^{S} \stackrel{!}{=} 0$ and $\frac{\partial}{\partial \log \mu_{F}^{2}} \tilde{F}_{k}^{S} \stackrel{!}{=} 0$ and they read

$$
\begin{align*}
& \left(\left[\frac{\partial}{\partial \log \mu_{I}^{2}}\right] \delta_{i m}+\tilde{P}_{i m}^{\text {Transp }}\left(N, \mu_{I}^{2}\right)\right) \mathcal{C}_{k, m j}^{S}\left(N, M, a_{s}\left(\mu_{F}\right), L_{I}, L_{F}\right)=0  \tag{A6}\\
& \left(\left[\frac{\partial}{\partial \log \mu_{F}^{2}}+\beta\left(a_{s}\right) \frac{\partial}{\partial a_{s}}\right] \delta_{m j}+\tilde{P}_{m j}^{T}\left(M, \mu_{F}^{2}\right)\right) \mathcal{C}_{k, i m}^{S}\left(N, M, a_{s}\left(\mu_{F}\right), L_{I}, L_{F}\right)=0 \tag{A7}
\end{align*}
$$

Here $\tilde{P}_{i m}^{T r a n s p}\left(N, \mu_{I}^{2}\right)$ corresponds to the $i m$ entry of the matrix resulting from the trasposition of

$$
\tilde{\boldsymbol{P}}\left(N, \mu_{I}^{2}\right) \equiv \sum_{i=0}^{\infty} a_{s}^{i+1} \tilde{\boldsymbol{P}}^{(i)}\left(N, \mu_{I}^{2}\right) \equiv \sum_{i=0}^{\infty} a_{s}^{i+1}\left(\begin{array}{cc}
\tilde{P}_{q q}^{(i)} & \tilde{P}_{g q}^{(i)}  \tag{A8}\\
\tilde{P}_{q g}^{(i)} & \tilde{P}_{g g}^{(i)}
\end{array}\right)\left(N, \mu_{I}^{2}\right)
$$

defined as the single Mellin transform of the matrix appearing in the first equation of (13). On the other side, $\tilde{P}_{m j}^{T}\left(M, \mu_{I}^{2}\right)$ represents the $m j$ entry of the time-like $\tilde{\boldsymbol{P}}^{T}\left(M, \mu_{I}^{2}\right)$ matrix defined as the single Mellin transform of the matrix appearing in the second equation of (13).

Inserting Eq. (A5) in (A6) and (A7) one is left with a system of linear equations in the coefficients $\tilde{c}_{k, i j}^{(n, \kappa, 0)}, \tilde{c}_{k, i j}^{(n, 0, l)}$ and $\tilde{c}_{k, i j}^{(n, \kappa, l)}$ which can be solved recursively order by order in $a_{s}$ for every fixed value of $\kappa$ and $l$ once the results for $\kappa=0$ and $l=0$ are given. If we define $\tilde{\boldsymbol{c}}_{k}^{(n, \kappa, l)}$ to be the matrix with entries $\tilde{c}_{k, i j}^{(n, \kappa, l)}$, the formal solution for a fixed order $\mathcal{O}\left(a_{s}^{n}\right)$ can be recursively written as

$$
\begin{align*}
& \tilde{\boldsymbol{c}}_{k}^{(n, \kappa, 0)} \stackrel{\kappa \neq 0}{=} \frac{1}{\kappa} \sum_{w=\kappa-1}^{n-1} \tilde{\boldsymbol{P}}^{(n-w-1), \text { Transp }} \times \tilde{\boldsymbol{c}}_{k}^{(w, \kappa-1,0)} \\
&+\frac{1}{\kappa} \sum_{p=0}^{n-2} \sum_{q=0}^{\kappa-2}\left(\sum_{i=0}^{n-p-\kappa+q} A_{i, \kappa-q-1}^{n-p} \tilde{\boldsymbol{P}}^{(i), \text { Transp }}\right) \times \tilde{\boldsymbol{c}}_{k}^{(p, q, 0)}  \tag{A9}\\
& \tilde{\boldsymbol{c}}_{k}^{(n, \kappa, l)} \stackrel{\not \equiv 0}{=} \frac{1}{l} \sum_{j=l-1+\kappa}^{n-1} \tilde{\boldsymbol{c}}_{k}^{(j, \kappa, l-1)} \times\left(\tilde{\boldsymbol{P}}^{T,(n-1-j)}-\mathbf{1}\left(j \beta_{n-1-j}\right)\right), \tag{A10}
\end{align*}
$$

where all dependences have been dropped to simplify the notation. The coefficients $\tilde{\boldsymbol{c}}_{k}^{(n, 0, l)}$ are also given by the formula (A10). All terms $\tilde{\boldsymbol{c}}_{k}^{(n, \kappa, l)}$ with $\kappa+l>n$ recursively generated by the above equations are obviously set to be equal zero. The coefficient $A_{i, \kappa-q-1}^{n-p}$, introduced in Eq. (11), appears in the last line of Eq. (A9) since the space-like splitting functions showing in (A6) are given as a function of $\mu_{I}$. Nonetheless, one has to take great care when solving the system of equations (A6) and (A7) and re-expand $\tilde{P}_{i m}^{\text {Transp }}\left(N, \mu_{I}\right)$ around the same $a_{s}\left(\mu_{F}\right)$ consistently with the one chosen in Eq. (A5). As a consequence, Eqs. (A9) and (A10) can be correct only up to $\beta_{i}$ terms neglected in the expansion of $a_{s}$ (see Eq. (A1)). To regain the expressions in the $(x, z)$ space one has to formally perform a double Mellin inverse

$$
\begin{equation*}
\boldsymbol{\mathcal { C }}_{k}^{S}\left(\hat{x}, \hat{z}, a_{s}\left(\mu_{F}^{2}\right), L_{I}, L_{F}\right)=\int_{\mathcal{C}_{N}} \frac{d N}{2 \pi i} \hat{x}^{-N} \int_{\mathcal{C}_{M}} \frac{d M}{2 \pi i} \hat{z}^{-M} \tilde{\mathcal{C}}_{k}^{S}\left(N, M, a_{s}\left(\mu_{F}^{2}\right), L_{I}, L_{F}\right) \tag{A11}
\end{equation*}
$$

where $\mathcal{C}_{N}$ and $\mathcal{C}_{M}$ are contour chosen in the $N$ and $M$ complex moment space respectively. Assuming that for a fixed order $\mathcal{O}\left(a_{s}^{n}\right)$ the coefficient $\tilde{\mathcal{C}}_{k}^{S,(n)}$ is integrable along the contours $\mathcal{C}_{N}$ and $\mathcal{C}_{M}$, we have that

$$
\begin{equation*}
\boldsymbol{c}_{k}^{(n, \kappa, l)}(\hat{x}, \hat{z})=\int_{\mathcal{C}_{N}} \frac{d N}{2 \pi i} \hat{x}^{-N} \int_{\mathcal{C}_{M}} \frac{d M}{2 \pi i} \hat{z}^{-M} \tilde{\boldsymbol{c}}_{k}^{(n, \kappa, l)}(N, M) \tag{A12}
\end{equation*}
$$

and the expressions (A9) and (A10) can be translated for the $\boldsymbol{c}_{k}^{(n, \kappa, l)}$ coefficients by symbolically dropping the " $\sim$ " and substituting " $\times$ " with " $\otimes$ ".

This procedure can be easily extended for the remaining lines of Eq. (21) by simply substituting the matrices $\tilde{\boldsymbol{P}}^{T,(i)}$ and $\tilde{\boldsymbol{P}}^{(i)}$ with the corresponding "non-singlet" scalar function $\tilde{P}^{T,+,(i)}, \tilde{P}^{T, v,(i)}, \tilde{P}^{+,(i)}$ or $\tilde{P}^{v,(i)}$ in (A9) and (A10). Here the symbol " $\sim$ " denotes as before the single Mellin moment of the corresponding function. At the same time $\tilde{\boldsymbol{c}}_{k}^{(n, \kappa, l)}$ will represent each time a scalar function, a vector or a transposed vector accordingly to how the coefficient functions appear in (21).

## Appendix B: Integrals

We show below the results of some angular integrals needed for the computation of the SIDIS longitudinal structure functions, which are not available in the literature. The subscript 4 indicates that they have been computed in 4-dimensions. Except for the first three integrals (valid for every set of parameters) the results are only valid for $A^{2} \neq B^{2}+C^{2}$.

$$
\begin{align*}
I_{4}[-4,0] & =2 \pi\left(a^{4}+2 a^{2} b^{2}+\frac{b^{4}}{5}\right)  \tag{B1}\\
I_{4}[-3,0] & =2 \pi a\left(a^{2}+b^{2}\right)  \tag{B2}\\
I_{4}[-2,-1] & =\frac{2}{3}\left(3 \pi a^{2} A+2 \pi a b B+\pi A b^{2}\right)  \tag{B3}\\
I_{4}[-4,2] & =\frac{\pi}{3\left(B^{2}+C^{2}\right)^{4}\left(A^{2}-B^{2}-C^{2}\right)} \\
& \times\left\{A^{2} b^{2}\left(B^{2}+C^{2}\right)\left[36 a^{2}\left(2 B^{4}+B^{2} C^{2}-C^{4}\right)+b^{2}\left(-16 B^{4}+84 B^{2} C^{2}-15 C^{4}\right)\right]\right. \\
& -12 a A b B\left(B^{2}+C^{2}\right)^{2}\left[2 a^{2}\left(B^{2}+C^{2}\right)+b^{2}\left(9 C^{2}-4 B^{2}\right)\right] \\
& +2\left(B^{2}+C^{2}\right)^{2}\left[3 a^{4}\left(B^{2}+C^{2}\right)^{2}-18 a^{2} b^{2}\left(B^{4}-C^{4}\right)-b^{4}\left(B^{4}+6 B^{2} C^{2}-3 C^{4}\right)\right] \\
& \left.-36 a A^{3} b^{3} B\left(2 B^{4}-B^{2} C^{2}-3 C^{4}\right)+3 A^{4} b^{4}\left(8 B^{4}-24 B^{2} C^{2}+3 C^{4}\right)\right\} \\
& +\frac{\pi b}{2\left(B^{2}+C^{2}\right)^{9 / 2}} \log \left(\frac{A+\sqrt{B^{2}+C^{2}}}{A-\sqrt{B^{2}+C^{2}}}\right) \\
& \times\left\{-3 A b\left(B^{2}+C^{2}\right)\left(4 a^{2}\left(2 B^{4}+B^{2} C^{2}-C^{4}\right)-b^{2} C^{2}\left(C^{2}-4 B^{2}\right)\right)\right. \\
& +4 a B\left(B^{2}+C^{2}\right)^{2}\left(2 a^{2}\left(B^{2}+C^{2}\right)+3 b^{2} C^{2}\right)+12 a A^{2} b^{2} B\left(2 B^{4}-B^{2} C^{2}-3 C^{4}\right) \\
& \left.+A^{3} b^{3}\left(-8 B^{4}+24 B^{2} C^{2}-3 C^{4}\right)\right\} \tag{B4}
\end{align*}
$$

$$
\begin{align*}
I_{4}[-4,1] & =-\frac{\pi b}{12\left(B^{2}+C^{2}\right)^{4}} \\
& \times\left\{A b\left(B^{2}+C^{2}\right)\left[72 a^{2}\left(2 B^{4}+B^{2} C^{2}-C^{4}\right)+b^{2}\left(8 B^{4}+48 B^{2} C^{2}-15 C^{4}\right)\right]\right. \\
& -32 a B\left(B^{2}+C^{2}\right)^{2}\left[3 a^{2}\left(B^{2}+C^{2}\right)+b^{2}\left(B^{2}+3 C^{2}\right)\right] \\
& -48 a A^{2} b^{2} B\left(2 B^{4}-B^{2} C^{2}-3 C^{4}\right) \\
& \left.+3 A^{3} b^{3}\left(8 B^{4}-24 B^{2} C^{2}+3 C^{4}\right)\right\} \\
& +\frac{\pi}{8\left(B^{2}+C^{2}\right)^{9 / 2}} \log \left(\frac{A+\sqrt{B^{2}+C^{2}}}{A-\sqrt{B^{2}+C^{2}}}\right) \\
& \times\left\{6 A^{2} b^{2}\left(B^{2}+C^{2}\right)\left(4 a^{2}\left(2 B^{4}+B^{2} C^{2}-C^{4}\right)-b^{2} C^{2}\left(C^{2}-4 B^{2}\right)\right)\right. \\
& -16 a A b B\left(B^{2}+C^{2}\right)^{2}\left(2 a^{2}\left(B^{2}+C^{2}\right)+3 b^{2} C^{2}\right) \\
& +\left(B^{2}+C^{2}\right)^{2}\left(8 a^{4}\left(B^{2}+C^{2}\right)^{2}+24 a^{2} b^{2} C^{2}\left(B^{2}+C^{2}\right)+3 b^{4} C^{4}\right) \\
& +16 a A^{3} b^{3} B\left(-2 B^{4}+B^{2} C^{2}+3 C^{4}\right) \\
& \left.+A^{4} b^{4}\left(8 B^{4}-24 B^{2} C^{2}+3 C^{4}\right)\right\}  \tag{B5}\\
I_{4}[-3,2] & =\frac{\pi}{\left(B^{2}+C^{2}\right)^{3}\left(A^{2}-B^{2}-C^{2}\right)} \\
& \times\left\{2 a^{3} B^{6}+6 a^{3} B^{4} C^{2}+6 a^{3} B^{2} C^{4}+2 a^{3} C^{6}-6 a^{2} A b B^{5}\right. \\
& -12 a^{2} A b B^{3} C^{2}-6 a^{2} A b B C^{4}+12 a A^{2} b^{2} B^{4}+6 a A^{2} b^{2} B^{2} C^{2}-6 a A^{2} b^{2} C^{4}-6 a b^{2} B^{6} \\
& -6 a b^{2} B^{4} C^{2}+6 a b^{2} B^{2} C^{4}+6 a b^{2} C^{6}-6 A^{3} b^{3} B^{3}+9 A^{3} b^{3} B C^{2}+4 A b^{3} B^{5} \\
& \left.-5 A b^{3} B^{3} C^{2}-9 A b^{3} B C^{4}\right\} \\
& +\frac{3 \pi b}{2\left(B^{2}+C^{2}\right)^{7 / 2}} \log ^{2}\left(\frac{A+\sqrt{B^{2}+C^{2}}}{A-\sqrt{B^{2}+C^{2}}}\right) \\
& \times\left\{2 a^{2} B^{5}+4 a^{2} B^{3} C^{2}+2 a^{2} B C^{4}-4 a A b B^{4}-2 a A b B^{2} C^{2}+2 a A b C^{4}\right. \\
& \left.+2 A^{2} b^{2} B^{3}-3 A^{2} b^{2} B C^{2}+b^{2} B^{3} C^{2}+b^{2} B C^{4}\right\} \tag{B6}
\end{align*}
$$

$$
\begin{align*}
I_{4}[-3,1] & =\frac{\pi b}{3\left(B^{2}+C^{2}\right)^{3}} \\
& \times\left\{18 a^{2} B^{5}+36 a^{2} B^{3} C^{2}+18 a^{2} B C^{4}-18 a A b B^{4}-9 a A b B^{2} C^{2}+9 a A b C^{4}\right. \\
& \left.+6 A^{2} b^{2} B^{3}-9 A^{2} b^{2} B C^{2}+2 b^{2} B^{5}+8 b^{2} B^{3} C^{2}+6 b^{2} B C^{4}\right\} \\
& -\frac{\pi\left(-a B^{2}-a C^{2}+A b B\right)}{2\left(B^{2}+C^{2}\right)^{7 / 2}} \log \left(\frac{A+\sqrt{B^{2}+C^{2}}}{A-\sqrt{B^{2}+C^{2}}}\right) \\
& \times\left\{2 a^{2} B^{4}+4 a^{2} B^{2} C^{2}+2 a^{2} C^{4}-4 a A b B^{3}\right. \\
& \left.-4 a A b B C^{2}+2 A^{2} b^{2} B^{2}-3 A^{2} b^{2} C^{2}+3 b^{2} B^{2} C^{2}+3 b^{2} C^{4}\right\} \tag{B7}
\end{align*}
$$
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