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Abstract. We employ the ergodic theoretic machinery of scenery flows to address classical geometric measure theoretic problems on Euclidean spaces. Our main results include a sharp version of the conical density theorem, which we show to be closely linked to rectifiability. Moreover, we show that the dimension theory of measure-theoretical porosity can be reduced back to its set-theoretic version, that Hausdorff and packing dimensions yield the same maximal dimension for porous and even mean porous measures, and that extremal measures exist and can be chosen to satisfy a generalized notion of self-similarity. These are sharp general formulations of phenomena that had been earlier found to hold in a number of special cases.

1. Introduction

Ergodic theory studies the asymptotic behaviour of typical orbits of dynamical systems endowed with an invariant measure. Geometric measure theory can be described as a field of mathematics where geometric problems on sets and measures are studied via measure-theoretic techniques. Although a priori it may seem that these subjects are disconnected, recently some deep links between them have been uncovered. The main idea is to study the structure of a measure $\mu$ on $\mathbb{R}^d$ via dynamical properties of its magnifications at a given point $x \in \mathbb{R}^d$. The resulting family of measures, i.e. the scenery $(\mu_{x,t})_{t \geq 0}$ defined by

$$ \mu_{x,t}(A) = \frac{\mu(e^{-t}A + x)}{\mu(B(x,e^{-t}))}, \quad A \subset \mathbb{R}^d,$$

where $B(x,e^{-t})$ is the closed ball of center $x$ and radius $e^{-t}$, can be interpreted as an orbit in a dynamical system, whose evolution is described a measure valued flow known as the scenery flow. We emphasize that the measures $\mu_{x,t}$ are restricted to the unit ball and normalized to be probability measures. While the idea behind the scenery flow is far from new, until now authors had either considered the scenery flow for specific sets and measures arising from dynamics (see e.g. [71, 4, 5]), investigated abstract scenery flows but with a view on applications to special sets and measures, again arising from dynamics or arithmetic (see e.g. [24, 23, 27]), or established properties of the scenery flow for its own sake (see [51, 52]). The main innovation of this article is to employ the general theory initiated by Furstenberg [22], greatly developed by Hochman [24], and extended by the authors [35] with a view on our applications here, to classical problems in geometric measure theory which a priori do not involve any dynamics. The power of the theory around the scenery flow allow us to to obtain very sharp versions of existing results, simplify the proofs of others, and prove in great generality certain phenomena that had been previously observed only in special cases. However, rather than individual results, we believe that our main contribution is to highlight the relevance of ergodic-theoretic methods around the scenery flow in geometric problems. We hope this approach will find further applications in geometric measure theory and analysis.
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One of the oldest and most fundamental concepts in analysis is that of tangent. Tangents capture the local structure of functions but are substantially better behaved. In particular, they have scaling and isotropy properties the original object lacks. One can infer global properties of the object from the collection of tangents at all points. The analogous concept for general measures is that of tangent measure introduced by Preiss [56]. These measures are the accumulation points of the scenery \( \mu_{x,t} \) as \( t \to \infty \). Although tangent measures share many of the good properties of tangents, tangent measures do not give much information about the original object: two very different measures may have the same set of tangent measures at every point. It may even happen for a measure to have all measures as tangent measures, at almost every point; see O’Neil [54] and Sahlsten [61]. In order to obtain a notion of tangent to a measure that captures more information, a simple but deep idea is to look at the statistics of the scenery \( (\mu_{x,t})_{t \geq 0} \), rather than the collection \( \text{Tan}(\mu, x) \) of all the accumulation points. This leads to the notion of tangent distribution, studied (with some variations and under different names) by several authors, see e.g. [71, 52, 24, 23, 35].

Tangent distributions are defined to be weak accumulation points of \( \langle \mu \rangle_{x,T} = 1/T \int_0^T \delta_{\mu_{x,t}} \, dt \). That is, tangent distributions are measures on measures (or random measures), and from the dynamical point of view they are empirical measures for the scenery flow. The family of all tangent distributions of \( \mu \) at \( x \) is denoted by \( \text{TD}(\mu, x) \). Tangent distributions describe the asymptotics of the scenery flow and their support is a (possibly much smaller) subset of the set \( \text{Tan}(\mu, x) \) of all tangent measures. We will see that tangent distributions capture many properties of the original object that are not invisible to averaging, such as dimension (though it should be noted that tangent distributions are blind to properties that are sensitive to changes on a sparse set of scales, such as classical rectifiability).

The approach of this paper is to study properties of measures through the corresponding properties of their tangent distributions. Our goal is to apply ergodic theoretical methods and hence we restrict ourselves to scale invariant tangent distributions. If we additionally require that the distribution satisfies a suitable isotropy condition called quasi-Palm (see Definition 3.7), then such a distribution is called a fractal distribution. Roughly speaking, the quasi-Palm property guarantees that the null sets of the distribution are invariant under translation to a typical point for the measure. This kind of property turns out to be extremely useful when transferring information about a generic measure for the distribution from a single point to almost every point. A remarkable result of Hochman [24, Theorem 1.7] states that tangent distributions are indeed fractal distributions at almost every point (while the scale invariance is perhaps expected, the fact that tangent distributions satisfy the quasi-Palm property is one of the main discoveries of [24]).

The geometric properties of fractals and their relation to different notions of dimension and rectifiability have been an object of intensive study for several decades, both for their intrinsic interest and because of connections to other areas. In particular, questions dealing with conical densities and porosity have been studied thoroughly. The theory that started with conical density properties of Hausdorff measures was later extended to more general Borel measures, which is the setting we consider. The study of porosity is motivated in part by the fact that it is a quantitative notion of singularity. Thus it is a natural problem to understand the relationship between dimensions (which are a different way to quantify singularity) and various notions of porosity. Particular interest has been given to the study of the maximal possible dimension of a porous set or measure. This problem has received considerable attention and it has been addressed by using various methods and techniques.

In this article, we show that, equipped with the machinery of fractal distributions, most of the above alluded results on conical densities and porosities are consequences of a suitable notion of rectifiability, and of set-theoretical porosity. In this way, we unify and explain in a coherent way a large number of previously piecemeal results. We obtain an essentially sharp and very general conical density result, and prove new results for different kinds of porosity valid for arbitrary values...
of the “size of the hole” (nearly all previous research in this direction focused on “small” or “large” holes only). Moreover, we prove that in these cases extremal measures exist and can be taken to be uniformly scaling, which is an ergodic-theoretic notion of self-similarity.

The article is organized as follows: In §2, we give more detailed background on the geometric problems we study and state the main results. The ergodic theoretic machinery on scenery flows is presented in §3, and §4 contains all the proofs.

2. Background and statement of main results

Let \( \mathbb{R}^d \) be the \( d \)-dimensional Euclidean space equipped with the usual Euclidean metric. The open ball centered at \( x \) with radius \( r > 0 \) is denoted by \( B(x,r) \). Moreover, let \( \overline{B}(x,r) \) be the corresponding closed ball. For the closed unit ball, we write \( B_1 := B(0,1) \).

Given a metric space \( X \), we denote the family of all Borel probability measures on \( X \) by \( \mathcal{P}(X) \). When \( X = B_1 \), just write \( \mathcal{M}_1 = \mathcal{P}(B_1) \). When \( X \) is locally compact, \( \mathcal{P}(X) \) is endowed with the weak* topology (as usual we speak of weak convergence rather than weak* convergence). Let \( \mathcal{M} \) be the set of all Radon measures on \( \mathbb{R}^d \) and \( \text{spt}\mu \) the topological support of \( \mu \in \mathcal{M} \) in \( \mathbb{R}^d \). The \( d \)-dimensional Lebesgue measure is denoted by \( L^d \) and in the case \( d = 1 \), we just write \( \lambda = L^1 \). We will also write \( L^d \) for the normalized restriction of \( L^d \) to the unit ball \( B_1 \). Moreover, \( \mathcal{H}^s \) is the \( s \)-dimensional Hausdorff measure defined by using the Euclidean metric on \( \mathbb{R}^d \).

Following notation of Hochman [24], we refer to elements of \( \mathcal{M} \) as measures, and to elements of \( \mathcal{P}(\mathcal{M}_1) \) as distributions. Measures will be denoted by lowercase Greek letters \( \mu,\nu \), etc. and distributions by capital letters \( P,Q \), etc. We use the notation \( x \sim \mu \) if a point \( x \) is chosen randomly according to a measure \( \mu \). Moreover, write \( \mu \sim \nu \) if the measures \( \mu \) and \( \nu \) are equivalent, that is, they have the same null-sets. If \( f \) is a function and \( \mu \) is a measure, then \( f\mu \) is the push-forward measure \( A \mapsto \mu(f^{-1}A) \). Finally, if \( \mu \) is a measure and \( \mu(A) > 0 \), we let \( \mu_A := \mu(A)^{-1}\mu|_A \) be the normalized restriction of \( \mu \) on \( A \).

The main idea that we pursue in this work is that many properties of a measure can be related to analog properties of their tangent distributions which, thanks to Hochman’s result [24, Theorem 1.7], are much more structured objects and, as with any tangent objects, enjoy uniform versions of many geometric properties of the original measure. We are specially interested in the geometric notion of dimension of sets and measures. We recall some definitions.

**Definition 2.1** (Local dimensions). If \( \mu \in \mathcal{M} \) and \( x \in \mathbb{R}^d \), then the upper and lower local dimensions of \( \mu \) at \( x \) are defined by

\[
\dim_{\text{loc}}^\mu(x,x) := \limsup_{r \downarrow 0} \frac{\log \mu(B(x,r))}{\log r} \quad \text{and} \quad \dim_{\text{loc}}^{\mu}(x,x) := \liminf_{r \downarrow 0} \frac{\log \mu(B(x,r))}{\log r}.
\]

If both values agree, then the common value is the local dimension of \( \mu \) at \( x \), denoted by \( \dim_{\text{loc}}(\mu,x) \). A measure \( \mu \) is exact-dimensional if \( \dim_{\text{loc}}(\mu,x) \) exists and is \( \mu \) almost everywhere constant. In this case, the common value is simply called the dimension of \( \mu \), denoted by \( \dim \mu \). To cover situations where \( \dim \mu \) does not exist, we use the notions of Hausdorff and packing dimensions.

**Definition 2.2** (Hausdorff and packing dimensions). If \( \mu \in \mathcal{M} \) then upper and lower Hausdorff and packing dimensions of \( \mu \) are defined by

\[
\dim_H \mu = \text{ess inf}_{x \sim \mu} \dim_{\text{loc}}(\mu,x),
\]

\[
\dim_{\overline{\text{H}}} \mu = \text{ess sup}_{x \sim \mu} \dim_{\text{loc}}(\mu,x),
\]

\[
\dim_p \mu = \text{ess inf}_{x \sim \mu} \overline{\dim}_{\text{loc}}(\mu,x),
\]

\[
\dim_{\overline{\text{p}}} \mu = \text{ess sup}_{x \sim \mu} \overline{\dim}_{\text{loc}}(\mu,x).
\]
Recall that these quantities can be recovered from the classical set-theoretical Hausdorff and packing dimensions as follows:

\[
\dim_H \mu = \inf \{ \dim_H A : A \subset \mathbb{R}^d \text{ is a Borel with } \mu(A) > 0 \},
\]

\[
\overline{\dim}_H \mu = \inf \{ \dim_H A : A \subset \mathbb{R}^d \text{ is a Borel with } \mu(\mathbb{R}^d \setminus A) = 0 \},
\]

\[
\dim_p \mu = \inf \{ \dim_p A : A \subset \mathbb{R}^d \text{ is a Borel with } \mu(A) > 0 \},
\]

\[
\underline{\dim}_p \mu = \inf \{ \dim_p A : A \subset \mathbb{R}^d \text{ is a Borel with } \mu(\mathbb{R}^d \setminus A) = 0 \}.
\]

Here on the right-hand side \( \dim_H \) and \( \dim_p \) denote Hausdorff and packing dimensions of sets.

The reader is referred to the books of Mattila [46] and Falconer [17] for references and further background on measures and dimensions.

2.1. Rectifiability and conical densities. Rectifiability is one of the most fundamental concepts of geometric measure theory. A rectifiable set is a set that is smooth in a certain measure-theoretic sense. It is an extension of the idea of a rectifiable curve to higher dimensions. To a great extent, geometric measure theory is about studying rectifiable and purely unrectifiable sets. A set is purely unrectifiable if its intersection with any rectifiable set is negligible. These concepts form a natural pair since every set can be decomposed into rectifiable and purely unrectifiable parts. Although a \( k \)-rectifiable set \( E \) (with finite \( H^k \) measure) bears little resemblance to smooth surfaces (for example, it can be topologically dense), it admits a measure-theoretical notion of tangent at all but a zero \( H^k \)-measure set of points; see for example [46, Chapter 15].

The foundations of geometric measure theory were laid by Besicovitch [8, 9, 10]. He introduced the theory of rectifiable sets by describing the structure of the subsets of the plane having finite \( H^1 \) measure. Besicovitch’s work was extended to \( k \)-dimensional subsets of \( \mathbb{R}^d \) by Federer [18]. Morse and Randolph [50], Moore [49], Marstrand [40, 41, 42], and Mattila [44] studied extensively how densities are related to rectifiability. Preiss [56] managed to completely characterize \( k \)-rectifiable sets by the existence of \( k \)-dimensional density effectively by introducing and employing tangent measures. For various other characterizations and properties of rectifiability the reader is referred to the book of Mattila [46].

Conical density results are used to derive geometric information from metric information. The idea is to study how a measure is distributed in small balls. Upper conical density results related to Hausdorff measure are naturally linked to rectifiability; see Besicovitch [10], Marstrand [40], Federer [19], Salli [63], and Mattila [45, 46]. The works of Käenmäki and Suomala [36, 37], Csörnyei, Käenmäki, Rajala, and Suomala [12], Feng, Käenmäki, and Suomala [20], Käenmäki, Rajala, and Suomala [34], and Sahlin, Shmerkin, and Suomala [62] introduced conical density results for more general measures in more general settings.

Applications of conical densities have been found in the study of porosities; see Mattila [45] and Käenmäki and Suomala [36, 37]. They have also been applied in the removability questions for Lipschitz harmonic functions; see Mattila and Paramonov [47] and Lorent [39].

It turns out that tangent distributions are well suited to address problems concerning conical densities. The cones in question do not change under magnification and this allows to pass information between the original measure and its tangent distributions. In fact, we will show that, perhaps surprisingly, most of the known conical density results are, in some sense, a manifestation of rectifiability.

Let \( d \in \mathbb{N} \), \( k \in \{0, \ldots, d-1\} \), and \( G(d, k) \) be the space of all \( k \)-dimensional linear subspaces of \( \mathbb{R}^d \). The unit sphere of \( \mathbb{R}^d \) is \( S^{d-1} \). For \( x \in \mathbb{R}^d \), \( V \in G(d, k) \), \( \theta \in S^{d-1} \), and \( 0 \leq \alpha \leq 1 \) we set

\[
X(x, r, V, \alpha) = \{ y \in B(x, r) : \text{dist}(y - x, V) < \alpha |y - x| \},
\]

\[
H(x, \theta, \alpha) = \{ y \in \mathbb{R}^d : (y - x) : \theta \geq \alpha |y - x| \}.
\]

Classical results of Besicovitch [10], Marstrand [40], Salli [63], and Mattila [45] guarantee that if the Hausdorff dimension of the set is large enough, then there are arbitrary small scales so that almost all points of the set are effectively surrounded by the set. Conical density results aim to
give conditions on a measure (usually, a lower bound on some kind of dimension) which guarantee that the non-symmetric cones \( X(x, r, V, \alpha) \setminus H(x, \theta, \alpha) \) contain a large portion of the mass from the surrounding ball \( B(x, r) \), at many scales \( r \) and at many points \( x \).

In our first main result, we give an optimal quantitative estimate for the amount of the scales where such phenomenon occurs. For \( d \in \mathbb{N} \), \( k \in \{1, \ldots, d-1\} \), and \( 0 < \alpha \leq 1 \), we set

\[
\varepsilon(d, k, \alpha) := \inf \left\{ \frac{\mathcal{L}^d(X(0, 1, V, \alpha) \setminus H(0, \theta, \alpha))}{\mathcal{L}^d(B(0, 1))} : V \in G(d, d-k) \text{ and } \theta \in S^{d-1} \right\}. \tag{2.1}
\]

It follows from elementary geometry and the rotational invariance of Lebesgue measure that, in fact, the infimum is attained whenever \( V \in G(d, d-k) \) and \( \theta \in S^{d-1} \cap V \).

**Theorem 2.3.** If \( d \in \mathbb{N} \), \( k \in \{1, \ldots, d-1\} \), \( k < s \leq d \), and \( 0 < \alpha \leq 1 \), then there exists \( 0 < \varepsilon < \varepsilon(d, k, \alpha) \) satisfying the following: For every Radon measure \( \mu \) on \( \mathbb{R}^d \) with \( \dim_H \mu \geq s \) it holds that

\[
\liminf_{T \to \infty} \frac{1}{T} \lambda \left\{ t \in [0, T] : \inf_{\theta \in S^{d-1}} \mu \left( X(t, e^{-t}, V, \alpha) \setminus H(t, \theta, \alpha) \right) \geq \varepsilon \right\} \geq \frac{s-k}{d-k} \tag{2.2}
\]

at \( \mu \) almost every \( x \in \mathbb{R}^d \). If the measure \( \mu \) only satisfies \( \dim_\mu \mu \geq s \), then (2.2) holds with \( \limsup_{T \to \infty} \) at \( \mu \) almost every \( x \in \mathbb{R}^d \).

Furthermore, this is sharp in the sense that for every \( k < s < d \) there exists a Radon measure \( \mu \) of exact dimension \( s \) such that (2.2) holds with \( \liminf_{T \to \infty} \) and the limit equals \( (s-k)/(d-k) \) for all \( 0 < \varepsilon < \varepsilon(d, k, \alpha) \), but is equal to zero for all \( \varepsilon > \varepsilon(d, k, \alpha) \).

**Remark 2.4.** (1) A similar result is available by Sahlsten, Shmerkin, and Suomala [62, Theorem 1.2] but with some constant \( p \) on the right-hand side instead of the sharp quantity \( (s-k)/(d-k) \); although, in principle, the value of \( p \) can be computed, it is clear that it is very far from the optimal value. In turn, [62, Theorem 1.2] unified and extended most of the earlier results on conical densities; we refer to [62] for further discussion. We underline that our method of proof is entirely different from, and in our view more conceptual than, that of [62] and other previous research on the topic.

(2) We have chosen the cones \( X(x, r, V, \alpha) \) to be open and the cones \( H(x, \theta, \alpha) \) to be closed in order to keep the proof simpler, but since these cones are nested as \( \alpha \) decreases, Theorem 2.3 holds regardless of whether the inequalities in their definitions are strict or not. Moreover, since for each \( x \) there are at most countably many \( t \) such that the boundary of \( B(x, e^{-t}) \) has positive \( \mu \)-mass, the result also holds if in the definition of \( X(x, r, V, \alpha) \) we intersect with the closed ball \( \overline{B}(x, r) \) instead. Likewise, in (2.2) we divide by the mass of the closed ball \( \overline{B}(x, e^{-t}) \) in order to match...
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the definition of the scenery flow but, since \( \mu(B(x, e^{-t})) \leq \mu(\overline{B}(x, e^{-t})) \), the result also holds if we divide by \( \mu(B(x, e^{-t})) \) instead. These observations also apply to Theorem 2.11 below.

The proof of Theorem 2.3 is based on showing that there cannot be “too many” rectifiable tangent measures. Let us next give the precise definition for rectifiability and start examining its relationship to conical density results in more detail.

**Definition 2.5** (Rectifiability of sets and measures). A set \( E \subset \mathbb{R}^d \) is called \( k \)-rectifiable if there are countably many Lipschitz maps \( f_i : \mathbb{R}^k \to \mathbb{R}^d \) so that

\[
\mathcal{H}^k \left( E \setminus \bigcup_i f_i(\mathbb{R}^k) \right) = 0.
\]

Moreover, we say that a Radon measure \( \nu \) is \( k \)-rectifiable if \( \nu \ll \mathcal{H}^k \) and there exists a \( k \)-rectifiable set \( E \subset \mathbb{R}^d \) such that \( \nu(\mathbb{R}^d \setminus E) = 0 \).

A Radon measure \( \mu \) is purely \( k \)-unrectifiable if it gives no mass to \( k \)-rectifiable sets and \( E \) is purely \( k \)-unrectifiable if the restriction \( \mathcal{H}^k |_E \) is purely \( k \)-unrectifiable.

While the definition above is nowadays standard and very useful in dealing with properties valid up to sets of zero \( \mathcal{H}^k \) measure (see e.g. [46, Chapters 15–19]), we will also require a variant which corresponds to the definition of rectifiability in Federer [19, 3.2.14]. To avoid any confusion, we call it **strong rectifiability**.

**Definition 2.6** (Strong rectifiability of sets). A set \( E \subset \mathbb{R}^d \) is called strongly \( k \)-rectifiable if there exist countably many Lipschitz maps \( f_i : \mathbb{R}^k \to \mathbb{R}^d \) such that

\[
E \subset \bigcup_i f_i(\mathbb{R}^k).
\]

**Remark 2.7.** A strongly \( k \)-rectifiable set is obviously \( k \)-rectifiable. On the other hand, there are many sets which are \( k \)-rectifiable but not strongly \( k \)-rectifiable, for example, any set \( E \subset \mathbb{R}^d \) such that \( \mathcal{H}^k(E) = 0 \) but \( \dim_p E > k \).

Pure unrectifiability is also a condition which should guarantee that the measure is scattered in many directions. Indeed, under suitable assumption, it leads to a conical density result: for example, the following is proved in Käänäkki [33, Theorem 8].

**Theorem 2.8.** If \( M > 0 \) and \( 0 < \alpha \leq 1 \), then there is a constant \( \varepsilon > 0 \) depending only on \( M \) and \( \alpha \) satisfying the following: For every \( d \in \mathbb{N}, k \in \{1, \ldots, d-1\}, V \in G(d, d-k) \), and purely \( k \)-unrectifiable measure \( \mu \) on \( \mathbb{R}^d \) with

\[
\limsup_{r \downarrow 0} \frac{\mu(B(x, 2r))}{\mu(B(x, r))} < M
\]

at \( \mu \) almost every \( x \in \mathbb{R}^d \), it holds that

\[
\limsup_{r \downarrow 0} \frac{\mu(X(x, r, V, \alpha))}{\mu(B(x, r))} \geq \varepsilon
\]

at \( \mu \) almost every \( x \in \mathbb{R}^d \).

The doubling condition (2.3) is a crucial assumption and, in fact, the result fails to hold for general purely unrectifiable measures. In Csörnyei, Käänäkki, Rajala, and Suomala [12, Example 5.5], it was demonstrated that there exists \( V \in G(2, 1) \) and a purely 1-unrectifiable measure \( \mu \) on \( \mathbb{R}^2 \) such that for any \( 0 < \alpha < 1 \) we have

\[
\lim_{r \downarrow 0} \frac{\mu(X(x, r, V, \alpha))}{\mu(B(x, r))} = 0
\]

at \( \mu \) almost every \( x \). This reflects the fact that rectifiability can be broken by having the measure “look unrectifiable” at some very sparse sequence of scales. More precisely, a measure \( \mu \) is \( k \)-rectifiable
Theorem 2.11. Suppose that

Remark 2.12. Example P

for every µ immediately from Lemma 4.6. Note however that in Theorem 2.3, the value of ε is independent of µ, while in Theorem 2.11 it is allowed to depend on µ.

Example 2.10. (1) Let µ be a self-similar measure supported on a self-similar set of dimension k satisfying the strong separation condition. For example, let µ be the 1-dimensional Hausdorff measure in R^2 restricted to the product of two 1-Cantor sets. Then all tangent measures of µ at a µ typical point are restrictions of homothetic copies of the measure itself. Recall e.g. Bandt [3]. Since self-similar sets of dimension k are purely unrectifiable and in particular are not strongly rectifiable, this means that P(\{ν ∈ M_1 : spt ν is not strongly k-rectifiable\}) = 1 for every P ∈ TD(µ, x) at µ almost every x. Note that by choosing appropriate weights, we obtain a self-similar measure of any dimension in (0, k] which is p-average k-rectifiable for all p ∈ (0, 1).

(2) On the other hand, any measure µ supported on a self-similar set E satisfying the strong separation condition of dimension strictly less than 1 fails to be 0-average 1-rectifiable. Indeed, it follows from self-similarity that for any x ∈ E and P ∈ TD(µ, x), the support of P almost all measures ν is contained in a homothetic copy of E. On the other hand, any set of upper Minkowski dimension strictly less than 1 can be covered by a single Lipschitz curve, see e.g. [2, Lemma 3.1].

(3) Given 0 ≤ p ≤ 1, it is possible to construct a measure µ which satisfies precisely

P(\{ν ∈ M_1 : spt ν is not strongly k-rectifiable\}) = p

for every P ∈ TD(µ, x) at µ almost every x. The idea of the construction is to splice together a k-rectifiable measure (such as H^k|E where E ∈ G(d, k)) and the self-similar purely k-rectifiable measure considered in (1) above such that we distribute mass according to the rectifiable measure for portion 1 − p of scales and the unrectifiable measure for p portion of scales; see Lemma 4.7 for more details.

For average unrectifiable measures, we obtain an analogous result to Theorem 2.3:

Theorem 2.11. Suppose that d ∈ N, k ∈ \{1, ..., d − 1\}, and 0 ≤ p < 1. If µ is p-average k-rectifiable, then for every 0 < α ≤ 1 there exists 0 < ε < 1 so that

\[
\liminf_{T → ∞} \frac{1}{T} \lambda \left( \left\{ t ∈ [0, T] : \inf_{θ \in S^{d−1}} \left( \frac{\mu(X(t, e^{-t}V, α) \setminus H(x(t, θ, α))}{\mu(B(x(t, e^{-t})))} > ε \right) \right\} > p \right)
\]

at µ almost every x ∈ R^d.

Remark 2.12. (1) Since every strongly k-rectifiable set is also k-rectifiable, if in the definition of average unrectifiability we replace “strongly rectifiable” by “rectifiable”, then Theorem 2.11 continues to hold.

(2) Theorem 2.11 implies the first part of Theorem 2.3 for a fixed measure µ. This follows immediately from Lemma 4.6. Note however that in Theorem 2.3, the value of ε is independent of µ, while in Theorem 2.11 it is allowed to depend on µ.
(3) In general, the dimension of a measure is strictly smaller than the dimension of its support. Since our definition of average unrectifiability depends only on the support of the measures, Theorem 2.11 reveals that the conical density property in some sense depends on the support of a measure rather than on the measure itself (note that this is not literally true since we need to consider the supports of typical measures for tangent distributions of \( \mu \), rather than the support of \( \mu \) itself).

We do not know to what degree Theorem 2.11 provides a complete characterization of the conical density property (2.4). However, under an additional assumption on the \( k \)-dimensional densities, we can prove a strong result in the opposite direction, which in particular implies the converse to Theorem 2.11. We define that a measure \( \mu \) is locally Ahlfors \( k \)-regular, if the \( k \)-densities satisfy
\[
0 < \liminf_{r \downarrow 0} \frac{\mu(B(x, r))}{r^k} \leq \limsup_{r \downarrow 0} \frac{\mu(B(x, r))}{r^k} < \infty
\]
at \( \mu \) almost every \( x \). Note that in the following result, \( \alpha \) is any fixed number arbitrarily close to 1.

**Theorem 2.13.** Suppose that \( d \in \mathbb{N}, k \in \{1, \ldots, d-1\}, 0 \leq p < 1, 0 < \alpha, \varepsilon < 1 \), and a locally \( k \)-Ahlfors regular measure \( \mu \in \mathcal{M} \) satisfies
\[
\liminf_{T \to \infty} \frac{1}{T} \lambda\left( \left\{ t \in [0, T] : \inf_{\nu \in \mathcal{G}(d-k)} \frac{\mu(X(x, e^{-t}, V, \alpha))}{\mu(B(x, e^{-t}))} > \varepsilon \right\} > p
\]
at \( \mu \) almost all \( x \in \mathbb{R}^d \). Then for \( \mu \) almost all \( x \) and all \( P \in \mathcal{T}\mathcal{D}(\mu, x) \), we have
\[
P(\{\nu \in \mathcal{M} : \text{spt } \nu \text{ is not } k\text{-rectifiable}\}) > p.
\]
In particular, \( \mu \) is \( p \)-average \( k \)-unrectifiable.

**Remark 2.14.** Theorem 2.13 remains true if the local Ahlfors regularity (2.5) is replaced by the condition
\[
P(\{\nu \in \mathcal{M}_1 : \nu \ll \mathcal{H}^k\}) = 1 \quad \text{for all } P \in \mathcal{T}\mathcal{D}(\mu, x).
\]
Observe that this condition follows from the local Ahlfors regularity: Indeed, by [46, Lemma 14.7(1)] local Ahlfors regularity yields that for \( \mu \) almost every \( x \) we have that all tangent measures \( \nu \in \text{Tan}(\mu, x) \) are Ahlfors \( k \)-regular, that is, there exists a constant \( C > 0 \) such that
\[
C^{-1} r^k \leq \nu(B(z, r)) \leq C r^k \quad \text{for all } z \in \text{spt } \nu \text{ and } r > 0.
\]
Furthermore, if \( \nu \) is Ahlfors \( k \)-regular, then one can readily verify \( \nu \ll \mathcal{H}^k \), and this yields (2.7). Since, by Theorem 2.3, the critical dimension for conical densities around \( k \)-planes is precisely \( k \), it is perhaps natural to investigate what happens for measures of this dimension.

### 2.2. Porosity and dimension

Porosity is a concept used to quantify the degree of singularity of measures and the size of sets of zero Lebesgue measure. As its name indicates, porosity aims to measure the size and abundance of “holes” or “pores”. For porosity of measures, a “hole” is a subset of measures and the size of sets of zero Lebesgue measure. As its name indicates, porosity aims to measure the size and abundance of “holes” or “pores”. For porosity of measures, a “hole” is a subset of measure.

Porosity was introduced by Denjoy [14]. His definition is nowadays called upper porosity. Although upper porosity is useful in many connections (see e.g. Preiss and Speight [57]), one cannot get nontrivial dimension estimates for upper porous sets. The notion of lower porosity has arisen from the study of dimensional estimates related, for example, to the boundary behavior of quasiconformal mappings; see the works of Sarvas [65], Trocenko [68], Martio and Vuorinen [43], and Väisälä [69]. In our work, since we are interested in dimension, we consider lower porosity and its modifications. Koskela and Rohde [38] proved that if \( f : \overline{B}(0,1) \to \mathbb{R}^d \) is quasiconformal and Hölder continuous, then \( f(S^{d-1}) \) is mean annular porous (see Section 2.4 below). Quasiconformal maps may be far from smooth, so this is a deep generalization of the fact that smooth surfaces are lower porous. For
mean porosity, it is not required that there are holes present at all scales, but only at a positive proportion of scales.

Porosity has a breadth of applications. An important open problem in complex dynamics is to characterize the rational maps of the Riemann sphere which have Julia sets of full dimension. In the works of Przytycki and Rohde [58] and Przytycki and Urbański [59], it was shown that certain important classes of Julia sets are mean porous, thereby giving a partial solution to this problem.

Porosity has also been applied in the theory of singular integrals; see Chousionis [11].

Let us recall some classical notions. We emphasize that we are using open balls to define the porosity. This is important in the proof of the closedness of the porosity property; see Lemma 4.8.

**Definition 2.15** (Porosity). Let \( E \subset \mathbb{R}^d \), \( x \in \mathbb{R}^d \), \( 0 < \alpha \leq \frac{1}{2} \), and \( r > 0 \). We say that \( E \) is \( \alpha \)-porous at the point \( x \) and scale \( r \) if there exists \( y \in \mathbb{R}^d \) with

\[
B(y, \alpha r) \subset \overline{B}(x, r) \setminus E.
\]

Moreover, we say that \( E \) is \( \alpha \)-porous at \( x \) if this happens for all small enough \( r > 0 \), and \( E \) is \( \alpha \)-porous if it is \( \alpha \)-porous at every \( x \in E \).

If \( \mu \) is a Radon measure and \( \varepsilon > 0 \), then \( \mu \) is \( \alpha \)-porous at the point \( x \) and scale \( r \) with threshold \( \varepsilon \) if there exists \( y \in \mathbb{R}^d \) with \( B(y, \alpha r) \subset \overline{B}(x, r) \) and

\[
\mu(B(y, \alpha r)) \leq \varepsilon \mu(\overline{B}(x, r)).
\]

If for all small enough \( \varepsilon > 0 \) this happens for all small enough \( r > 0 \) (depending on \( \varepsilon \)), then \( \mu \) is \( \alpha \)-porous at \( x \) and if \( \mu \) is \( \alpha \)-porous at \( \mu \) almost every \( x \), then \( \mu \) is \( \alpha \)-porous.

The connection between porosity and dimension has been under a careful investigation in the last years; see the works of Mattila [45], Salli [64], Eckmann, Järvenpää, and Järvenpää [15], Beliaev and Smirnov [7], Järvenpää and Järvenpää [29], Järvenpää, Järvenpää, Käenmäki, and Suomala [31], Nieminen [53], Beliaev, Järvenpää, Järvenpää, Käenmäki, Rajala, Smirnov, and Suomala [6], Järvenpää, Järvenpää, Käenmäki, Rajala, Rogovin, and Suomala [30], Käenmäki and Suomala [36, 37], Rajala [60], Shmerkin [67], Sahlsten, Shmerkin, and Suomala [62], Käenmäki, Rajala, and Suomala [34]. Particular interest has been given to the study of the maximal possible Hausdorff and packing dimensions of a porous set or measure. See Käenmäki [32] and the surveys of Järvenpää [28] and Shmerkin [66] for further background and discussion.

It is easy to see that if a set in \( \mathbb{R}^d \) has positive porosity, then its dimension must be strictly less than the dimension of the ambient space. The asymptotical behavior of the dimension drop was described by Trocenko [68] and Martio and Vuorinen [43]. On the other hand, by Mattila [45] and Salli [64], we know that the dimension of sets \( E \subset \mathbb{R}^d \) with porosity \( \alpha \) close to the maximum value \( \frac{1}{2} \) cannot be much larger than \( d - 1 \): there exists a constant \( c > 0 \) depending only on \( d \) such that

\[
\dim_\mu E \leq d - 1 + \frac{c}{-\log(1 - 2\alpha)}. \tag{2.8}
\]

The above mentioned articles generalize these estimates further for other notions of porosity and to measures by using various methods and techniques. A consequence of our results in this article is that almost all of these generalizations follow directly from the original Hausdorff dimension estimates for porous sets (which not only came earlier but are conceptually simpler to obtain).

Let us write \( \Delta(\alpha) \) for the maximal upper packing dimension of an \( \alpha \)-porous measure on \( \mathbb{R}^d \), that is,

\[
\Delta(\alpha) := \Delta_d(\alpha) = \sup \{ \dim_\mu \mu : \mu \text{ is an } \alpha \text{-porous Radon measure on } \mathbb{R}^d \}.
\]

It has been observed in the earlier works [6, 34, 67, 62] that

\[
\sup \{ \dim_\mu E : E \subset \mathbb{R}^d \text{ is } \alpha \text{-porous} \}
\]

is, up to certain constants, asymptotically equal to \( \Delta(\alpha) \) when \( \alpha \) is either close to its minimum or maximum value. In other words, whether we consider sets or measures, Hausdorff or packing dimension, the largest possible dimension turns out to be the same. Moreover, the examples
illustrating the sharpness of these results are always self-similar. Using fractal distributions we are able to show that this is a general phenomenon with a conceptual explanation.

Concerning the intermediate values of $\alpha$, Salli [64, Remark 3.8.2(1)] proved that, for each $0 < \alpha \leq 1/2$,

$$\sup\{\dim H E : E \subset \mathbb{R} \text{ is } \alpha\text{-porous}\} = \dim H C_\alpha = \frac{\log 2}{\log(2 - 2\alpha) - \log(1 - 2\alpha)},$$

(2.9)

where $C_\alpha \subset \mathbb{R}$ is the standard $\frac{1-2\alpha}{2-2\alpha}$-Cantor set. This result is intrinsic to the real line and the proof does not generalize to higher dimensions. Besides generalizing this to porous measures, the next result also says that largest possible dimensions obtained from $\alpha$-porous sets and measures are the same for all values of $\alpha$, in any dimension. In particular, the packing dimension estimates for $\alpha$-porous measures follow immediately from the Hausdorff dimension estimates for $\alpha$-porous sets when $\alpha$ is either close to its minimum or maximum value. Moreover, extremal measures (that is, $\alpha$-porous measures of maximal dimension) exist, and can be chosen to be uniformly scaling, which is a generalized version of self-similarity inspired by ergodic theory, see Definition 3.13 below.

**Theorem 2.16.** For any $0 < \alpha \leq 1/2$ we have

$$\Delta_d(\alpha) = \sup\{\dim H E : E \subset \mathbb{R}^d \text{ is } \alpha\text{-porous}\}.$$

Moreover, the supremum in the definition of $\Delta_d(\alpha)$ is attained by an exact-dimensional measure, which furthermore is uniformly scaling.

Theorem 2.16 is loosely inspired by a result of Furstenberg on galleries of sets [22, Theorem 5.1]: a gallery is a collection of compact subsets of $\mathbb{R}^d$ which is closed under passing to subsets, under magnifications, and under limits in the Hausdorff metric. Furstenberg proved that for any gallery there is a measure supported on a set of the gallery whose Hausdorff dimension equals the supremum of the Assouad (in particular, also Hausdorff or packing) dimensions of sets in the gallery. Note that no direct application of this result is possible in our context, since porous sets are far from forming a gallery, and porous measures need not be supported on porous sets. Instead, the idea of the proof is that if we start with a porous measure and take a tangent distribution at a typical point and then consider a typical measure for this distribution, it is in fact supported on a uniformly porous set.

The relationship between porosity and tangents has been previously studied by Mera and Morán [48], who proved that when magnifying a porous measures under suitable assumptions, the tangents we see have set theoretical holes in their support, and by Orponen and Sahlsten [55], who further observed that this property does not appear for general measures if the notion of porosity is too weak (i.e. upper porosity). When the porosity assumption is stronger, such as lower or mean porosity, holes should exist for many tangent measures. Verifying this directly is far from straightforward, but equipped with the machinery of fractal distributions it is a rather easy task. Indeed, it is almost immediate that tangent measures to porous measures have holes at the origin. The quasi-Palm property can then be invoked to guarantee the existence of holes around typical points of the support.

A natural problem that as far as we know has not been addressed in dimensions $d \geq 2$ concerns the regularity of the function $\alpha \mapsto \Delta(\alpha)$. One might suspect that this map is, at the very least, continuous and strictly decreasing (notice that $\Delta$ is clearly non-increasing: an $\alpha$-porous set is $\alpha'$-porous for all $\alpha' \leq \alpha$). We recall that in the real line this follows from (2.9) and Theorem 2.16. Although a full proof or disproof in arbitrary dimension appears to require new geometric ideas beyond the scope of the fractal distribution machinery, we take a first step by proving upper semicontinuity:

**Theorem 2.17.** The function $\alpha \mapsto \Delta(\alpha)$ is upper semicontinuous.
2.3. Mean porosity and dimension. Theorem 2.16 only concerns sets and measures for which all scales contain pores. However, there are natural examples that exhibit such behavior on a positive proportion of scales, such as quasiconformal images of the unit sphere \( S^{d-1} \); see [38]. The notion of mean porosity was introduced in view of these natural examples; see, for example, Koskela and Rohde [38] and Beliaev and Smirnov [7].

**Definition 2.18** (Mean porosity). Let \( 0 < p \leq 1 \). A set \( E \subset \mathbb{R}^d \) is \( p \)-mean \( \alpha \)-porous at \( x \) if

\[
\liminf_{T \to \infty} \frac{1}{T} \lambda(\{t \in [0, T] : \text{there is } y \in \mathbb{R}^d \text{ with } B(y, \alpha e^{-t}) \subset \overline{B}(x, e^{-t}) \}) \geq p.
\]

Moreover, we say that \( E \) is \( p \)-mean \( \alpha \)-porous if this holds for all \( x \).

A Radon measure \( \mu \) is \( p \)-mean \( \alpha \)-porous at \( x \) if for all small enough \( \varepsilon > 0 \) we have

\[
\liminf_{T \to \infty} \frac{1}{T} \lambda(\{t \in [0, T] : \text{there is } y \in \mathbb{R}^d \text{ with } B(y, \alpha e^{-t}) \subset \overline{B}(x, e^{-t}) \text{ and } \mu(B(y, \alpha e^{-t})) \leq \varepsilon \mu(B(x, e^{-t})) \}) \geq p.
\]

(2.10)

If this happens at \( \mu \) almost every \( x \), then \( \mu \) is \( p \)-mean \( \alpha \)-porous.

**Remark 2.19.** The usual definition of mean porosity counts only dyadic scales. Our definition is invariant under homotheties and is not tied to a base. All the previous results on dimensions of mean porous measures continue to hold with this definition, up to the values of the constants. See the discussion in [67, Section 6.1].

The upper bound for the dimension of sets and measures with \( p \)-mean \( \alpha \)-porosity close to its maximum value cannot be much larger than \( d - p \); see Sahlsten, Shmerkin, and Suomala [62, Theorem 1.3]. The natural analogue of \( \Delta(\alpha) \) for mean porosity is

\[
\Delta(\alpha, p) := \Delta_d(\alpha, p) = \sup\{\overline{\text{dim}}_p \mu : \mu \text{ is a } p \text{-mean } \alpha \text{-porous Radon measure on } \mathbb{R}^d\}.
\]

Inspecting the proof of Theorem 2.16, we observe that

\[
\Delta(\alpha, 1) = \sup\{\text{dim}_H E : E \subset \mathbb{R}^d \text{ is } \alpha \text{-porous}\}. \quad (2.11)
\]

This holds basically because tangent distributions arising from the scenery flow are defined as limits of Cesàro means, so a zero density set of scales does not affect the outcome. It is natural to ask if

\[
\Delta(\alpha, p) = \sup\{\text{dim}_H E : E \subset \mathbb{R}^d \text{ is } p \text{-mean } \alpha \text{-porous}\}.
\]

This equality was verified asymptotically (up to the value of certain constants) in the limits \( \alpha \to 0 \) (see [67]) and \( \alpha \to 1/2 \) (see [6]). Unfortunately, this does not seem to follow by directly applying the machinery of fractal distributions. However, we do get a partial result: if we consider only porosity of measures, then the supremum of measures satisfying a quantitative mean porosity condition is the same whether we consider Hausdorff or packing dimension, either in their lower or upper versions. We underline that this is far from obvious, since in the development of the theory, the progression from the Hausdorff dimension estimates to the packing dimension estimates when \( \alpha \) is close to its maximum value was the most difficult.

**Theorem 2.20.** For any \( 0 < \alpha \leq 1/2 \) and \( 0 < p \leq 1 \) we have

\[
\Delta_d(\alpha, p) = \sup\{\overline{\text{dim}}_p \mu : \mu \text{ is a } p \text{-mean } \alpha \text{-porous Radon measure on } \mathbb{R}^d\}.
\]

Moreover, the supremum in the definition of \( \Delta_d(\alpha, p) \) is attained by an exact dimensional measure, which furthermore is uniformly scaling. Also,

\[
\Delta(\alpha, p) \geq p\Delta(\alpha) + (1 - p)d.
\]

**Remark 2.21.** (1) We do not know whether \( p \to \Delta(\alpha, p) \) is in fact affine; this would be consistent with the results in [6] and [67]. It appears that answering this question requires understanding how porous scales are distributed in \( p \)-mean \( \alpha \)-porous measures of dimension close to \( \Delta(\alpha, p) \). Also, any continuity properties of \( \alpha \to \Delta(\alpha, p) \) for \( 0 < p < 1 \) remain open.
2. The concepts of porosity and mean porosity given in Definitions 2.15 and 2.18 are not suitable tools to describe sets of dimension less than $d - 1$. For example, each $V \in G(d, d - 1)$ has maximal porosity. For this reason Käenmäki and Suomala [36, 37] introduced the concept of $k$-porosity. Such $k$-porous sets are required to have holes in $k$ orthogonal directions near each of its points in every small scale. The main feature of this property is that if $p$-mean $k$-porosity is close to its maximum value, then the dimension cannot be much larger than $d - pk$. The mean version of the definition is explicitly given in Sahlsten, Shmerkin, and Suomala [62]. Inspecting the proofs of Theorems 2.16–2.20, it is evident that the results generalize also to this case.

2.4. Annular porosity. The concept of mean porosity from the previous section was historically not the first one to be introduced. Koskela and Rohde [38] defined and studied a different quantitative notion of porosity of sets. In this version, more information about the actual location of the hole is required. To distinguish this definition from the classical one, we call it annular porosity: the central points of the pores are required to lie in a certain annulus. We also introduce annular porosity for measures.

**Definition 2.22 (Annular porosity).** Let $0 < \alpha, \varrho \leq 1$ and write $c = (1 + \varrho)^{-1}$. Let $A(x, cr, r)$ be the closed annulus $B(x, r) \setminus B(x, cr)$. We say that $E$ is $\varrho$-annular $\alpha$-porous at the point $x$ and scale $r$, if there exists $y \in A(x, cr, r)$ with

$$B(y, \alpha\varrho|x - y|) \cap E = \emptyset.$$  

Moreover, we say that $E$ is $\varrho$-annular $\alpha$-porous at $x$ if this happens for all small enough $r > 0$ and $E$ is $\varrho$-annular $\alpha$-porous if it is $\varrho$-annular $\alpha$-porous at every $x \in E$.

If $\mu$ is a Radon measure and $\varepsilon > 0$, then $\mu$ is $\varrho$-annular $\alpha$-porous at the point $x$ and scale $r$ with threshold $\varepsilon$, if there exists $y \in A(x, cr, r)$ with

$$\mu(B(y, \alpha\varrho|x - y|)) \leq \varepsilon \mu(B(x, r)).$$

If for all small enough $\varepsilon > 0$ this happens for all small enough $r > 0$ (depending on $\varepsilon$), then $\mu$ is $\varrho$-annular $\alpha$-porous at $x$ and if $\mu$ is $\varrho$-annular $\alpha$-porous at $\mu$ almost every $x$, then $\mu$ is $\varrho$-annular $\alpha$-porous. Finally, mean annular porosity for sets and measures is defined analogously to the classical case.

Koskela and Rohde found bounds for the packing dimension of mean annular porous sets. In [38, Theorem 2.1], they proved that if $E \subset \mathbb{R}^d$ is a $p$-mean $\varrho$-annular $\alpha$-porous set, then

$$\dim_p E \leq d - C p \varrho^{d-1} \alpha^d$$  \hspace{1cm} (2.12)

where $C$ depends only on $d$. They also showed that the exponents in the estimate are the best possible ones. If $\varrho$ is close to zero, then also the width of the annulus $A(x, cr, r)$ is close to zero. Thus for small $\alpha$ the annular porosity requires that each ball contains a lot of pores roughly of the same size. Therefore, if $\alpha$ is fixed, we get better asymptotic behavior for the dimension of
\(\varrho\)-annular \(\alpha\)-porous sets. As a particular application, Koskela and Rohde showed in [38, Corollary 3.2] that if \(f: \overline{B}(0, 1) \to \mathbb{R}^d\) is \(K\)-quasiconformal and \(\varrho\)-Hölder continuous, then the Minkowski dimension of \(f(S^{d-1})\) is at most \(d - C\varrho^{d-1}\) where \(C\) depends only on \(d\) and \(K\). For basic properties of quasiconformal mappings, the reader is referred to the book of Ahlfors [1].

For measures, such bounds have not yet been found. We again reduce the problem back to the set case. We write

\[
\Delta^\varrho_d(\alpha) := \Delta^\varrho_d(\alpha) = \sup\{\dim_\varrho \mu : \mu \text{ is } \varrho\text{-annular } \alpha\text{-porous on } \mathbb{R}^d\}
\]

and

\[
\Delta^\varrho_d(\alpha, p) := \Delta^\varrho_d(\alpha, p) = \sup\{\dim_\varrho \mu : \mu \text{ is } p\text{-mean } \varrho\text{-annular } \alpha\text{-porous on } \mathbb{R}^d\}.
\]

The following result relates the dimension of \(p\)-mean \(\varrho\)-annular \(\alpha\)-porous measures back to the dimensions of \(p\)-mean \(\varrho\)-annular \(\alpha\)-porous measures of sets, thereby extending the estimate (2.12) of Koskela and Rohde from sets to measures.

**Theorem 2.23.** For any \(0 < \alpha, \varrho \leq 1\) and \(0 < p \leq 1\) we have

\[
\Delta^\varrho_d(\alpha) = \sup\{\dim_\varrho E : E \subset \mathbb{R}^d \text{ is } \varrho\text{-annular } \alpha\text{-porous}\}
\]

and

\[
\Delta^\varrho_d(\alpha, p) = \sup\{\dim_\varrho \mu : \mu \text{ is } p\text{-mean } \varrho\text{-annular } \alpha\text{-porous on } \mathbb{R}^d\} \geq p\Delta^\varrho_d(\alpha) + (1 - p)d.
\]

Moreover, the suprema in the definitions of \(\Delta^\varrho_d(\alpha)\) and \(\Delta^\varrho_d(\alpha, p)\) are attained by exact dimensional measures, which furthermore are uniformly scaling.

The proof of Theorem 2.23 is very similar to the proofs of Theorems 2.16 and 2.20, only the geometric details coming from the location of the hole differ.

### 2.5. General norms

Although our main interest is in the Euclidean metric, we remark that our results can be generalized to more general norms on Euclidean space. This is due to the fact that the machinery of scenery flows is independent of the choice of the norm; see [35, Appendix A]. The condition we need to impose to the shape of the norm is that the unit sphere is a \(C^1\) manifold that does not contain line segments. This extra requirement is only needed in the proof of Theorem 3.22 below to allow the inductive argument to go through. Some conical density and porosity results independent of the choice of norm have been obtained before. For example, Rajala [60, Corollary 2.3] proved that the dimension estimate (2.8) for porous sets is also independent of the choice of norm and also holds in certain metric spaces.

### 3. The scenery flow and fractal distributions

Before we set out to proving the results, we recall the main definitions and results for the scenery flow and fractal distributions from Hochman [24], and some enhancements from Kinnunen, Sahlsten, and Shmerkin [35], which are required in our geometric investigations. We also introduce some new results.

#### 3.1. Ergodic theory of flows

Let us recall some basic facts concerning the dynamics of flows; see for example the books by Einsiedler and Ward [16] and Walters [70]. Let \(X\) be a metric space and write \(\mathbb{R}_+ = [0, \infty)\). A \((\text{one-sided})\) flow is a family \((F_t)_{t \in \mathbb{R}_+}\) of maps \(F_t : X \to X\) for which

\[
F_{t+t'} = F_t \circ F_{t'}, \quad t, t' \in \mathbb{R}_+.
\]

In other words, \((F_t)\) is an additive \(\mathbb{R}_+\) action on \(X\). If \((X, \mathcal{B}, P)\) is a probability space, then we say that \(P\) is \(F_t\) invariant if \(F_t P = P\) for all \(t \geq 0\). In this case, we call \((X, \mathcal{B}, P, (F_t)_{t \in \mathbb{R}_+})\) a measure preserving flow. We say that a measure preserving flow is ergodic, if for all \(t \geq 0\) the measure \(P\) is ergodic with respect to the transformation \(F_t : X \to X\), that is, for all \(F_t\) invariant sets \(A \in \mathcal{B}\) we have \(P(A) \in \{0, 1\}\). A set \(A \in \mathcal{B}\) is \(F_t\) invariant if \(P(F_t^{-1} A \Delta A) = 0\).

The ergodicity of a flow guarantees that the expectation of an observable \(f : X \to \mathbb{R}\) can be approximated by averages \(\frac{1}{T} \int_0^T f(F_t x) \, dt\) where the integral is the usual Lebesgue integral. This is
the famous \textit{Birkhoff’s ergodic theorem}: if $(X, \mathcal{B}, P, (F_t)_{t \in \mathbb{R}^+})$ is an ergodic measure preserving flow, then for a $P$ integrable function $f : X \to \mathbb{R}$ we have
\[
\lim_{T \to \infty} \frac{1}{T} \int_0^T f(F_t x) \, dt = \int f \, dP
\]
at $P$ almost every $x \in X$.

A general $F_t$ invariant measure $P$ can be decomposed into component measures $P_\omega$, $\omega \sim P$, such that
\[
P = \int P_\omega \, dP(\omega)
\]
and the measures $P_\omega$ on $X$ are $F_t$ invariant and ergodic. This is known as the \textit{ergodic decomposition} of $P$ and the measures $P_\omega$ are the \textit{ergodic components}. Moreover, this decomposition is unique up to $P$ measure zero sets.

3.2. Scenery flow. We will now define the \textit{scenery flow}. The idea behind it is to record the statistics of the magnifications of Radon measures $\mu \in \mathcal{M}$ around a point in their support. We follow notation used in Hochman [24] and Käänäki, Sahlsten, and Shmerkin [35].

\textbf{Definition 3.1} (Scenery flow). Let $\mu \in \mathcal{M}_1$ with $0 \in \text{spt} \mu$ and $t \in \mathbb{R}$. Define the $e^{-t}$ scale magnification $S_t \mu \in \mathcal{M}_1$ of $\mu$ at 0 by
\[
S_t \mu(A) = \frac{\mu(e^{-t}A)}{\mu(B(0, e^{-t}))}, \quad A \subset B_1.
\]
Due to the exponential scaling, $(S_t)_{t \in \mathbb{R}^+}$ is a flow in the space
\[
\mathcal{M}_1^* := \{ \mu \in \mathcal{M}_1 : 0 \in \text{spt} \mu \}
\]
and we call it the \textit{scenery flow} at 0.

We remark that our $S_t$ is denoted by $S_t^\square$ in [24] and [35]. We note that the action $S_t$ is discontinuous (at measures $\mu$ for which $\mu(\partial B(0, r)) > 0$ for some $r \in (0, 1)$) and the space $\mathcal{M}_1^* \subset \mathcal{M}_1$ is Borel but is not closed. Nevertheless, the philosophy behind several of the results which we will recall is that, in practice, the scenery flow behaves in a very similar way to a continuous flow on a compact metric space.

If we have an arbitrary Radon measure $\mu \in \mathcal{M}$ and $x \in \text{spt} \mu$ we want to consider the scaling dynamics when magnifying around $x$. For this purpose, we shift the space back to the origin. Let $T_x \mu \in \mathcal{M}$ be the translation defined by
\[
T_x \mu(A) = \mu(A + x).
\]

\textbf{Definition 3.2} (Scenery and tangent measures at $x$). Given $\mu \in \mathcal{M}$ and $x \in \text{spt} \mu$, we consider the one-parameter family $(\mu_{x,t})_{t \geq 0}$ in $\mathcal{M}_1$ defined by
\[
\mu_{x,t} := S_t(T_x \mu)
\]
and call it the \textit{scenery} of $\mu$ at $x$. Accumulation points of this scenery in $\mathcal{M}_1$ will be called \textit{tangent measures} of $\mu$ at $x$ and the family of tangent measures of $\mu$ at $x$ is denoted by $\text{Tan}(\mu, x) \subset \mathcal{M}_1$.

\textbf{Remark 3.3}. We deviate slightly from the usual definition of tangent measures, which corresponds to taking weak limits of unrestricted blow-ups.

As noted in the introduction, one of the main ideas of this work is that, as far as certain properties of a measure are concerned, including their dimensions, the “correct” tangent structure to consider is not a single limit of $\mu_{x,t}$ along some subsequence, but the whole statistics of the scenery $\mu_{x,t}$ as $t \to \infty$. 
Remark 3.5. In the above definition, the integration makes sense since we are on a convex subset of a topological linear space. If the limit is unique, then, intuitively, it means that the collection of views \( \mu_{x,t} \) will have well defined statistics when zooming into smaller and smaller neighbourhoods of \( x \). Since \( TD(\mu, x) \) is defined as a set of accumulation points in a compact space \( P(M_1) \), the subspace \( TD(\mu, x) \) is always non-empty and compact at \( x \in \text{spt} \mu \).

Remark 3.6. Scenery distributions can be used to restate the conical density properties and the definition of mean porosities. For example, the conical density property (2.2) is equivalent to

\[
\liminf_{T \to \infty} (\mu)_{x,T} \left\{ \left\{ \nu \in M_1 : \inf_{\delta \in \mathbb{R}^{d-k}} \nu(X(0,1,V,\alpha) \setminus H(0,\theta,\alpha)) > \varepsilon \right\} \right\} \geq \frac{s-k}{d-k},
\]

and a measure \( \mu \) is \( p \)-mean \( \alpha \)-porous if and only if for all \( \varepsilon > 0 \) we have

\[
\liminf_{T \to \infty} (\mu)_{x,T} \left\{ \left\{ \nu \in M_1 : \nu(B(y,\alpha)) \leq \varepsilon \text{ for some } y \in B(0,1-\alpha) \right\} \right\} \geq p.
\]

This is the main link between the geometric problems we consider and the scenery flow.

3.3. Fractal distributions. As with usual tangents, tangent measures and distributions enjoy some kind of spatial invariance. Preiss proved in his seminal paper [56] that at almost every point, tangent measures to tangent measures are again tangent measures; this has been a significant feature in the applications of tangent measures. A result of this kind for tangent distributions was obtained by Hochman [24], and it will be a key tool in our geometric applications. In order to state it, we need some additional definitions.

Definition 3.7 (Fractal distributions). We say that the distribution \( P \) on \( M_1 \) is

1. **scale invariant** if it is invariant under the action of the semigroup \( S_t \), that is,

\[
P(S_t^{-1}A) = P(A)
\]

for all Borel sets \( A \subset P(M_1) \) and all \( t \geq 0 \).

2. **quasi-Palm** if for any Borel set \( A \subset M_1 \) with \( P(A) = 1 \) we have that \( P \) almost every \( \nu \in A \) satisfies

\[
\nu_{z,t} \in A
\]

for \( \nu \) almost every \( z \in \mathbb{R}^d \) with \( \overline{B}(x,e^{-t}) \subset B_1 \).

3. a **fractal distribution** (FD) if it is scale invariant and quasi-Palm.

4. an **ergodic fractal distribution** (EFD) if it is a fractal distribution and it is ergodic with respect to \( S_t \).

Write \( FD \) and \( EFD \) for the set of all fractal distributions and ergodic fractal distributions, respectively.

Remark 3.8. (1) We note that the above definition of quasi-Palm is different than the one employed by Hochman [24] and Käenmäki, Sahlsten, and Shmerkin [35]; we invoke the notion used by Hochman and Shmerkin [27, Section 4.2] under the name \( S \)-quasi-Palm. The main difference is that, in the above definition, the action \( S_t \) is restricted to the unit ball, while in the quoted papers the action is on Radon measures of \( \mathbb{R}^d \). This restriction makes it necessary to consider the magnifications \( \nu_{z,t} \) (rather than just the translations \( T_{\ast} \nu \) as in [24]). For this reason our definition of quasi-Palm is consistent with that of [24] only when the distribution is also \( S_t \)-invariant, that is, a FD. Since we will only apply the quasi-Palm property to FDs, and our restricted FDs are
in canonical one-to-one correspondence with the unrestricted ones as shown in [24, Lemma 3.1], this will cause no problem. See [27, Section 4.2] for further discussion on the link between the two alternative definitions of quasi-Palm.

(2) Hochman [24] and Käänämäki, Sahlsten, and Shmerkin [35] used the $L^\infty$ norm instead of the Euclidean norm. The reason for this is that it allows an easier link between fractal distributions and CP processes. Many of the results concerning fractal distributions are proved by using CP processes which are Markov processes on the dyadic scaling sceneries of a measure introduced by Furstenberg in [21, 22]. However, the results in [24] and [35] are independent of the choice of the norm; see the discussion in [35, Appendix A].

We start with some basic properties of fractal distributions that can be readily checked from the definitions. They will be used throughout the paper without further reference.

**Lemma 3.9.**

1. If $P_1, \ldots, P_n$ are fractal distributions and $(q_1, \ldots, q_n)$ is a probability vector, then $q_1P_1 + \cdots + q_nP_n$ is a fractal distribution.

2. Let $\mu$ be the normalized restriction to $B_1$ of one of the following measures: Lebesgue measure $\mathcal{L}^d$, the mass at zero $\delta_0$, or the restriction of Hausdorff measure $\mathcal{H}^k$ to some plane $V \in G(d,k)$, where $k \in \{1, \ldots, d-1\}$. Then $P = \delta_\mu$ is a fractal distribution.

The result of Hochman [24, Theorem 1.7] shows that typical tangent distributions enjoy an additional spatial invariance:

**Theorem 3.10.** For any $\mu \in \mathcal{M}$ and $\mu$ almost every $x$, all tangent distributions at $x$ are fractal distributions.

Notice that as the action $S_t$ is discontinuous, even the scale invariance of tangent distributions or the fact that they are supported on $\mathcal{M}_1$ are not immediate, though they are perhaps expected. The most interesting part in the above theorem is that a typical tangent distribution satisfies the quasi-Palm property.

The quasi-Palm property is also preserved when passing to the ergodic components:

**Theorem 3.11.** The ergodic components of fractal distributions are ergodic fractal distributions.

See Hochman [24, Theorem 1.3] for the proof. The above theorem is an instance of the principle that although fractal distributions are defined in terms of seemingly strong geometric properties, the family of fractal distributions is in fact very robust. The following result of Käänämäki, Sahlsten, and Shmerkin [35, Theorem A] is another manifestation.

**Theorem 3.12.** The family of fractal distributions is compact.

In geometric considerations, we usually construct a fractal distribution satisfying certain property. We often want to transfer that property back to a measure. This leads us to the concept of generated distributions.

**Definition 3.13 (Uniformly scaling measures).** We say that a measure $\mu$ generates a distribution $P$ at $x$ if $TD(\mu, x) = \{P\}$. Furthermore, $\mu$ generates $P$ if it generates $P$ at $\mu$ almost every point. In this case, we say that $\mu$ is a uniformly scaling measure (USM).

One simple example of a uniformly scaling measure is $\mu = \mathcal{H}^k|_V$, where $V$ is a $k$-plane; it generates the distribution $P = \delta_\nu$, where $\nu$ is the normalized restriction of $\mu$ to $B_1$. Another example is the occupation measure of Brownian motion in dimension $d \geq 3$, with $P$ the distribution of the occupation measure of a Brownian motion started at 0, normalized and restricted to the unit ball. This follows from the self-similarity of Brownian motion; see [23, Theorem 3.1]. Further examples include self-similar measures under a suitable separation condition [24], and measures invariant under $\beta$ shifts $x \mapsto \beta x \mod 1$ (see [25] for the integer case, and [27] for general $\beta > 1$).

If $P$ is ergodic, then, as a consequence of the ergodic theorem, $P$ almost every measure generates $P$; see Hochman [24, Theorem 3.90].
Theorem 3.14. If $P$ is an ergodic fractal distribution, then $P$ almost every $\mu$ is a uniformly scaling measure generating $P$.

A rather technical argument based on careful splicing of scales shows that even a non-ergodic fractal distribution can be generated by a uniformly scaling measure; see Käenmäki, Sahlsten, and Shmerkin [35, Theorem C].

Theorem 3.15. For any fractal distribution $P$, there exists a uniformly scaling measure $\mu$ generating $P$.

Another useful fact is that the property of being uniformly scaling is preserved under normalized restrictions. If $\mu \in M$ and $A \subset \mathbb{R}^d$ is a Borel set with $0 < \mu(A) < \infty$, then it is a consequence of the Besicovitch density point theorem [46, Corollary 2.14] that if $\mu$ generates $P$, then the normalized restriction measure $\mu_A = \mu(A)^{-1}\mu|_A$ also generates $P$. More generally, if $\nu, \mu \in M$, $\nu \ll \mu$ and $\mu$ generates $P$, then $\nu$ also generates $P$. See Hochman [24, Propositions 3.7 and 3.8]. In fact, the same arguments yield the following more general result.

Theorem 3.16. If $\mu \in M$ and $0 < \mu(A) < \infty$, then for $\mu$ almost all $x \in A$ we have $TD(\mu, x) = TD(\mu_A, x)$. More generally, if $\nu, \mu \in M$, $\nu \ll \mu$ and $\mu$ generates $P$, then $\nu$ also generates $P$. See Hochman [24, Propositions 3.7 and 3.8]. In fact, the same arguments yield the following more general result.

3.4. Dimension of fractal distributions. In this section, we discuss the behaviour of fractal distributions with respect to dimension. A first indication of the regularity of FDs is that almost every measure is exact-dimensional.

Proposition 3.17. If $P$ is a fractal distribution, then $P$ almost all measures are exact-dimensional. Furthermore, if $P$ is ergodic, then the value of the dimension is $P$ almost everywhere constant, and given, for any $r \in (0, 1)$, by

$$\int \frac{\log \mu(B(0, r))}{\log r} dP(\mu).$$

This is Hochman [24, Lemma 1.18] and an application of Theorem 3.11, the ergodic decomposition of fractal distributions. Proposition 3.17 motivates the following definition of dimension of a fractal distribution:

Definition 3.18 (Dimension of fractal distributions). The dimension of a fractal distribution $P$ is

$$\dim P = \int \dim \mu dP(\mu) = \int \frac{\log \mu(B(0, r))}{\log r} dP(\mu).$$

for any $r \in (0, 1)$. Here the second equality follows from Proposition 3.17 and the ergodic decomposition.

Since the dimension of a measure on $\mathbb{R}^d$ varies between 0 and $d$, so does the dimension of a fractal distribution. Although there are many measures $\mu$ satisfying either $\dim \mu = 0$ or $\dim \mu = d$, there is only one fractal distribution attaining each of these extreme values for the dimension.

Lemma 3.19. If $P$ is a fractal distribution, then

1. $\dim P = 0$ if and only if $P = \delta_0$,
2. $\dim P = d$ if and only if $P = \mu_{\mathbb{R}^d}$.

See [24, Propositions 6.4 and 6.5] for the proof.

Hausdorff and packing dimensions are highly discontinuous on measures $\mu \in M_1$. For fractal distributions we obtain continuity:

Lemma 3.20. The function $P \mapsto \dim P$ defined on $\mathcal{F}D$ is continuous.
Proof. Although the function \( \mu \mapsto \log \mu(B(0,r)) \) is in general discontinuous, a given \( \mu \) is a discontinuity point for at most countably many \( r \in (0,1) \), hence by the dominated convergence theorem, the function
\[
F(\mu) = \int_0^1 \frac{\log \mu(B(0,r))}{\log r} \, dr
\]
is continuous on \( \mathcal{M}_\mu^+ \) and, by Fubini, \( \dim P = \int F \, d\mu \).
\[\Box\]

Intuitively, the local dimensions of a measure should not be affected by the geometry of the measure on a density zero set of scales. This can be formalized using local entropy averages (see for example [26]). Thus heuristically one could expect that tangent distributions, defined as time averages, should encode all information on dimensions. The following observation, proved by Hochman [24, Proposition 1.19], shows that this is indeed the case.

**Theorem 3.21.** Given a measure \( \mu \in \mathcal{M} \), for \( \mu \) almost all \( x \in \mathbb{R}^d \) the local dimensions
\[
\dim_{\text{loc}}(\mu, x) = \sup \{ \dim P : P \in TD(\mu, x) \cap FD \},
\]
\[
\dim_{\text{loc}}(\mu, x) = \inf \{ \dim P : P \in TD(\mu, x) \cap FD \}.
\]
In particular, if \( \mu \) is a USM generating a fractal distribution \( P \), then \( \mu \) is exact dimensional and \( \dim \mu = \dim P \).

We remark that Hochman stated only two of the four inequalities required in the above result, but the remaining two follow with the same proof.

With the above properties of fractal distributions and uniformly scaling measures in mind, we can now prove a previously unrecorded property of fractal distributions that will allow us to ignore measures which give positive mass to boundaries of balls. This will be crucial when we deal with the porosity results, as it will allow us to pass between open and closed balls with ease.

**Theorem 3.22.** If \( P \) is a fractal distribution with \( \dim P > 0 \), then for \( P \) almost every \( \nu \) we have \( \nu(\partial B) = 0 \) for all balls \( B \).

Proof. Suppose to the contrary that the set
\[
\mathcal{A} := \{ \nu \in \mathcal{M}_1 : \nu(\partial B) > 0 \text{ for some ball } B \}
\]
has positive measure, \( P(\mathcal{A}) > 0 \). By the ergodic decomposition, we may assume that \( P \) is ergodic. According to Theorem 3.14, \( P \) almost every \( \nu \in \mathcal{A} \) is a uniformly scaling measure for \( P \). Recalling that for each \( \nu \in \mathcal{A} \) there is a ball \( B \) so that \( \nu(\partial B) > 0 \), Theorem 3.16 shows that for \( P \) almost every \( \nu \) the normalized restriction \( \nu_{\partial B} \) is a uniformly scaling measure for \( P \). Each such \( \nu_{\partial B} \) is supported on a \((d-1)\)-dimensional sphere \( \partial B \) and hence \( P \) almost every \( \nu \in \mathcal{A} \) is supported on a \((d-1)\)-dimensional plane. This is because tangent measures of measures supported on \( \partial B \) are supported on a \((d-1)\)-dimensional plane. Thus, in particular, \( P \) almost every measure \( \nu \in \mathcal{A} \) is supported on a \((d-1)\)-dimensional plane. Since \( \nu \) is supported on a \((d-1)\)-plane \( V_1 \) and \( \nu(\partial B_1) > 0 \), we have \( \nu(\partial B_1 \cap V_1) > 0 \), where the intersection \( \partial B_1 \cap V_1 \) is either \((d-2)\)-dimensional or a single point. If the intersection is one point, then \( P = \delta_{\delta_0} \) which is a contradiction by Lemma 3.19.

Now we continue inductively and show that \( P \) almost every \( \nu \) gives positive measure for a \((d-3)\)-dimensional set \( \partial B \cap V_2 \) where \( V_2 \in G(d,d-2) \). Eventually, we are at dimension 1 in which case, since the intersection of a line and \( \partial B \cap V_{d-2} \) where \( V_{d-2} \in G(d,2) \) is at most two points, the conclusion is that \( P = \delta_{\delta_0} \). This contradiction finishes the proof.
\[\Box\]

Since a fractal distribution cannot give positive mass to measures that charge the boundary \( \partial B_1 \) we get a more quantitative version of the quasi-Palm property:

**Lemma 3.23.** Suppose \( P \) is a fractal distribution. Then for any Borel set \( A \subset \mathcal{M}_1 \) with \( P(A) = 1 \) we have that \( P \) almost every \( \nu \in A \) and for \( \nu \) almost every \( z \in \mathbb{R}^d \) there exists \( t_z > 0 \) such that for \( t \geq t_z \) we have \( B(z, e^{-t}) \subset B_1 \) and \( \nu_{z,t} \in A \).
Proof. Since, by Theorem 3.22, \( P \) almost every \( \nu \) and \( \nu \) almost every \( z \in \mathbb{R}^d \) satisfy \( z \notin \partial B_1 \) the claim follows immediately from the definition of the quasi-Palm property. \( \square \)

Recall that, though the action \( S_t \) is discontinuous, it does share many good properties with continuous flows on compact spaces. Another manifestation of this principle is the following lemma which asserts that \( S_t \) cannot escape from compact closed collections of measures:

**Lemma 3.24.** If \( P \) is a fractal distribution and \( \mathcal{A} \subset \mathcal{M}_1 \) is closed with \( P(\mathcal{A}) = 1 \), then \( \nu_{0,t} \in \mathcal{A} \) for \( P \) almost every \( \nu \) and for all \( t \geq 0 \).

**Proof.** Suppose the claim does not hold. Then in a set \( \mathcal{A}_0 \subset \mathcal{A} \) with \( P(\mathcal{A}_0) > 0 \) we find \( t_0 \in \mathbb{R} \) such that for each \( \nu \in \mathcal{A}_0 \) we have \( \nu_{0,t_0} \notin \mathcal{A} \). Since \( \mathcal{A} \) is closed in the compact metric space \( \mathcal{M}_1 \), there is an open neighbourhood \( U \) of \( \nu_{0,t_0} \) with no members in \( \mathcal{A} \). By Theorem 3.22, we may assume \( \nu \) gives no mass to \((d-1)\)-dimensional spheres. In particular, we have

\[
\nu_{0,t} \to \nu_{0,t_0}
\]

as \( t \to t_0 \). Thus there is an interval \( I \) containing \( t_0 \) such that \( \nu_{0,t} \notin \mathcal{A} \) for any \( t \in I \). On the other hand, since \( P \) is scale invariant, the countable intersection

\[
\hat{\mathcal{A}} = \bigcap_{t \in \mathbb{Q}_+} S_t^{-1} \mathcal{A}
\]

has full \( P \) measure. Since \( P(\mathcal{A}_0) > 0 \) we can choose \( \nu \in \mathcal{A}_0 \cap \hat{\mathcal{A}} \). Then for all rational \( t \in I \), we have \( \nu_{0,t} \in \mathcal{A} \), which is a contradiction. \( \square \)

4. Proofs of the results

4.1. General strategy behind the proofs. Although the proofs of the main results differ, there is a general outline common to all of them. The reader may want to keep these steps in mind while going through the proofs.

1. We begin from a geometric property of measures, which is described by some threshold \( \varepsilon > 0 \) (such as \( \varepsilon \)-mass in cones or \( \varepsilon \)-porosity), and form a collection of measures \( \mathcal{A}_\varepsilon \subset \mathcal{M}_1 \) that describes the geometric property under study.

2. Derive information from the geometric property to obtain bounds on the frequency with which the orbit \((\mu_{x,t})_{t \geq 0}\) hits the set \( \mathcal{A}_\varepsilon \); recall Remark 3.6. Then weak limits of the scenery \((\mu_{x,T})\), that is, tangent distributions \( P_\varepsilon \), will give mass to \( \mathcal{A}_\varepsilon \) according to this frequency.

3. Invoke the fact that the limiting distribution \( P_\varepsilon \) is a fractal distribution at a typical \( x \) (Theorem 3.21), and after possibly passing to ergodic components, allow \( \varepsilon \to 0 \) to obtain a limit set of measures \( \mathcal{A} \) from \((\mathcal{A}_\varepsilon)_{\varepsilon > 0}\), which supports a weak accumulation point \( P \) of the distributions \( P_\varepsilon \). Furthermore, \( P_\varepsilon \) can be chosen to satisfy certain geometric conditions (such as a dimension bound) that pass to the limit, so that \( P \) satisfies the same conditions.

4. By the compactness of fractal distributions (Theorem 3.12), this distribution \( P \) is still a fractal distribution. Moreover, the set \( \mathcal{A} \) contains measures \( \nu \) for which we know geometric information about their supports around the origin and at scale 1. By the quasi-Palm property of \( P \), this information extends to \( \nu \) almost every other point \( x \) and all small enough scales \( e^{-t} \).

5. As the final step, we need to pass back from fractal distributions to sets and measures. This can be done either by showing that \( P \) almost all \( \nu \) (or their supports) satisfy the required conditions, or by showing that a uniformly scaling measure generating \( P \) does (recall from Theorem 3.15 that such a uniformly scaling measure always exists).

4.2. Conical densities. In this section, we prove Theorem 2.3 which shows that if the dimension of the measure is large, then there are many scales in which the non-symmetric cones contain a large portion of the mass from the surrounding ball. We begin the proof by slightly improving the rectifiability criterion given in [46, Lemma 15.13]. The following lemma can be considered to be the set theoretical version of the conical density theorem (in contrareciprocal form).
Lemma 4.1 (Rectifiability criterion). A set $E \subset \mathbb{R}^d$ is strongly $k$-rectifiable if for every $x \in E$ there are $V \in G(d, d-k)$, $\theta \in S^{d-1}$, $0 < \alpha < 1$, and $r > 0$ so that

$$E \cap X(x, r, V, \alpha) \setminus H(x, \theta, \alpha) = \emptyset.$$ 

Proof. Expressing $E$ suitably as a countable union, we can assume that $V, \theta, \alpha$, and $r$ do not depend on $x$. The orthogonal projection onto $V$ is denoted by $\text{proj}_V$ and the orthogonal complement of $V$ is $V^\perp$. To apply the argument used in the proof of [46, Lemma 15.13], one has to notice that if $x, y \in E$ so that $|y - x| < r$ and $|\text{proj}_{V^\perp}(y - x)| < \alpha|y - x|$, then not only $y \in X(x, r, V, \alpha) \cap H(x, \theta, \alpha)$ but also $x \in X(y, r, V, \alpha) \setminus H(y, \theta, \alpha)$. This observation guarantees the existence of a Lipschitz mapping between $\text{proj}_{V^\perp}(E)$ and $E$, so $E$ is strongly $k$-rectifiable. \hfill \Box

The next lemma shows that the property of having small mass in a certain cone is a closed property in the space of measures. This is a necessary technical tool in the proof of Theorem 2.3.

For this purpose, we fix $0 < \alpha \leq 1$ and, for a parameter $\varepsilon > 0$, write

$$A_{\varepsilon} := \{\nu \in M_1 : \nu(X(0, 1, V, \alpha) \setminus H(0, \theta, \alpha)) \leq \varepsilon \text{ for some } V \in G(d, d-k) \text{ and } \theta \in S^{d-1}\}.$$ 

Lemma 4.2. The set $A_{\varepsilon}$ closed in $M_1$ for all $\varepsilon > 0$.

Proof. Suppose that there is a sequence $(\nu_i)_i$ of measures in $A_{\varepsilon}$ and $\nu \in M_1$ so that $\nu_i \rightarrow \nu$ weakly. Let $V_i \in G(d, d-k)$ and $\theta_i \in S^{d-1}$ be so that

$$\nu_i(X(0, 1, V_i, \alpha) \setminus H(0, \theta_i, \alpha)) \leq \varepsilon.$$ 

The compactness of $G(d, d-k)$ and $S^{d-1}$ allows us to extract $V \in G(d, d-k)$ and $\theta \in S^{d-1}$ such that, possibly passing to a subsequence, $V_i \rightarrow V$ and $\theta_i \rightarrow \theta$. Now for each $0 < \eta < 1$ we have $i_\eta$ so that

$$C(\eta) := X(0, 1, V, \eta\alpha) \setminus H(0, \theta, \alpha/\eta) \subset X(0, 1, V_i, \alpha) \setminus H(0, \theta_i, \alpha)$$ 

for all $i \geq i_\eta$. Since the cones $C(\eta)$ are open we have

$$\nu(C(\eta)) \leq \liminf_{i \to \infty} \nu_i(C(\eta)) \leq \varepsilon$$

for all $0 < \eta < 1$. Moreover, since $C(\eta_1) \subset C(\eta_2)$ for all $\eta_1 \leq \eta_2$ and $X(0, 1, V, \alpha) \setminus H(0, \theta, \alpha) = \bigcup_{0 < \eta < 1} C(\eta)$, we also have $\nu(X(0, 1, V, \alpha) \setminus H(0, \theta, \alpha)) \leq \varepsilon$ and thus $\nu \in A_{\varepsilon}$. \hfill \Box

We are now ready to prove Theorem 2.3 by following the outline above together with the rectifiability criterion of Lemma 4.1. We split the proof into the two propositions below.

Proposition 4.3. If $d \in \mathbb{N}$, $k \in \{1, \ldots, d-1\}$, $k < s \leq d$, and $0 < \alpha \leq 1$, then there exists $0 < \varepsilon < \varepsilon(d, k, \alpha)$ satisfying the following: For every Radon measure $\mu$ on $\mathbb{R}^d$ with $\dim_H \mu \geq s$ it holds that

$$\liminf_{T \to \infty} \frac{1}{T} \lambda\left(\left\{t \in [0, T] : \inf_{B \in G(d, d-k)} \frac{\mu(X(x, e^{-t}B, V, \alpha) \setminus H(x, \theta, \alpha))}{\mu(B(x, e^{-t}))} > \varepsilon\right\}\right) \geq \frac{s-k}{d-k}$$

(4.1)

at $\mu$ almost every $x \in \mathbb{R}^d$. If the measure $\mu$ only satisfies $\dim_p \mu \geq s$, then (4.1) holds with $\limsup_{T \to \infty}$ at $\mu$ almost every $x \in \mathbb{R}^d$.

Proof. Let $0 < p < (s-k)/(d-k)$. Suppose to the contrary that there is $0 < \alpha \leq 1$ so that for each $0 < \varepsilon < \varepsilon(d, k, \alpha)$ there exists a Radon measure $\mu$ with $\dim_H \mu \geq s$ such that the condition (4.1) fails to hold for $p$, that is,

$$\limsup_{T \to \infty} \lambda\left\{t \in [0, T] : \inf_{B \in G(d, d-k)} \frac{\mu(X(x, e^{-t}B, V, \alpha) \setminus H(x, \theta, \alpha))}{\mu(B(x, e^{-t}))} \geq \varepsilon\right\} \leq \frac{s-k}{d-k}$$

at $\mu$ almost every $x \in \mathbb{R}^d$. If the measure $\mu$ only satisfies $\dim_p \mu \geq s$, then (4.1) holds with $\limsup_{T \to \infty}$ at $\mu$ almost every $x \in \mathbb{R}^d$.

Proposition 4.4. If $\dim_H \mu \geq s$ it holds that

$$\lambda\left(\left\{t \in [0, T] : \inf_{B \in G(d, d-k)} \frac{\mu(X(x, e^{-t}B, V, \alpha) \setminus H(x, \theta, \alpha))}{\mu(B(x, e^{-t}))} \geq \varepsilon\right\}\right) \geq \frac{s-k}{d-k}$$

(4.1)
Fix \( x \in E_{\varepsilon} \). For each \( 0 < \varepsilon < \varepsilon(d,k,\alpha) \), as \( A_{\varepsilon} \) is closed by Lemma 4.2, we find a tangent distribution \( P_{\varepsilon} \in TD(\mu, x) \) so that \( P_{\varepsilon}(A_{\varepsilon}) \geq 1 - p \). If \( P \) is a weak limit of a sequence formed from \( P_{\varepsilon} \) as \( \varepsilon \downarrow 0 \), then, since the sets \( A_{\varepsilon} \) are nested and closed, we have

\[
P(A_{\varepsilon}) \geq \limsup_{\eta \uparrow 0} P_{\eta}(A_{\varepsilon}) \geq \limsup_{\eta \uparrow 0} P_{\eta}(A_{\eta}) \geq 1 - p,
\]

and thus

\[
P(A_0) = \lim_{\varepsilon \downarrow 0} P(A_{\varepsilon}) \geq 1 - p.
\]

Furthermore, since, by Theorem 3.12 and Lemma 3.20, the collection of all fractal distributions is closed and the dimension is continuous, the limit distribution \( P \) is a fractal distribution with \( \dim P \geq s - \delta \).

A key observation is that \( A_0 \) is \( S \)-invariant (up to \( P \)-measure zero). Indeed, it follows from the definitions that \( A_0 \subset S_t^{-1}A_0 \) for all \( t \geq 0 \). Since \( P \) is \( S_t \) invariant, that is, \( P(A_0) = P(S_t^{-1}A_0) \) for all \( t \geq 0 \), we see that the set \( A_0 \) is \( S_t \) invariant up to \( P \)-measure zero. Let

\[
P = \int P_\omega \, dP(\omega)
\]

be the ergodic decomposition of \( P \). By the invariance of \( A_0 \), we have \( P_\omega(A_0) \in \{0,1\} \) for \( P \) almost all \( \omega \). If \( P_\omega(A_0) = 0 \), we use the trivial estimate \( \dim P_\omega \leq d \). If \( P_\omega(A_0) = 1 \), then, using the quasi-Palm property in the form of Lemma 3.23, for \( P_\omega \) almost every \( \nu \) and for \( \nu \) almost every \( z \) the normalized translation \( \nu_{z,t} \) is an element of \( A_0 \) for some \( t > 0 \) with \( B(z,e^{-t}r) \subset B_1 \). For each such \( \nu \) let \( E = \{ z \in B_1 : \nu_{z,t} \in A_0 \} \) be this set of full \( \nu \) measure. Thus for every \( z \in E \) there are \( V \in G(d,d-k) \) and \( \theta \in S^{d-1} \) with

\[
E \cap X(z,e^{-t}r), V, \alpha \} \setminus H(z, \theta, \alpha) = \emptyset.
\]

Lemma 4.1 implies that \( E \) is strongly \( k \)-rectifiable. In particular, \( \dim \nu \leq k \), which yields \( \dim P_\omega \leq k \).

Since \( P_\omega(A_0) \in \{0,1\} \) for \( P \) almost all \( \omega \), we have

\[
1 - p \leq P(A_0) = \int P_\omega(A_0) \, dP(\omega) = \int_{\{\omega : P_\omega(A_0) = 1\}} P_\omega(A_0) \, dP(\omega) = P(\{\omega : P_\omega(A_0) = 1\})
\]

Using this, we estimate

\[
s - \delta \leq \dim P = \int \dim P_\omega \, dP(\omega) \leq P(A_0)k + (1 - P(A_0))d \leq (1 - p)k + pd
\]

which gives \( p \geq (s - \delta - k)/(d - k) \). But this contradicts the choice of \( \delta \). Thus the claim holds.

The proof of the second claim is almost identical: We choose a distribution \( P \) so that \( \dim P \) is close to \( \dim_0 \mu \). Since (2.2) fails with \( \limsup_{r \to \infty} \), we know that this distribution gives large measure to \( A_\varepsilon \). Continuing as above finishes the proof of the second claim. \( \square \)

It remains to show the sharpness of Theorem 2.3:

**Proposition 4.4.** Let \( d \in \mathbb{N}, k \in \{1, \ldots, d - 1\}, k < s \leq d \), and \( 0 < \alpha \leq 1 \). Then there exists a Radon measure \( \mu \) of exact dimension \( s \) such that (4.1) holds with \( \lim_{r \to \infty} \) and the limit equals \( (s - k)/(d - k) \) for all \( 0 < \varepsilon < \varepsilon(d,k,\alpha) \), but is equal to zero for all \( \varepsilon > \varepsilon(d,k,\alpha) \).

**Proof.** Fix \( W \in G(d,k) \) and let

\[
P = \frac{s - k}{d - k} \delta_{\mathcal{H}_W} + \left(1 - \frac{s - k}{d - k}\right) \delta_{\mathcal{L}^d},
\]

where \( \mathcal{H}_W \) is the normalization of \( \mathcal{H}^k_{|W \cap B_1} \) and \( \mathcal{L}^d \) is the normalization of \( \mathcal{L}^d_{|B_1} \). Since \( P \) is a convex combination of two fractal distributions, it is a fractal distribution. Recalling Theorem 3.13, we let \( \mu \) be a uniformly scaling measure generating \( P \). Theorem 3.21 shows that \( \mu \) is exact dimensional and

\[
\dim \mu = \dim P = \frac{s - k}{d - k} d + \left(1 - \frac{s - k}{d - k}\right) k = s.
\]
Our goal is to verify that μ has the claimed properties.

Recalling (2.1) fix \(0 < \varepsilon < \varepsilon(d,k,\alpha)\). Notice that, as the set \(A_\varepsilon\) of Lemma 4.2 is closed, the complement

\[
A_\varepsilon^c = \{ \nu \in \mathcal{M}_1 : \nu(X(0,1,V,\alpha) \setminus H(0,\theta,\alpha)) > \varepsilon \text{ for all } V \in G(d,d-k) \text{ and } \theta \in S^{d-1} \}
\]
is open. Moreover, \(P(A_\varepsilon^c) = (s-k)/(d-k)\) since

\[
\mathcal{L}^d(X(0,1,V,\alpha) \setminus H(0,\theta,\alpha)) \geq \varepsilon(d,k,\alpha) > \varepsilon
\]
for all \(V \in G(d,d-k)\) and \(\theta \in S^{d-1}\), and this does not hold for \(\mathcal{H}_W\). Thus by the weak convergence

\[
\liminf_{T \to \infty} (\mu)_{x,T}(A_\varepsilon^c) \geq P(A_\varepsilon^c) = \frac{s-k}{d-k}, \tag{4.2}
\]
Moreover, if \(\nu_i \in A_\varepsilon^c\) with \(\nu_i \to \nu\), then for any \(V \in G(d,d-k)\) and \(\theta \in S^{d-1}\) the weak convergence also gives

\[
\nu(X(0,1,V,\alpha) \setminus H(0,\theta,\alpha)) \geq \limsup_{i \to \infty} \nu_i(X(0,1,V,\alpha) \setminus H(0,\theta,\alpha)) \geq \varepsilon.
\]

Therefore, the closure of the set \(A_\varepsilon^c\) is

\[
\overline{A_\varepsilon^c} = \{ \nu \in \mathcal{M}_1 : \nu(X(0,1,V,\alpha) \setminus H(0,\theta,\alpha)) \geq \varepsilon \text{ for all } V \in G(d,d-k) \text{ and } \theta \in S^{d-1} \}. \tag{4.3}
\]
This implies

\[
\limsup_{T \to \infty} (\mu)_{x,T}(A_\varepsilon^c) \leq \limsup_{T \to \infty} (\mu)_{x,T}(\overline{A_\varepsilon^c}) \leq P(\overline{A_\varepsilon^c}) = \frac{s-k}{d-k}, \tag{4.4}
\]
since \(\mathcal{L}^d(X(0,1,V,\alpha) \setminus H(0,\theta,\alpha)) \geq \varepsilon(d,k,\alpha) > \varepsilon\) for all \(V \in G(d,d-k)\) and \(\theta \in S^{d-1}\), and this does not hold for \(\mathcal{H}_W\). Now (4.2) and (4.4) together show that (2.2) holds with \(\lim_{T \to \infty}\) and the limit equals \((s-k)/(d-k)\).

To finish the proof, we are left to consider the case \(\varepsilon > \varepsilon(d,k,\alpha)\). The claim follows almost immediately from the choices of \(\varepsilon(d,k,\alpha)\) and the measure \(\mu\). Indeed,

\[
\limsup_{T \to \infty} (\mu)_{x,T}(A_\varepsilon^c) \leq P(\overline{A_\varepsilon^c}) = 0
\]
since there exist \(V \in G(d,d-k)\) and \(\theta \in S^{d-1}\) such that \(\mathcal{L}^d(X(0,1,V,\alpha) \setminus H(0,\theta,\alpha)) = \varepsilon(d,k,\alpha)\). \(\square\)

4.3. Average unrectifiability. In this section we prove Theorem 2.11, which shows that average unrectifiability is also a sufficient condition to guarantee that the measure is scattered enough in the sense of conical densities, and Theorem 2.13, which provides a converse under an additional assumption on the \(k\)-dimensional densities of \(\mu\).

Proof of Theorem 2.11. We begin the proof by showing that it suffices to prove the statement on a set of positive \(\mu\) measure. Let \(A\) be the set of points \(x\) where the statement fails. If \(A\) does not have zero \(\mu\) measure, let \(\nu = \mu_A\). By Theorem 3.16, the hypothesis holds also for \(\nu\), so there is a set \(B \subset A\) of positive \(\nu\) measure (so also of positive \(\mu\) measure) where the statement holds for \(\nu\). But this is a contradiction since for \(x \in B\),

\[
\frac{\mu(X(x,e^{-t},V,\alpha) \setminus H(x,\theta,\alpha))}{\mu(B(x,e^{-t}))} \geq \frac{\mu_A(X(x,e^{-t},V,\alpha) \setminus H(x,\theta,\alpha))}{\mu_A(B(x,e^{-t}))} \quad \frac{\mu_A(B(x,e^{-t}))}{\mu(B(x,e^{-t}))},
\]
whence, thanks to the Besicovitch density point theorem \([46, Corollary 2.14]\), the statement holds also for \(\mu\) almost all \(x \in B\).

Now suppose to the contrary that a \(p\)-average \(k\)-unrectifiable measure \(\mu\) and \(0 < \alpha \leq 1\) are such that for each \(0 < \varepsilon \leq 1\) the condition (2.4) fails to hold in a set \(E_\varepsilon\) of full \(\mu\) measure. Recalling Theorem 3.10, we may assume that all tangent distributions at points \(x \in E_\varepsilon\) are fractal
distributions and satisfy \( P(\{ \nu \in \mathcal{M}_1 : \text{spt} \nu \text{ is strongly } k\text{-rectifiable} \}) < 1 - p \). Let \( x \in \bigcap E_\varepsilon \), where the intersection is over all rational \( 0 < \varepsilon \leq 1 \). Then (2.4) fails at \( x \) and
\[
\limsup_{T \to \infty} \langle \mu \rangle_{x,T}(A_\varepsilon) > 1 - p
\]
for all rational \( 0 < \varepsilon \leq 1 \), where \( A_\varepsilon \) is the closed set from Lemma 4.2. We choose a tangent distribution \( P \) so that \( P(A_\varepsilon) \geq 1 - p \) for all rational \( 0 < \varepsilon \leq 1 \). Since the sets \( A_\varepsilon \) are nested and closed, we get \( P(A_0) \geq 1 - p \).

Let
\[
P = \int P_\omega \, dP(\omega)
\]
be the ergodic decomposition of \( P \). As remarked in the proof of Theorem 2.3, \( A_0 \) is \( S_t \) invariant up to \( P \) measure zero. Thus we have \( P_\omega(A_0) \in \{0,1\} \). Notice that
\[
P(\{ \omega : P_\omega(A_0) = 1 \}) = P(A_0) \geq 1 - p.
\]
If \( P_\omega(A_0) = 1 \), then, by the quasi-Palm property of Lemma 3.23, for \( P_\omega \) almost every \( \nu \) and for \( \nu \) almost every \( z \) the normalized translation \( \nu_{z,t_\varepsilon} \) is an element of \( A_0 \) for some \( t_\varepsilon > 0 \) with \( B(z,e^{-t_\varepsilon}) \subset B_1 \). For each such \( \nu \) let \( E = \{ z \in B_1 : \nu_{z,t_\varepsilon} \in A_0 \} \) be this set of full \( \nu \) measure. Thus for every \( z \in E \) there are \( V \in G(d,d-k) \) and \( \theta \in S^{d-1}_\varepsilon \) with
\[
E \cap X(z,e^{-t_\varepsilon},V,\alpha) \setminus H(z,\theta,\alpha) = \emptyset.
\]
Lemma 4.1 implies that \( E \) is strongly \( k \)-rectifiable. Consequently,
\[
P_\omega(\{ \nu \in \mathcal{M}_1 : \text{spt} \nu \text{ is strongly } k\text{-rectifiable} \}) = 1.
\]
Thus by the ergodic decomposition
\[
P(\{ \nu \in \mathcal{M}_1 : \text{spt} \nu \text{ is strongly } k\text{-rectifiable} \}) \geq 1 - p.
\]
The proof of the claim is now finished since this contradicts the \( p \)-average \( k \)-unrectifiability assumption. \( \square \)

Our next goal is to prove Theorem 2.13. Before doing so, we state a lemma that will be required in its proof.

**Lemma 4.5.** Let \( P \) be an ergodic fractal distribution such that
\[
P(\{ \nu \in \mathcal{M}_1 : \nu \text{ is } k\text{-rectifiable} \}) > 0.
\]
Then there exists \( V \in G(d,k) \) such that \( P = \delta_{\mathcal{H}_V} \), where \( \mathcal{H}_V \) is the normalized restriction of \( \mathcal{H}_k \) to \( V \cap B_1 \).

**Proof.** By Theorem 3.14, there exists a uniformly scaling measure \( \nu \) which is \( k \)-rectifiable and generates \( P \). Hence there exists a strongly \( k \)-rectifiable set \( E \) such that \( \nu(\mathbb{R}^d \setminus E) = 0 \). Write \( E = \bigcup_j E_j \) where each \( E_j \) is a Lipschitz graph of positive and finite \( \mathcal{H}_k \) measure. Setting \( \eta_j = \mathcal{H}_k|_{E_j} \), we have by [46, Theorem 16.5] that for \( \eta_j \) almost all \( x \) there exists \( V \in G(d,k) \) such that \( \text{Tan}(\eta_j,x) = \{ \mathcal{H}_V \} \), and therefore \( \mathcal{T}\mathcal{D}(\eta_j,x) = \{ \delta_{\mathcal{H}_V} \} \). We remark that although [46, Theorem 16.5] has a density assumption, this is not needed for the implication (1)\( \Rightarrow \) (2) which is all we use; see [46, Remark 16.8]. We also recall that, unlike the classical definition of tangent measures, we are restricting to the unit ball and renormalizing to get probability measures.

Now since \( \nu|_{E_j} \ll \eta_j \) by assumption (as \( \nu \ll \mathcal{H}_k \) by \( k \)-rectifiability), thanks to Theorem 3.16 we also have that for \( \nu|_{E_j} \) almost all \( x \) there is \( V \in G(d,k) \) such that \( \mathcal{T}\mathcal{D}(\nu,x) = \{ \delta_{\mathcal{H}_V} \} \). As \( E = \bigcup_j E_j \), the same conclusion holds for \( \nu \). But since \( \nu \) is uniformly scaling, \( V \) must be independent of \( x \), and we are done. \( \square \)

**Proof of Theorem 2.13.** Let \( \varepsilon, \alpha, p \) be as in the statement. Fix a point \( x \) so that both assumptions are satisfied at \( x \) and all tangent distributions at \( x \) are fractal distributions; recall Theorem 3.10. Let
\[
\mathcal{B} = \{ \nu \in \mathcal{M}_1 : \nu(X(0,1,V,\alpha)) \geq \varepsilon \text{ for all } V \in G(d,d-k) \}.
\]
As before, since we deal with closed cones, the set $B$ is closed. Using this and the hypothesis (2.6), we have

$$P(B) \geq \liminf_{T \to \infty} (\mu)_xT(B) > p$$

for all $P \in \mathcal{T}(\mu, x)$. For a given $P \in \mathcal{T}(\mu, x)$, consider its ergodic decomposition

$$P = \int P_\omega dP(\omega).$$

It follows from Lemma 4.5 and the assumption on $\mu$ (recall Remark 2.14) that if

$$P_\omega(\{\nu \in \mathcal{M}_1 : \text{spt } \nu \text{ is } k\text{-rectifiable}\}) > 0,$$

then $P_\omega(B) = 0$. Hence

$$p < P(B) = \int P_\omega(B) dP(\omega) \leq P(\{\nu \in \mathcal{M}_1 : \text{spt } \nu \text{ is not } k\text{-rectifiable}\}).$$

As $x$ was a $\mu$ typical point and $P \in \mathcal{T}(\mu, x)$ was arbitrary, this gives the claim. 

To conclude the discussion on conical densities, we give two relevant examples of average unrectifiable measures. The next lemma links Theorems 2.3 and 2.11; recall Remark 2.12(1).

**Lemma 4.6.** If $\mu$ is a Radon measure on $\mathbb{R}^d$ such that $\dim_{\text{loc}}(\mu) > s > k$ for some $k \in \{1, \ldots, d-1\}$, then $\mu$ is $\frac{s-k}{d-k}$-average $k$-unrectifiable.

**Proof.** By Theorems 3.10 and 3.21, at $\mu$ almost every $x \in \mathbb{R}^d$ all elements of $\mathcal{T}(\mu, x)$ are fractal distributions and

$$s < \dim_{\text{loc}}(\mu, x) = \inf \{\dim P : P \in \mathcal{T}(\mu, x)\}.$$

Pick such a point $x$, choose any $P \in \mathcal{T}(\mu, x)$, and write

$$A = \{\nu \in \mathcal{M}_1 : \text{spt } \nu \text{ is not strongly } k\text{-rectifiable}\}.$$

It is clear that if $\text{spt } \nu$ is strongly $k$-rectifiable, then $\overline{\dim}_{\mu} \nu \leq k$, and that $\underline{\dim}_{\mu} \nu \leq d$ holds for any measure $\nu$ on $\mathbb{R}^d$. Recalling Definition 3.18, we deduce that

$$s < \dim P = \int \dim \nu dP(\nu) \leq P(A)d + (1 - P(A))k = k + (d - k)P(A).$$

Hence $P(A) > \frac{s-k}{d-k}$, showing that $\mu$ is $\frac{s-k}{d-k}$-average $k$-unrectifiable, as claimed. 

In the following lemma, we prove the existence of an average unrectifiable measure for a given proportion $p$; recall Example 2.10(3).

**Lemma 4.7.** Given $0 \leq p \leq 1$, there exists a uniformly scaling measure $\mu$ generating a fractal distribution $P$ with

$$P(\{\nu \in \mathcal{M}_1 : \text{spt } \nu \text{ is not strongly } k\text{-rectifiable}\}) = p.$$  

**Proof.** The proof is similar to what we already did in Proposition 4.4. Let $E \subset \mathbb{R}^d$ be a self-similar set with a strong separation condition and of dimension $k$. By the self-similarity of $E$, the Hausdorff measure $\mathcal{H}^k|_E$ is uniformly scaling generating an ergodic fractal distribution $Q$ supported on measures $\nu$ such that $\text{spt } \nu$ is a translated and scaled copy of $E$ restricted to the unit ball; see Bandt [3]. Thus for $Q$ typical $\nu$ the support $\text{spt } \nu$ is also purely $k$-unrectifiable. This yields that

$$Q(\{\nu \in \mathcal{M}_1 : \text{spt } \nu \text{ is not strongly } k\text{-rectifiable}\}) = 1.$$  

Now fixing $V \in G(d, k)$ and defining

$$P = pQ + (1-p)\delta_{\overline{\mu}},$$

where again $\overline{\mu}$ is the normalization of $\mathcal{H}^k|_{V \cap B_1}$, we obtain a fractal distribution $P$ that satisfies

$$P(\{\nu \in \mathcal{M}_1 : \text{spt } \nu \text{ is not strongly } k\text{-rectifiable}\}) = p.$$  

By Theorem 3.15, we find a uniformly scaling measure $\mu$ generating $P$, so the proof is complete.
4.4. Porosity. In this section, we prove Theorem 2.16 which shows that the maximal dimensions of porous sets and measures, whether considering Hausdorff or packing dimension, are the same. Let $0 < \alpha \leq \frac{1}{2}$ be fixed, and for a parameter $\varepsilon \geq 0$, write

$$\mathcal{A}_\varepsilon := \{ \nu \in \mathcal{M}_1 : \nu(B(y, \alpha)) \leq \varepsilon \text{ for some } y \in \overline{B}(0, 1 - \alpha) \}.$$

**Lemma 4.8.** The set $\mathcal{A}_\varepsilon$ is closed in $\mathcal{M}_1$ for all $\varepsilon \geq 0$.

**Proof.** Suppose that there are a sequence $(\nu_i)_i$ of measures in $\mathcal{A}_\varepsilon$ and $\nu \in \mathcal{M}_1$ so that $\nu_i \to \nu$ weakly. Then for each $i$ there is $y_i$ so that $y_i \in \overline{B}(0, 1 - \alpha)$ and $\nu_i(B(y_i, \alpha)) \leq \varepsilon$. By compactness, after possibly passing to a subsequence, we find $y \in \overline{B}(0, 1 - \alpha)$ such that $y_i \to y$. Let $\alpha' < \alpha$. Then for $i$ large enough, we have $B(y, \alpha') \subset B(y_i, \alpha)$, so $\nu_i(B(y, \alpha')) \leq \nu_i(B(y_i, \alpha)) \leq \varepsilon$. Since $B(y, \alpha')$ is open, we have

$$\nu(B(y, \alpha')) \leq \liminf_{i \to \infty} \nu_i(B(y, \alpha')) \leq \varepsilon.$$

Since $B(y, \alpha)$ is union of $B(y, \alpha')$ over all $\alpha' < \alpha$, we also have $\nu(B(y, \alpha)) \leq \varepsilon$. This means that $\nu \in \mathcal{A}_\varepsilon$, showing that $\mathcal{A}_\varepsilon$ is closed. \hfill $\Box$

**Proof of Theorem 2.16.** Since any measure supported on an $\alpha$-porous set is $\alpha$-porous as there is nothing in the pores, we only need to show that $\Delta(\alpha) \leq \sup\{\dim_H E : E \text{ is } \alpha\text{-porous}\}$, and the supremum in the definition of $\Delta(\alpha)$ is attained by some uniformly scaling measure.

To that end, fix $0 < \alpha \leq \frac{1}{2}$ and $\delta > 0$, and take an $\alpha$-porous measure $\mu$ with $\dim_{loc} \mu > \Delta(\alpha) - \delta/3$. Further, pick a point $x$ such that $\mu$ is $\alpha$-porous at $x$, $\dim_{loc}(\mu, x) > \dim_{loc} \mu - \delta/3$, and there exists a fractal distribution $P_\delta \in TD(\mu, x)$ with

$$\overline{\dim}_{loc}(\mu, x) \leq \dim P_\delta + \delta/3.$$

This is possible by Theorem 3.32. Note that our choices imply that $\dim P_\delta \geq \Delta(\alpha) - \delta$.

Fix $\varepsilon > 0$ and let $\mathcal{A}_\varepsilon$ be as in Lemma 4.8. Since $\mathcal{A}_\varepsilon$ is closed, $P_\delta$ is a tangent distribution, and $\mu$ is $\alpha$-porous at $x$ we have

$$P_\delta(\mathcal{A}_\varepsilon) \geq \liminf_{T \to \infty} \langle \mu \rangle_T(\mathcal{A}_\varepsilon) \geq 1$$

for all $\varepsilon > 0$ (recall Remark 3.6). Now let $P$ be a limit of $P_\delta$ along some subsequence. Then, by Theorem 3.12 and Proposition 3.17, the distribution $P$ is a fractal distribution and $\dim P \geq \Delta(\alpha)$.

Since the sets $\mathcal{A}_\varepsilon$ are nested and closed, we get for every $\eta > 0$ that

$$P(\mathcal{A}_\eta) \geq \limsup_{\varepsilon \to 0} P_\varepsilon(\mathcal{A}_\eta) \geq \limsup_{\varepsilon \to 0} P_\varepsilon(\mathcal{A}_\varepsilon) = 1,$$

whence $P(\mathcal{A}_0) = 1$.

Let

$$P = \int P_\omega \, dP(\omega)$$

be the ergodic decomposition of $P$. Since $P(\mathcal{A}_0) = 1$ we have $P_\omega(\mathcal{A}_0) = 1$ for almost every $\omega$. Moreover, as $\nu \mapsto \dim \nu$ is measurable, we have

$$\dim P = \int \dim \nu \, dP(\nu) = \int \int \dim \nu \, dP_\omega(\nu) \, dP(\omega).$$

Thus there exists $\omega$ so that $\dim P_\omega \geq \dim P$ and $P_\omega(\mathcal{A}_0) = 1$. Since $P_\omega$ is a fractal distribution and $\mathcal{A}_0$ is closed with $P_\omega(\mathcal{A}_0) = 1$, Lemma 3.24 implies that $\nu_{0,t} \in \mathcal{A}_0$ for $P_\omega$ almost every $\nu \in \mathcal{A}_0$ and for all $t \geq 0$. Applying the quasi-Palm property of Lemma 3.23 thus gives that $P_\omega$ almost every $\nu \in \mathcal{M}_1$ and almost every $z \in B_1$ there exists $t_z > 0$ such that $B(z, e^{-t_z}) \subset B_1$ and $\nu_{z,t} \in \mathcal{A}_0$ for all $t \geq t_z$. By the ergodicity of $P_\omega$, a $P_\omega$ typical $\nu$ satisfies $\dim \nu = \dim P_\omega$ so we can choose one such $\nu$ with $P(E) = 1$ for

$$E = \{ z \in B_1 : \text{there is } t_z > 0 \text{ such that } B(z, e^{-t_z}) \subset B_1 \text{ and } \nu_{z,t} \in \mathcal{A}_0 \text{ for all } t \geq t_z \}.$$

The set $E$ is $\alpha$-porous by definition and satisfies $\Delta(\alpha) \leq \dim \nu \leq \dim E$. Thus we have equality throughout, and this completes the proof. \hfill $\Box$
4.5. Upper semicontinuity. In this section, we prove Theorem 2.17 which shows that the function \( \alpha \mapsto \Delta(\alpha) \) is upper semicontinuous. Since the function is decreasing, it suffices to show that it is left continuous. To emphasize the dependence on \( \alpha \), let us denote the set \( \mathcal{A}_\varepsilon \) of Lemma 4.8 by \( \mathcal{A}_\varepsilon(\alpha) \).

**Proof of Theorem 2.17.** Let \( 0 < \alpha \leq \frac{1}{2} \) and \( (\alpha_n)_n \) be an increasing sequence so that \( \lim_{n \to \infty} \alpha_n = \alpha \). For each \( n \) let \( \mu \) be \( \alpha_n \)-porous with \( \dim_{\mu} \mu > \Delta(\alpha_n) - 1/n \). Furthermore, pick a point \( x \) such that \( \mu \) is \( \alpha_n \)-porous at \( x \), \( \dim_{\text{loc}}(\mu, x) > \dim_{\mu} \mu - 1/n \), and there exists a fractal distribution \( P_n \in TD(\mu, x) \) with \( \dim_{\text{loc}}(\mu, x) \leq \dim P_n + 1/n \). This is possible by Theorem 3.21. Thus we have

\[
\dim P_n \geq \Delta(\alpha_n) - 3/n
\]

for all \( n \). Since \( \mathcal{A}_\varepsilon(\alpha_n) \) is closed, \( P_n \) is a tangent distribution, and \( \mu \) is \( \alpha_n \)-porous at \( x \) we have

\[
P_n(\mathcal{A}_\varepsilon(\alpha_n)) \geq \liminf_{T \to \infty} \langle \mu \rangle_{x,T}(\mathcal{A}_\varepsilon(\alpha_n)) = 1.
\]

for all \( \varepsilon > 0 \) and \( n \). Since the sets \( \mathcal{A}_\varepsilon(\alpha_n) \) are closed and nested with respect to \( \varepsilon \), we get \( P_n(\mathcal{A}_\varepsilon(\alpha_n)) = 1 \) for all \( n \). Recall that the sequence \( (\alpha_n)_n \) is increasing. Hence also the sets \( \mathcal{A}_\varepsilon(\alpha_n) \) are nested and closed. Thus, if \( P_n \to P \) weakly, we have

\[
P(\mathcal{A}_\varepsilon(\alpha_n)) \geq \limsup_{m \to \infty} P_m(\mathcal{A}_\varepsilon(\alpha_n)) \geq \limsup_{m \to \infty} P_m(\mathcal{A}_\varepsilon(\alpha_m)) \geq 1
\]

and

\[
P(\mathcal{A}_\varepsilon(\alpha)) = \lim_{n \to \infty} P(\mathcal{A}_\varepsilon(\alpha_n)) = 1.
\]

Considering now the ergodic decomposition of \( P \) and continuing as in the proof of Theorem 2.16, we find an \( \alpha \)-porous exact-dimensional measure \( \nu \) with \( \dim P \leq \dim \nu \). Thus \( \dim P \leq \Delta(\alpha) \). But since, by Lemma 3.20,

\[
\dim P = \lim_{n \to \infty} \dim P_n \geq \lim_{n \to \infty} \Delta(\alpha_n)
\]

we have shown that the function is left continuous. \( \square \)

4.6. Mean porosity. In this section, we prove Theorem 2.20 which shows that the maximal Hausdorff and packing dimensions of mean porous measures are the same, and the function \( p \mapsto \Delta(\alpha, p) \) is concave. Let \( 0 < \alpha \leq \frac{1}{2} \) be fixed and, for a parameter \( \varepsilon > 0 \), write

\[
\mathcal{U}_\varepsilon := \{ \nu \in \mathcal{M}_1 : \nu(\overline{B}(y, \alpha)) < \varepsilon \text{ for some } y \in \overline{B}(0, 1 - \alpha) \}.
\]

This set should be compared to the set \( \mathcal{A}_\varepsilon \) of Lemma 4.8. The use of closed ball and strict inequality guarantee that the set \( \mathcal{U}_\varepsilon \) is open.

**Lemma 4.9.** The set \( \mathcal{U}_\varepsilon \) is open for all \( \varepsilon > 0 \).

**Proof.** Write

\[
\mathcal{U}_\varepsilon = \bigcup_{y \in \overline{B}(0, 1 - \alpha)} \{ \nu \in \mathcal{M}_1 : \nu(\overline{B}(y, \alpha)) < \varepsilon \}.
\]

It suffices to show that each \( \mathcal{V} := \{ \nu \in \mathcal{M}_1 : \nu(\overline{B}(y, \alpha)) < \varepsilon \} \) is open. If \( \nu \in \mathcal{M}_1 \) and \( \nu_i \in \mathcal{M}_1 \setminus \mathcal{V} \) for all \( i \) so that \( \nu_i \to \nu \), then

\[
\nu(\overline{B}(y, \alpha)) \geq \limsup_{i \to \infty} \nu_i(\overline{B}(y, \alpha)) \geq \varepsilon.
\]

Thus \( \nu \) is in the complement of \( \mathcal{V} \) and so \( \mathcal{V} \) is open. \( \square \)

**Proof of Theorem 2.20.** To prove the left-hand side equality, it suffices to show that

\[
\Delta(\alpha, p) \leq \sup \{ \dim_H \nu : \nu \text{ is } p\text{-mean } \alpha\text{-porous} \},
\]

with the supremum attained by a uniformly scaling measure.

Fix \( \delta > 0 \). Let \( \mu \) be a \( p \)-mean \( \alpha \)-porous measure with \( \dim_{\mu}(\mu) > \Delta(\alpha, p) - \delta/3 \). Pick a point \( x \) such that \( \mu \) is \( p \)-mean \( \alpha \)-porous at \( x \), \( \dim_{\text{loc}}(\mu, x) > \dim_{\mu} \mu - \delta/3 \), and there exists a fractal
distribution \( P_\delta \in TD(\mu, x) \) with \( \overline{\dim}_{\text{loc}}(\mu, x) \leq \dim P_\delta + \delta/3 \). This is possible by Theorem 3.21. Notice that \( \dim P_\delta \geq \Delta(\alpha, p) - \delta \) by construction.

Let \( A_\varepsilon \) be as in Lemma 4.8. Since \( \mu \) is \( p \)-mean \( \alpha \)-porous at \( x \) and \( A_\varepsilon \) is closed we have
\[
P_\delta(A_\varepsilon) \geq \liminf_{T \to \infty} \langle \mu \rangle_{x,T}(A_\varepsilon) \geq p
\]
for all \( \varepsilon > 0 \). Let \( P \) be a limit of \( P_\delta \) along some subsequence. Then \( P \) is a fractal distribution and \( \dim P \geq \Delta(\alpha, p) \), using once again Theorem 3.12 and Lemma 3.20. Since the set \( A_\varepsilon \) is closed we have \( P(A_\varepsilon) \geq p \) for all \( \varepsilon > 0 \).

According to Theorem 3.15, there exists a uniformly scaling measure \( \nu \) that generates \( P \). Theorem 3.21 says that \( \nu \) is exact dimensional and \( \dim \nu = \dim P \geq \Delta(\alpha, p) \). Thus the result follows if we manage to show that \( \nu \) is \( p \)-mean \( \alpha \)-porous.

By Lemma 4.9, \( U_\varepsilon \) is open and we have
\[
\liminf_{T \to \infty} \langle \nu \rangle_{z,T}(U_{2\varepsilon}) \geq P(U_{2\varepsilon})
\]
for all \( \varepsilon > 0 \) at \( \nu \) almost every \( z \). Theorem 3.22 guarantees that \( \nu(B(y, \alpha)) = \nu(B(y, \alpha)) \) for \( P \) almost every \( \nu \) and for all \( y \). Therefore \( P(U_{2\varepsilon}) \geq P(A_\varepsilon) \geq p \). Since \( A_{2\varepsilon} \supset U_{2\varepsilon} \) it follows that
\[
\liminf_{T \to \infty} \langle \nu \rangle_{z,T}(A_{2\varepsilon}) \geq \liminf_{T \to \infty} \langle \nu \rangle_{z,T}(U_{2\varepsilon}) \geq p
\]
for all \( \varepsilon > 0 \) at \( \nu \) almost every \( z \), that is, \( \nu \) is \( p \)-mean \( \alpha \)-porous.

Let us then show the concavity of \( p \mapsto \Delta(\alpha, p) \). Fix \( \delta > 0 \) and let \( \mu \) be an \( \alpha \)-porous measure so that \( \overline{\dim}_{\text{loc}} \mu \geq \Delta(\alpha) - \delta/3 \). Pick a point \( x \) such that \( \mu \) is \( \alpha \)-porous at \( x \), \( \overline{\dim}_{\text{loc}}(\mu, x) > \overline{\dim}_{\text{loc}} \mu - \delta/3 \), and there exists a fractal distribution \( P \in TD(\mu, x) \) with \( \overline{\dim}_{\text{loc}}(\mu, x) \leq \dim P + \delta/3 \). This is possible by Theorem 3.21. Since \( \mu \) is \( \alpha \)-porous at \( x \) and \( A_\varepsilon \) is closed we have
\[
P(A_\varepsilon) \geq \liminf_{T \to \infty} \langle \mu \rangle_{x,T}(A_\varepsilon) \geq 1
\]
for all \( \varepsilon > 0 \). Let
\[
Q = pP + (1 - p)\delta d_t.
\]
According to Theorem 3.15, there exists a uniformly scaling measure \( \nu \) that generates \( Q \). It follows from Definition 3.18 and Theorem 3.21 that \( \nu \) is exact dimensional with
\[
\dim \nu = \dim Q = \int \dim \mu dQ(\nu) = p \dim P + (1 - p)d \geq p(\Delta(\alpha) - \delta) + (1 - p)d.
\]
Observe also that
\[
Q(A_\varepsilon) = pP(A_\varepsilon) + (1 - p)\delta d_t(A_\varepsilon) \geq p
\]
for all \( \varepsilon > 0 \). Recalling Lemma 4.9 and Theorem 3.22, we conclude that
\[
\liminf_{T \to \infty} \langle \nu \rangle_{z,T}(A_{2\varepsilon}) \geq \liminf_{T \to \infty} \langle \nu \rangle_{z,T}(U_{2\varepsilon}) \geq Q(U_{2\varepsilon}) \geq Q(A_\varepsilon) \geq p
\]
for all \( \varepsilon > 0 \) at \( \nu \) almost every \( z \), that is, \( \nu \) is \( p \)-mean \( \alpha \)-porous. The proof is finished by letting \( \delta \downarrow 0 \).

4.7. **Annular porosity.** In this section, we prove Theorem 2.23 which shows the results for annular porosity corresponding to Theorems 2.16 and 2.20. Investigating the proofs of Theorems 2.16 and 2.20, we see that the geometric information obtained from the definition of porosity is only used to show the required properties of the sets \( A_\varepsilon \) and \( U_\varepsilon \). The corresponding sets in the annular porosity case are
\[
A_\varepsilon^\circ := \{ \nu \in M_1 : \nu(B(y, \alpha q|y|)) \leq \varepsilon \text{ for some } y \in A(0, c, 1) \}
\]
and
\[
U_\varepsilon^\circ := \{ \nu \in M_1 : \nu(B(y, \alpha q|y|)) < \varepsilon \text{ for some } y \in A(0, c, 1) \}.
\]
To prove Theorem 2.23, it in fact suffices to show that \( A_\varepsilon^\circ \) is closed and \( U_\varepsilon^\circ \) is open. Since the proof for the openness is the same as that of Lemma 4.9 we just verify the closedness.

**Lemma 4.10.** The set \( A_\varepsilon^\circ \) is closed for all \( \varepsilon \geq 0 \).
Proof. Suppose that there are a sequence \((\nu_i)_i\) of measures in \(A^\nu\) and \(\nu \in \mathcal{M}_1\) so that \(\nu_i \to \nu\) weakly. Fix \(\alpha' < \alpha\). Choose \(y_i \in A(0, c, 1)\) with \(\nu_i(B(y_i, \alpha' y_i)) \leq \varepsilon\). By the compactness of \(A(0, c, 1)\), after possibly passing to a subsequence, we may assume that \(y_i \to y \in A(0, c, 1)\). Since \(\alpha' < \alpha\), we have \(B(y, \alpha y) \subset B(y_i, \alpha' y_i)\) for all large enough \(i\). Thus by the openness of \(B(y, \alpha y)\), we have
\[
\nu(B(y, \alpha y)) \leq \liminf_{i \to \infty} \nu_i(B(y_i, \alpha' y_i)) \leq \liminf_{i \to \infty} \nu_i(B(y_i, \alpha y_i)) \leq \varepsilon.
\]
Letting \(\alpha' \uparrow \alpha\) gives \(\nu(B(y, \alpha y)) \leq \varepsilon\). In particular, \(\nu \in A^\nu\), showing that \(A^\nu\) is closed. \qed
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