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Inelastic electron scattering in aggregates of transition metal atoms on metal surfaces

E. C. Goldberg!? and F. Flores®
!Instituto de Fisica del Litoral (CONICET-UNL), Giiemes 3450, S3000GLN Santa Fe, Argentina
2Departamento Ing. Materiales, Facultad de Ing. Quimica, Universidad Nacional del Litoral,
Santiago del Estero 2829, S3000AOM Santa Fe, Argentina
3Departament0 de Fisica Teorica de la Materia Condensada and IFIMAC, Cantoblanco, Universidad Autonoma, E-28049 Madrid, Spain
(Received 12 April 2017; revised manuscript received 8 September 2017; published 21 September 2017)

Inelastic spin excitations, as observed with a scanning tunneling microscope for Co/Co and Fe/Fe dimers on
a Cu2N/Cu(100) surface, have been analyzed theoretically in this paper. In our approach, we use an extended
ionic Hamiltonian for the magnetic atom that takes into account first, the role played by the first Hund rule in
the atomic states, and second, the cotunneling processes associated with the atomic excitations and the tunneling
conductance. This Hamiltonian is solved using the equation of motion method that yields the appropriate Green’s
functions allowing us to calculate the differential conductance, the inelastic atomic excitations, and possible
Kondo resonances. We also analyze an ideal dimer with spin % in each atom and discuss the differences and

similarities this model has with the Co-Co case.
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I. INTRODUCTION

Inelastic spin spectroscopy with low-temperature scanning
tunneling microscopy [1-5] has been used to explore for
magnetic atoms on metals, the intrinsic properties of the
corresponding atomic spin in its interaction with the metal
free electrons [6]. That interaction might create an antiferro-
magnetic coupling between the magnetic atom and the metal
[7] giving rise to a Kondo resonance, the favorite many-body
effect of condensed matter physicists [6].

The conductance spectra obtained by positioning the tip
over the magnetic adatom and recording the differential
conductance, dI/dV, as a function of the bias potential,
V, show different regimes depending on the transition metal
located below the tip. Two paradigmatic examples are Fe or Co
adsorbed on a Cu2N surface [1-4]: in the case of Co on Cu2N
[3], the crystalline field experienced by the atom develops a
doublet ground state which is revealed by a Kondo resonance
having a temperature of a few degrees. For Fe on Cu2N [2],
the magnetic atom develops a singlet ground state, so that the
inelastic tunneling differential conductance only shows some
steps associated with the internal excitations of the atomic spin
and no Kondo resonance.

The success in controlling and understanding the behavior
of those individual atoms has stimulated the interest in
systems of several units [8,9],which seems to offer interesting
developments regarding the understanding of the properties of
magnetic systems [10], as well as the building of quantum bits
useful for quantum computation [11].

Systems of two units, quantum dots or atoms, interacting
with a metal have also attracted broad attention [8] due to
the interplay between the possible Kondo resonance of each
unit and the ferromagnetic or antiferromagnetic coupling of
the spins of the two components. In particular, the cases of
two magnetic atoms, such as Co-Fe, Co-Co, or Fe-Fe [12-15],
have been analyzed with a scanning tunneling tip showing an
important interatomic coupling effect that depends crucially
on the distance between atoms; in particular, the tunneling
spectroscopy of Fe and Co aggregates reveals the influence
of the crystal environment over the atomic magnetocrystalline
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anisotropy [16]. The interest in analyzing these dimers also
stems from the different properties of each individual atom
since only Co seems to develop a Kondo resonance.

Several authors have theoretically analyzed this inelastic
tunneling problem using different techniques [16-30]. In most
of those works an effective interaction between the tunneling
electron and the spin of the magnetic atom is introduced; this
interaction is described by means of an exchange coupling
[16,28], a spin-assisted Hamiltonian [17-19,22-27], or using
strong-coupling theory [20,21]. All these approaches are
reminiscent of the one used by Kondo [31] to explain the
resistivity of dilute magnetic impurities in metals. We can
refer to all these cases as approaches that use a kind of
effective Kondo Hamiltonian. A different approach to this
problem, which has some similarities with our own work, is
the one taken by Delgado and Ferndndez-Rossier [27]; in this
paper, the authors start from the Hamiltonian of the isolated
magnetic atom for its relevant charge states which include the
configurations with a charge go, and the ones associated with
the charges g =+ 1, since the atom is fluctuating between g, and
qo £ 1 in its interaction with the metal; then, after introducing
a metal-atom tunneling Hamiltonian, they use degenerate
perturbation theory to reduce the initial charge states of the
system to an effective Hamiltonian that includes the hopping
between the electrodes assisted by the excitation of the atom
between the states of the go manifold. This perturbation theory
yields a kind of generalized Kondo Hamiltonian where, instead
of the spin states, |S,M), one finds the go-configurational
states. Using the authors’ own words: “this approach provides a
microscopic justification of earlier phenomenological works”.

It is also appropriate to mention that in Refs. [29,30] a
similar proposal as in Ref. [27] is solved for a single atom by
using a nonperturbative treatment of the generalized Anderson
Hamiltonian within the so-called one-crossing approximation
[32].

Our approach to analyze this problem also starts from
the atomic Hamiltonian for the gy and go &= 1 charges; but,
instead of integrating out the gy £ 1 states, we introduce
an ionic Hamiltonian [33] that reduces the go and gy £ 1
configurational states to those associated with the first Hund
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rule. In a second step, we use the spin symmetry of those states
to obtain the atom-metal interaction as a function of only one
parameter that defines the coupling between the metal and
the atom. Finally, we analyze our Anderson-like Hamiltonian
using an equation of motion (EOM) method combined with
Green’s function techniques which keep, in principle, all the
possible cotunneling processes associated with the gy and
qo £ 1 charge states. We stress that, up to now, all the different
theoretical approaches to this inelastic electron tunneling
problem for a dimer use a kind of Kondo Hamiltonian;
our approach is the only one that keeps track of all the
atomic fluctuating processes in a very detailed Anderson-like
Hamiltonian. In other words, in our Anderson-like approach,
the tunneling conductance is the result of a cotunneling process
[27], whereby electrons jump successively first from one
electrode to the atom and, in a second step, from the atom to
the other electrode; in the Kondo-like Hamiltonians, electrons
jump between electrodes simultaneously exciting the magnetic
atom along this jump.

We should mention that using this formalism we have
already successfully analyzed individual Co or Fe magnetic
atoms [34] as well as the Fe/Co dimer [35]. In these works,
we introduced for each atom the above-mentioned ionic
Hamiltonian complemented with other terms that take into
account the Zeeman and the magnetocrystalline anisotropy
effects, as well as the Heisenberg coupling between spins. In
this work we theoretically analyze the Fe/Fe and the Co/Co
dimers using a similar approach, and discuss the differential
conductance across the system as measured by the tip of a
scanning tunnel microscope. The major interest in analyzing
these cases comes from the Co-Co dimer, because due to
the degenerate states responsible for the Kondo resonance
appearing for the individual Co atoms, the approximations
used in [35] for calculating the appropriate Green’s functions
are not good enough, and we have been forced to go to a higher
approximation, as discussed below in detail.

We also present results for a dimer formed by equal atoms
which are assumed to each have a 1/2 spin; this case might be
considered a simplified model of the Co-Co case, since each
atom presents a doublet ground state. Apparently, the doublet
might be simulated by a 'z spin, and the Co-Co dimer by a
1/2-1/2 system; we will discuss, however, the similarities and
differences between these two cases.

The paper is organized as follows: in Secs. II and III we
present our basic Hamiltonian for one magnetic atom and an
aggregate of atoms interacting with a metal surface. In Sec. [V
the equation of motion method for solving those Hamiltonians
is discussed. In Sec. V, we show how to obtain the tunneling
current across the magnetic atom from the previous solution.
Then, the formalism is applied to the 1/2-1/2 case in Sec. VI.
In Sec. VII we discuss the similarities and differences between
the 1/2-1/2 case and a simplified Co/Co dimer. In Sec. VIII
we present our results for the Co-Co and Fe-Fe dimers; and
finally, in Sec. IX we present our conclusions.

II. ONE ATOM INTERACTING WITH METAL SURFACES

We start presenting our Hamiltonian for describing the
atomic orbitals, the metal states, and the interaction between
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the atom and those states:

I:I = Z Ekallkao + I:Iatom + I:Iim- (1)

kao

In Eq. (1), the first term describes the substrate (o = s)
and tip (¢ = ). These metal surfaces are described by the
conduction-band energies &, and their occupation number
given by gy, = 6,:;0 Crao [Index k may include more than one
band: k = (ky,k,, ...)]. The atomic part, ﬁamm, in the extended
version appropriate for treating any multielectron atom [36],
is given by

Hyom = E Emfime + E Udﬁmﬁﬁmi
m,o m

+% Z Jdﬁmoﬁm’—a

m#m',c
1 PO
+§ Z (Jd_J;)nm(rnm’a
m#m',c
1 . A
=3 2 dibhelnolh e Q)
m#m',oc

Here élm (Cmo) are the fermionic operators creating
(annihilating) an electron with spin projection ¢ in the orbital

m and i1,,, = 6,1,0 Cm—o; the intra-atomic Coulomb interactions
U, and Jy, as well as the intra-atomic exchange interaction J,
are assumed to be constants independent of the m-orbital index,
and ¢, = g also independent of m. The last term, related to
spin-flip processes, restores the invariance under rotation in
spin space. Other contributions, such as crystal field effects and
the Zeeman energy terms associated with an applied magnetic
field are not included in Eq. (2), but will be discussed below.

The interaction term, I:Iim, contemplates the charge ex-
change between the atom and the metal surfaces through a
one-electron tunneling mechanism described by the following
expression:

[:Iint = Z [Vkamélw’émo + mGaé;gékaal (3)

ka,m,o

In the case of the d orbitals of metal transition atoms, it
is a good approximation to assume the exchange interaction,
Ji, large enough to make the first Hund-rule operative. On the
other hand, we also assume that the orbital contribution to the
angular moment is quenched due to crystal-field effects and
the low symmetry of the atom environment. These conditions
imply that the ground state of the atom is an orbital singlet,
and that its lower energy configurations correspond to the states
of maximum electron spin, S, associated with its number of
electrons, N, that in the Introduction was mentioned as the
equivalent g states [27].

Based on these arguments, the atomic Hamiltonian [Eq. (2)]
is projected over the Hund’s states of total spin S and spin
projection M, |S,M). Notice that by introducing Hund’s states
|S,M) we reduce the full configuration space spanned by
Hamiltonian (2) to the one spanned by those states, so that
in our calculations it is assumed that ZS, u 1S, MY (S, M| =
1.This is the main simplification introduced in our
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approach:

Hyom = Y E°|S,M)(S,M|. (4a)
S,.M

The total energies ES calculated from the atomic Hamilto-
nian, Eq. (2), are given by

= ng (ﬁmo’)S,M + Z Ud<ﬁmTﬁl11¢>S M
m,o m

1
+§ Z Jd<ﬁmaﬁm’—U>S,M

m#m',c
1
+§ Z (Jd— J;)(ﬁmoﬁm’a)S,M
m#m',c
1
-5 Z (@Gl o) (4b)

mm’

(-- - )s.m being the average value in the |S, M) state.
Regarding the interaction term, Eq. (3), we assume that
in the most general case, the ground state with N electrons,
|S, M), may fluctuate not only to a state with N — 1 electrons,

|S —1/2,M), but also to a state with N + 1, |S+ 1/2,M)
(N < 5):
ﬁim = Z [VkaM(fckaa - 1/2?M - G><S7M|
ka,M,o
+ VE oS MIS — 1/2,M — 0 |¢kac
+ Y [V el S M — o) (S +1/2,M]
ka,M,o

+ Vigsg IS+ 1/2.M)(S,M = 0o ] (5)
A similar equation holds for N > 5. The different spin states
|S,M) are calculated by rotating the spin, which means
that they are generated from the state |S,S) by successive
applications of the operator S~. In this way the following
expression for the coupling terms, V5, in Eq. (5), is obtained
for the case of a half-filled or less than half-filled shell (N < 5
for a d shell) [34]:

S+ (DM

VS =V, 6

Mo 23 kd (6)

while for an occupation larger than a half-filled shell (N > 5
for a d shell), we arrive at the expression

S—(=1)'M
28

In Eqgs. (6) and (7), p is equal to O if ¢ = 1/2 and equal to
lifo =—1/2.

We should stress that Eq. (5) for N <5 defines
an Anderson-like Hamiltonian, where different terms
have one 6,10 -creation (or ¢y, -annihilation) operator and
a |S—1/2,M — o)(S,M|-annihilation (or a |S)(S — 1/2|-
creation) operator. The operators |S — 1/2)(S| destroy one
electron, for N < 5, in state |S), making the atom jump to

Vi, = (=17 Via- O]
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state |S — 1/2); likewise the operators |S + 1/2) (S| create one
electron, for N < 5, in state |S) making the atom jump to the
state |S 4 1/2). Notice that those operators are fermionlike
because |S) and | S £ 1/2) differ by one electron. However, op-
erators suchas |S,M)(S,M'|or |S £ 1/2,M)(S £ 1/2,M’| are
bosons (see Ref. [37] to see the properties of these operators).
Consequently, Egs. (5)—(7) define an Anderson-like interacting
Hamiltonian that depends only on one parameter,V;,, very
much like the simplest Anderson Hamiltonian introduced for
a 1/2-spin particle. This is the main advantage of our ionic
Hamiltonian [38], namely, that it does not depend on so many
parameters as the initial ionic model.

The interaction Hamiltonian, Eq. (5), depicts the cotunnel-
ing processes in which one electron or one hole can tunnel
from one lead to the atom and at the same time, another
electron or hole can tunnel from the atom to the other lead. An
inelastic scattering process occurs when the initial and final
states of total spin S have different energies. The transitions
to the virtual intermediate states with either total spin S + 1/2
or S —1/2 do not conserve energy, but the time spent in
these intermediate states is coherent with that predicted by
the uncertainty principle [39].

In general, the electronic and chemical properties of the
atom-surface system, as described by our Hamiltonian, depend
on the coupling parameter V;,; and the one-electron energies
involved in the charge-exchange process: ES — ES~1/2 =
Ja—Ji +eofor N<Sand ES — ESTV2 = —(J, — J*y) —
gy for N > 5.

The atom-surface coupling, Vi, in Egs. (6) and (7) depends
on the atomic configurations associated with the metal/atom
charge-exchange processes. In order to substantiate further
these assumptions, consider the Fe/CuN(100) case; some
density functional theory calculations [2,40] indicate that the
largest occupation for the minority spins appears for the d,>_
and d orbitals with occupancies of 0.72 and 0.49 electrons,
respectively (assuming the z axis in the direction perpendicular
to the surface).

On the other hand, the excited configurations with § = 2
obtained by considering the crystal-field effects are separated
more than 300 meV from the ground state and can be
disregarded as possible inelastic channels in the conductance
spectra around the surface Fermi energy, that only extends
up to 50 mV [14]. Therefore, by considering the following
orbital ordering |d,2_,2,d2,d;y,d,y,d), the Fe ground state is
IS=2,M =2)=11],01,01,01,01) and the atom can fluc-
tuate to the state |S =3/2,M =3/2) = [1],1],01,01,01)
by exchanging one electron with the metal (spin rotation
states are understood to be included in the space spanned
by |S =2,M) and |S = 3/2,M’)). Then, in this case Viq4
represents the coupling between the d,2 orbital and the metal
k state. An explicit calculation of the interacting hopping
elements between the different |S = 3/2,M) and |S = 2,M")
states yields the values of Eq. (7) (N > 5).

We should say that independent calculations by Etzkorn
et al. [41] indicate that there are some small contributions
from the spin-orbit interaction to the angular moment of Fe
and Co deposited on the Cu site (the most likely adsorption
site). That orbital momentum is calculated to be around 0.2 g
for Fe and 0.4 up for Co; these values suggest that assuming
that the ground state of those atoms is an orbital singlet is a
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fair approximation, as confirmed independently by the good
agreement we find with the experimental results.

All eigenstates ES of Hamiltonian (4) are degenerate in
M. This degeneracy is, however, partially lifted when the
following terms are added to the atomic Hamiltonian:

H,=gupB-§+DS>+ E(S2 - 52). ®)

The first term in Eq. (8) is associated with the Zeeman
energy (g is the gyromagnetic factor and g the Bohr magne-
ton); the other two with the effective anisotropy interaction
Ajj S‘,- -8 ; which comes from a second-order perturbative
calculation of the atomic spin-orbit coupling AL.S. We should
stress that this perturbation treatment includes contributions
coming from virtual transitions between states with L = 0 and
L # 0 which are not included in our simplified Hamiltonian
[14,15]; this means that the effective anisotropy interaction
can be viewed as an extra term to be added to our Hamiltonian
(4a).

Leaving apart Hamiltonian (8), H »» our ionic Hamiltonian
as defined by Eqs. (4) and (5) leads to an effective metal/atom
exchange coupling that keeps the rotational symmetry of the
problem, giving an independent confirmation to the validity of
this approach. This can be proved by applying the Schrieffer-

|
> 1/2M; —
kB,M,M,,0

LDy

kB,My,M,,0

Ly

kB, M\, M>,0

Ly

kB,M\,M>,0

NES
VkﬂM]a

[

( 1)251 [

AT

Ckﬁa|Sl -

y/2SiH1 /2% o

kBM,o kﬂalSlMl

Sk At
kBM>o Ckpo

/25‘2+1/2* AT
kBM>o kﬂa

(=D*'[V,

|S1My; SsMy — o) (S1My; S5 + 1/2Ms| + c.c.].
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Wolf transformation [42], assuming I:Iim small and using a
second-order perturbation theory [7].

III. AGGREGATES OF ATOMS INTERACTING
WITH A METAL SURFACE

In this section we consider the case of many atoms (o« =
1,2, ...,n), distributed parallel to the surface, then, if for each
atom «, we have the electronic configuration |S, M, ), we also
have the completeness condition X, |S, My)(Sy M| = 1. The
extension of Egs. (4) and (5) to the case of many noninteracting
atoms is straightforward by considering the direct product of
the different states for each atom:

|SaMa;Sbe;ScMc;~'>
= |SaMa> ® |Sbe> ® |SCMC> ®....

The one-electron tunneling mechanism of charge transfer
[Eq. (3)] means in this case that the charge fluctuation in atom b
is occurring without change in the electronic configurations of
the other atoms. Then, the interaction Hamiltonian, Eq. (5), in
the particular case of two atoms, is straightforwardly extended
to the form

o, S2M2) (S]M] 5 S2M2| + C.C.]

03 S3Mo)(S) + 1/2M 15 S:Ms| + c.c. ]

|S1M1;S, — 1/2M5 — 0 )(S1 My S;Mp| + c.c.]

€))

Equation (9) is written in the basis set which diagonalizes the system of noninteracting atoms. In the next step we write the
interaction Hamiltonian in the basis set {sz‘ 52} that diagonalizes the following atomic Hamiltonian:

atom—ZEsllsva SI’M|+Z DSZ—G—E 52

+Zg,u33 $i+> 4S5+ 8), (10)

i#]

which includes the anisotropy term, the interaction with an external magnetic field B(third term), and a Heisenberg exchange
interaction between atoms (fourth term). It should be commented that this last interaction is in principle contemplated by our
Hamiltonian. However, this interaction can be shown to be of fourth order in the interaction V;; [43], while the calculations we
are going to present in the next sections are performed to second order in Vy,; therefore, there is no inconsistency in our approach.
If our calculations were extended to all the fourth-order terms in V,, one should take away the interaction Z J; jS S

Let us consider from now on the case of two atoms and assume that we have in each atom only spin ﬂuctuatlons from S
to S-1/2; then, the interaction Hamiltonian (9), projected over the basis set that contemplates the mixing of the noninteracting

many-body states, |1ﬂ5‘ S2y = ZMI-MZ aﬁi'AZZ)lS]Ml,SzMz), takes the form

Hu= Y [T, a0 055 + e ]

ka,o,i,j

+ Z k(;;jSl 1/2,85— 1/2*Alaa|w51 1/2,85,— 1/2>(w}5'1,S271/2|+C.C.]
ka,o,i,

Y SIS Ty e
ka,o,i,j

+ Z (— 1)2(S1—l/2)[ i{lm;/ZSz*Sz 1/2*Aza”|w51 1/2,8— 1/2><1//S] 1/252|+CC] a1
ka,o,i,
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This is an Anderson-like  Hamiltonian, where
kwhps' 172, Sz)(sz"SZL for example, is the product

of a creation operator, é,iw, and an annihilation one
|1/f.S =1/ 2’52)(1/f.5“sz|' with this term, the many-body atom
system changes from the state |1p5‘ 52 to the state |1ﬁS‘ 172, SZ)
due to the electron transfer from the atom 1 with total spin S
to the surface. The coupling parameters are redefined as
Tslﬁ'slfl/z.sz — Z aj(S] Sz)* i(S1—1/2, SZ)Vkutm]U (12)

kaoij mymy ml —o M,
mymy M,

This Anderson-like Hamiltonian allows us to calculate the
tunneling current through the Co-Co or the Fe-Fe dimers,
as well as the electronic properties associated with their
Kondo resonances; this is at variance with many other ap-
proaches where a phenomenological Kondo-like Hamiltonian
depending on different parameters has been used [22-24]. The
accuracy of the results obtained from Eq. (11) depends on the
quality of the approach used to solve it.

We analyze Hamiltonian (11) by means of a
Green’s function approach, combined with an EOM
technique, associated with the different annihilation and
creation operators: Iw,‘s_m's/)(Eﬁjs‘S,LWiS’S/_l/z)(WjS'S,L

. ,|1p,»5'5/>(wj5vs’*1/2| ..., appearing in that Hamiltonian. It
is convenient to realize that the spin fluctuation S < § — 1/2
in atom A can occur in the presence of the other atom B with
either spin s or spin s-1/2; and the same is valid for the spin
fluctuation in atom B (S is used now for atom A and s for
atom B, instead of S; and S,). These two possibilities can
be identified with the following “creation” operators (N < 5):

PHYSICAL REVIEW B 96, 115439 (2017)

B(l)l |I/IS v>( S.5-1/2). ,

B(z)T WS 1/2, s)<w$—l/2,s—l/2’ (13)
j .

Then, the appropriate Green’s functions for calculating the
electronic transport properties for each atom, close to the
equilibrium, must contemplate the two-atom system with the
two possible spin fluctuations in each atom. That means one
has to solve a matrix of 16 elements (see below) defined by
the blocks [A@AP], [A@ BB, [B@BP)], and [B@AP].
In other words, we need to calculate Green’s functions such as
those defined in the first two blocks (for the second two blocks
the Green’s functions are completely similar):

Gar (AD) =0 — n{{AY (1) AL 1)),  (142)
Gas (BW) = io@ — n{{AY ), BL 1)), (14b)

where {...} is the anticonmutator of the two operators inside
the brackets.

The first ones [Eq. (14a)] are diagonal in site, and foro = B,
are also diagonal in the spin configuration that fluctuates; while
the second, Eq. (14b), corresponds to off-diagonal atomic
Green’s functions.

The normalization of the space of configurations requires
fulfilling the following relation:

Z<|w55 Ss +Z|w5 I/Zs

i
sA 1/2 ss—1/2|>+Z(|w$—1/2,s—1/z>
j
J

S 1/23|)

2

AQ) Wfs s>( §—=1/2.s : » <w§_1/2,s—1/2|) -1

A(Z)T ’ws s— 1/2><¢§71/2,x71/2’ J
J

IV. EOM METHOD FOR CALCULATING THE GREEN’SFUNCTIONS

Here, we describe the procedure for calculating one particular Green’s function. We assume that the interaction of the atom
with the tip is negligible compared with the interaction with the substrate (tunneling regime). In this case the atom spectral density
is determined by the atom-substrate interaction, while the current through the atom is determined by the coupling between the
tip and the atom. Then, from now on we will only refer to the atom interaction with the substrate band states in the calculation
of the Green’s functions and by simplicity, we omit the subindex o = s.

Taking into account the time-dependent evolution of the Heisenberg operators, d A W/dt = —i i[A%), A1, and the orthonormality

qp’
51,8

of the many-body functions ;"™ we can write (Z;; corresponds to either A or B)

idG 7 (A\))/dt = 8¢t — {29 A\ }) + i -

ij

o{{Zif".[AG- A1},

qm?

where [. . .] is the commutator of the operators inside the brackets, in such a way that the time derivative of the Green’s function
Gz (AL is

4Gy (A1 = 50 — 28 ADON + (B — ES )G (A) + X ity Gy (03705 )
k.o.n
+ Z T];:]mnGZ | )(w{is,f‘é +( 1)25 Z kaanZ ‘wS 1/2, Y)<_¢,S s— I/Z‘C ) _ (_1)25—1
k,o,.n k.o.n
X 3 Tioun Gy (el [~ ). (15)

k,o.n
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Notice that the different Green’s function components of this equation come from different transitions like such as Aﬁ;}l =

WS‘”“) (ws S| — cka |1ps /2.5~ 1/2) (quﬂ, where an electron & is transferred to the metal from the state |,

to the state|1ﬁs V/25=1/2y

S=1/2sy which jumps

In the next step, we calculate the time derivative of each new Green’s function which appears in Eq. (15). After introducing

mean-field approximations like this one:

Gz (Bpiiia) ~

(k) G 70 (BL).

for example, the equation for the Green’s function G ze (cka |¢S 2s=1/ 2) (qu's |) yields

idGys (eka|¢,f*1/2’5*1/2)<1pj¢|)/dt =8(r —
+(E)” —

Al
Z Tkapq
Z kffnp

qu (3(2)

ka)GZZ. (B((]},)) - (_1)2S71 Z Tklznp(l
p

2k L™ 272wy )
E571/2,371/2 _

)G el )
— (= 1)252 T g (ko) G 25 (A0))

— ko) Gz (AL)),  (16)

where, again, new Green’s functions appear due to transitions from c,mWS H2.:s=1/ 2)(1&5% to annihilation operators such as
B(2) [ A2y 5_1/2’s| and A(” = |1//S_l/2’s)(1//5’3| By Fourier transforming Eq. (16) and inserting it in the Fourier
transform of Eq. (15), we finally obtam the following equation (Z; = A )

g0 (A Gy (45)

= ([ W™ 18m + [y~ W72 81

n Tkl?rnq<A Ck(r) e 1)23 Z ka;pq<B ck(,> 5
kon @~ €k — E,f V2 +ES 12 m fop @~ €k — Eis V2 ES /2.5 %
(I)Jf 2 A (2)
_ Z kmnp(ApJ C’“’> (=12 Z Tkﬁlm(cllcijI ) s
fop @ T €k — ESS+ESA i kalw+8k ESY+ES 1/2.5—1/2 %4t
-~ 1 ’_‘ A — 2 N 2
+ 2 8, @G (A) + Y- B @Gy (A) = D B @)Gay (A7)
p#Fm p#q Pl
! _ B2 ~
+ (=D Z Efp(a))GAil (B!(I}’)) + (=1t Z call; (w)GAilf (Bl(;)) a17)
p Lp
where we have defined
1 2 n
iTkAonq’ (1 — figo)

TUAD) = o — ESS 4 EST12s —

—E,f 1/2s+ES 1/2.s

_Z |Tkamn|2<ﬁk”>
— e —ES + ENY

k,o,n w — & fom
B! 2 N . 2 R
’Tkonq’ (l_nk0'> _Z |TkBO'lm| —l’lkU> (18)
kon @ — €k — Erfs 172 + ES 1/2.s kot @ + & — ESS + ES 1/2,s—1/2"

The expressions of the crossed atom-band state terms
such as (A( )Tck,,) and of the self-energies quantities E(w)
introduced in Eq. (17) are given in the Appendix. In all the
expressions above w = (w — in),—o, because of the advanced
Green’s functions used [Eq. (14)].

Equation (17) relates the Green’s function G Af;(A(q]’:l) to
other components such as G A‘;](Ag[}), G A,-‘j(Afl))’ G A[_lj(é,g}’)),
and G Al (13’(2))' these off-diagonal terms are second order

compared with the original Green’s function, G 41 (A%). and
one is tempted to neglect them for calculating the orlglnal one.

f

This is what we did in Ref. [35] to calculate the properties
of the Fe-Co dimer. However, we have checked that this is
a bad approximation for calculating the Co-Co dimer, the
reason being the degenerate states that one finds around the
Fermi energy in the atomic Hamiltonian (10). In Ref. [35]
we also neglected in Eq. (18) the last two terms; both are
important when analyzing the Co-Co case. In particular,
the term like 1/(w — & — Ep* "% + Ep "% is associated
with the transfer of an excitation in one atom to the other;
its contribution is important for the Co-Co case because
(—ESS7Y2 4 37125 can be zero for this case.
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We should comment that, although the EOM equations
are solved up to second order in the atom-surface coupling
(T*T#*), the Green’s functions, as calculated in Eqs. (17) and
(18), go to a higher order, as can be easily checked by realizing
that those second-order terms appear in g, (Z("‘)) [Eq. (18)].
Notice that the one-electron problem for an atom-surface
interaction, without many-body effects, can be calculated
exactly by using the second-order EOM method.

On the other hand, itis interesting to realize that the different
self-energy terms of Eqs. (17) and (18) are proportional
to either (TATA*), (TBTB*), (TATE*), or (TBT**). The
last two factors, (TAT5*) or (T#T#*), are proportional to
exp(:l:lk R) R being the vector ]omlng atoms A and B.
Then, notice that for Ekexp(:lzzk R) the angular integration
yields (taking k constant and assuming the energy band to
be spherically symmetric) the following factor:sin(kR)/kR.

J
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For the Cu Fermi energy, kr = 1.36/A, so that for the
expected distances of R > 2A we find |sin(kp R)/krR| < 0.2,
indicating that the terms with the off-diagonal contributions,
(TATB*) or (TBT**), should be much smaller than the
diagonal ones, (TAT4*) or (TBT5*). As discussed below,
calculations with (74T 5*) and (78 T**) smaller than 0.2|T*|?
and 0.2|T8|? yield results similar to taking (TAT5*) =
(TBT4*) = 0; therefore, we are going to assume this condition
to be satisfied in most of the cases presented in this paper.
Notice that in this limit the atoms see each other only through
the interaction JS = § , in such a way that for J/ =0 one
should recover the case of independent atoms; this suggests to
approximate Egs. (17) and (18) by including spin fluctuations
in atom A, and neglecting contributions from spin fluctuations
in atom B thatis assumed to keep its spin s. This approximation
reduces Eqs. (17) and (18) to the following expression:

o — ESV +ES- 1/2,s
|Tkar1q| (1=n4o) |Tl<amr1 GA ( E/ln)l)
Ko 0ek— Ey VR gy _k%:n w—e—Ey" +Ex"
, ) Td (A 80)
= (qu's)WiS’s |5J‘m + WJS Uh)(‘ﬁrfzil/z’xwiq} + kX: ©— & _kJEnE’ 1;Zs —:ES 1/2;‘S
,o,n
kamp(A(l)Tck‘7> oAl (1) (1) oAl (II) )
_ Z o S+ Y BLO@)G, (AD) +Y 880G L(AD)- (19)
— & —

kap

pFm

P#q

In this approximation, the information about the magnetocrystalline field and the exchange interaction between atoms is only
introduced in the calculation of the eigenvalues and eigenstates of the corresponding atomic Hamiltonian. Equation (19) will
be used in some specific cases to be discussed below; a further approximation to Eq. (19) will be introduced by neglecting the

off-diagonal Green’s functions, G 41 (Aéln)l).

V. THE TUNNELING CURRENT

The tunneling current, when the tip is positioned simultaneously over the two atoms (A) and (B), is calculated as I + I =

—i 2 d

(ix,+) /dt; this equation takes into account the transfer processes between the k;o electrons of the tip and the magnetic

atoms (we are now discriminating k into the two possibilities, k; for the tip and kg for the surface). A direct calculation of

[fzklg,lfl] leads to the expression for I5 (Z = A, B):

15 = ——Im > 1L e

k(r]t
ki, j

wo) + O TE( 2 ewa) | (20)
ke, j

Following the same procedure as that in Ref. [34], the conductance G = dI/dV, measured with the tip over the atom A in
the limit of low temperatures and small bias voltages V, but considering the interference terms due to the possibility of the tip
seeing the atom B too, is given by (G is the quantum of conductance)

Ga/Go =

oijqm

oijgm

> DAY ImG g (AD) + Y T(A'A2),,ImG , (AD)

+(=1)% Z F(AlBl)iquImGA’;j (BL)) + (=11 Z F(Ale)iquImGAll (BS)

aijqm

aijqm

+ Y DA AYguImG g2 (AD) + ) T(A*A);0,ImG 42 (AD)

oijgm

oijgm

+ (=1 Z F(AZBl)l_quImGA%](ﬁ;lW),) +(_1)2S—1 Z F(Asz)iquImGAf,.(é;zyy),)~ Q1)

aijqm

aijqm
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The quantities I" in Eq. (21) define an effective broadening
given by

agzb
T(A“ZP)ijqm = 2T 2 iin): (22a)
where
azp B
?]zizq(ttp)(g) =7 Z Tk,zrj*zT/Z(rmq (e — Sk/)‘ (22b)

Notice that Eq. (21) has the conventional form of a tunneling
current [44,45]: the terms like ImG are associated with the
density of states of the magnetic atom in its interaction with the
metal (because the tip-atom interaction is negligible), in such a
way that the tunneling current is proportional to that density of
states and to a factor like I'(Z,Z,) = 7'[TZZ'*TZZ2 0:(g), which
includes the tip density of states and a second-order term (7?)
in the tip-atom interaction.

If Z=B in Eq. (22b), we find a contribution like
> ViV, B, which is small for the reasons given above.
Neglecting these contributions, we find, for the conductance
measured in atom A, the simplified expression:

AlAl Al
Ga/Go=4 Z UiimgaipImGay, (A((pi)
ijgm
AlA? A(2)
+4 Z Fumq(nmImGA}, (Aqm)
ijgm

AZA! ¢!
4 TmainImG .z (AG)

ijgm
A2A2 N
+4)° T imgainmGaz (AD). (23)
ijgm

And in the case of neglecting the fluctuations in atom A
in the presence of atom B with spin s-1/2, the conductance
reduces to the first term of Eq. (23).

VI. TWO ATOMS WITHSPINs =S =1/2

In this section we analyze the conductance for a symmetric
dimer with S = s = 1/2; this simple case will allow us to
compare the complete description provided by Eq. (18) with
other simplifications discussed above [see Eq. (19) and the
ensuing discussion].

As mentioned above, we consider an interaction between
the two atoms provided by a Heisenberg term J S - §, in such a
way that positive (negative) values of the exchange parameter
J mean an antiferromagnetic (ferromagnetic) interaction
between atomic spins.

In the case of a dimer formed by atoms with equal spin,
we will suppress the total spin of each atom in the notation
|SM,sm). Then, different configurations will be denoted by
lo,0'),]0,0),10,06') and |0,0).

When the Heisenberg interaction between atoms is turned
on, we have the triplet state with total spin 1:

1
12,172 _ .
= S+
W =100 PP =10
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FIG. 1. The complete calculation [Eq. (17)] for the 1/2-1/2
dimer. The thin lines correspond to the conductance neglecting
the crossed interaction term (I‘(gurfm) =0) and the thick lines to
the conductance calculated by considering T2 = 0.2 {fe..)s
for several values of the exchange interaction between atoms, J.
(a) Ferromagnetic interaction. (b) Antiferromagnetic interaction
(64 = 1eVand T, = 0.05eV).

and the
1/2,1/2

with energy Ell/zz’;/z =2¢4+(1/4)J, singlet,

S = S0M ) = 1] with energy £,/ = 26, —
(3/4)] ObV10usly, for J/ <0 (> 0) the ground state is a
triplet (singlet). In these equations, 2¢, is the energy of the
two electrons for the noninteracting atoms.

The other spin dimer configurations involving spin fluctua-

0,1/2 _ 0 12 _ 1 /20 _
tioninone atomare ¥, '~ = [0, 1); =10,{);
[1,0) and 1/f1/ 20 = |},0) with energy sd, finally, the conﬁgu-
ration wl =10,0) corresponds to having spin fluctuations in
both atoms.

The results we are going to show correspond to ¢ = 1 eV
and two possible values of T'il.., [Eq. (22¢)]: 0.05 and
0.1 eV. We consider first the cases for which '8 =0 or
48 = 0.2I'*4, and calculate the differential conductance
across the atom A using the first term of Eq. (24) and

T iacey = 0.05eV. Comparing both cases in Fig. 1, we see

that T80 o) = 0.20{.ce) Yields a differential conductance
very close to that calculated for F“urface) = 0. This result

substantiates our claim that the I'*# interaction, for [{{5: ) <
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T T T T T
(a) J=0
0,061 -0.05
-0.1

m -0.2
0
b= -0.6
3 -1
E’ -2 meV
©
s
5 0,04
—
T
O

0,02 T T T T T T T T T T

G (arbitrary units)

V (mV)

FIG. 2. The 1/2-1/2 dimer case taking the crossed interac-
tion term (5. ., = 0. Complete version, Eq. (17), (thick lines)
compared with the approximated version, Eq. (19), (thin lines);
[{fiacey = 0-1€V. (a) Ferromagnetic interaction. (b) Antiferromag-
netic interaction.

0.2F(/2l/1‘rface), has a very small effect on the conductance;
therefore, we are going to assume from now on for all the
calculations presented in this paper that Féfrface) =0; we
stress, however, that this assumption does not imply that J, in
J§ - §, proportional to | V42| Vi B |2, is also negligible, because
even if J is small it has an important effect on the degeneracy
of the levels around the Fermi energy, degeneracy that is
associated with the fine structure located for the differential
conductance around that Fermi level. We should also comment
that the case T8 = '4 = I'BB (not discussed here in detail)
decouples the singlet and the triplet states of the 1/2-1/2 dimer,
in such a way that its differential conductance spectrum only
shows a kind of Kondo resonance at the Fermi energy [46].

In particular, the conductance steps, located at around =J in
Figs. 1(a) and 1(b), are associated with the excitations between
the singlet and triplet states.

In Fig. 2 we compare the conductance calculated by
using Eq. (24) for (a) the Green’s functions obtained from
Egs. (17) and (18) (complete version), and (b) the Green’s
functions given by Eq. (19) (approximate version). Figure 2(a)
corresponds to a ferromagnetic interaction (J = —0.05, —0.1,
—0.2, —0.6, —1, and —2meV) and Fig. 2(b) to an antiferro-
magnetic one (J = 0.05, 0.1, 0.2, 0.6, 1, and 2 meV).

PHYSICAL REVIEW B 96, 115439 (2017)

The first thing to notice is that both solutions are very close
to each other for small values of I" and J; only for the largest
values of I' and J some small discrepancies between both
solutions appear. On the other hand, regarding the general
properties of the results shown in Fig. 2, notice the following
points: (a) the solution for J = 0 shows a Kondo peak that
corresponds to the case of an isolated atom, because in this
limit there is no interaction between the two atoms. (b) For
the ferromagnetic case, that Kondo peak evolves into a dip
around the Fermi energy as J increases, but for large values
of J (between 0.5 and 2 meV) a new Kondo resonance
appears associated with the degeneracy of the triplet ground
state. Moreover, the solution also shows the conductance steps
associated with the excitations between the triplet and the
singlet states. (c) For the antiferromagnetic case, the Kondo
resonance found for J = 0 evolves, for large values of J, into
a single dip between the conductance steps associated with
the singlet-triplet excitation. We should stress that for both
the antiferromagnetic and the ferromagnetic cases the Kondo
peak appearing for J — 0 disappears for very small values
of J, namely, as far as the triplet-singlet splitting is larger
than the Kondo resonance width. This indicates that there are
channels mixing the singlet and triplet states that are crucial
in the destruction of the Kondo state.

We conclude from these calculations that taking I'42 = 01is
a good approximation to our general solution, and that Eq. (19)
represents a fair approximation to Eqs. (17) and (18).

VII. A SIMPLE APPROXIMATION TO THE Co/Co case

We start analyzing this dimer by taking the minimum basis
set that allows us to describe within a reasonable approxima-
tion the tunneling current around the Fermi energy. In this
approximation we consider Hamiltonian (8) for a Co atom
(S =3/2) with D = 2.8meV and E = 0 [8], and realize that
its eigenstates and eigenvalues are |3/2, & 3/2), E3/>%3/2 =
9D/4 and |3/2, +£1/2), E¥*>*/2 = D/4; as E3/>*3/2
E32#1/2 = 2D (5.4 meV) we neglect the |3/2, £ 3/2) levels
and consider only the |3/2, &= 1/2) states in this approxima-
tion, valid only for energies close to the Fermi level (<3 meV).
This implies that the Co/Co dimer is analyzed by means of
the following four states: |3/2, +1/2;3/2, & 1/2), which is
reminiscent of the 1/2-1/2 case discussed above. As in this
case, we introduce the triplet and singlet states and use a similar
notation, so that

Wy 2A(S = 3/2) = 1/V2004.4) + 14D
W28 =3/2) = |1,1);
W22 =3/2) = [1.4);
and W,' 2128 =3/2) = 1/V2[11.0) = . D);
the corresponding energies associated with J S, - S, are
E\V2V2(§ =3/2) =70/4;  E,VRV2(S=3/2)=17/4;
E3V2V2(8 =3/2) = J/4; and
E \2VA(S =3/2) = —97/4;

notice that the energies E, and E3 are the same as before,
but E; and E, are different due to the matrix element
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0,02+ 4

G (arbitrary units)

1.0 meV

0L0+——"F—""T+—FT T T T T T T

V (mV)

FIG. 3. The conductance spectra for a simplified Co dimer in the
case of an antiferromagnetic interaction for the J values indicated in
the figure and the same energy level and width parameters of Fig. 2
(Tiucey = 0.1eV and g5 = 1eV).

(surface

(T,¢|J.§’1 -S04, 1) that changes because we are now working
in the 3/2-spin space.

As the Co atoms with spin 3/2 jump to the states
having spin 1, we have to consider the different states
[1,1); |1,0) and |1, — 1) for each atom; however, Hamiltonian
(8) locates states |1,1) and |1, — 1), 2.8 meV above the |1,0)
state. Consistently with the previous approximation for S =
3/2, we only keep the state |1,0) for S = 1, and work in the
§ =3/2*S = 1orthe S = 1*S = 3/2 space with the states

[1/2;0);|—1/2;0) and |0;1/2);|0; —1/2),

where components |0) and |£1/2) refer to the |S = 1,0) and
the |S = 3/2, £ 1/2) states.

Finally, if both atoms jump from § = 3/2to S = 1, we work
in the § = 1*S = 1 space and consider only, in consistency
with previous approximations, the state (S = 1,m =0;§ =
1,m = 0) which we represent by |0; 0).

It is interesting to realize that this approximation for the
Co/Co dimer yields a similar Hamiltonian to that discussed
above for the 1/2-1/2-case; the only difference appears in
the energies of the states W; /2172 pecause we now have the
triplet states W,'/%!1/2 and W;'/21/2 degenerate but different
from the other triplet state W, !/>1/2; g V21/2(§ = 3/2) —
E,"/212(S = 3/2) = 3J/2; moreover, E,"/>12(S =3/2) —
EM2V2(§ =3/2) =572,

These results show how the doublet associated with the
individual Co atoms is broken by the J 3’1 . 3’2 interaction.

In Fig. 3 we show the differential conductance behavior
around the Fermi level in the case of an antiferromagnetic
interaction between the Co atoms, calculated using the simpli-
fied model described before. When compared with the same
calculation for the dimer of atoms with spin 1/2 [Fig. 2(b)],
we observe that the steps associated to the excited states in the
Co dimer begin to be visible at J values larger than 0.1/meV;
this indicates that to model the Co-Co system as a typical
spin-%2 system does not reproduce the correct structure of the
conductance spectra for relatively large values of J.

PHYSICAL REVIEW B 96, 115439 (2017)

0,3 .

G (arbitrary units)

0,0-— T T T T T T T T T

G (arbitrary units)

V (mV)

FIG. 4. Conductance through a Co atom as a function of the
applied voltage for zero magnetic field. Isolated Co atom: the
calculated results (solid line) and the experimental results (crossed
circles). The theoretical results considering J = 0.22 meV for Co-Co
dimer (0,2) of Ref. [13]: black solid line corresponds to the calculation
including only the diagonal Green’s function components G , L (Af.;.));
gray solid line corresponds to the calculation including diagonals
and nondiagonals G , }/ (A(;q)) but within a reduced space of (10,4,4,1)
states. The crossed circles are the experimental results [13]. The inset
is azoom of the calculated conductance behavior close to zero energy.

VIII. GENERAL CALCULATIONS FOR
Co-Co AND Fe-Fe DIMERS

A. Co-Co dimer

We analyze this case in several steps. First, we calculate
the case of a single Co atom: as discussed in Ref. [34], in
this case we use Eq. (19) by neglecting all the off-diagonal
Green’s functions and keeping only the diagonal components
G A}j(AS‘) ). We find for this single atom that the experimental

curve is well fitted [see Fig. 4(a)] by using a level width
T iacey = 200 meV; this quantity and the phenomenological
anisotropy parameters D = 0.28 meV, E = 0 [2] were used
in this calculation and in all the others presented below.

For the Co dimer we have calculated the differential conduc-
tance, and compared with the experimental results of Ref. [13]
for the dimer (0,2), using two different approximations since

a complete calculation with all the diagonal and off-diagonal
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Green’s functions goes beyond our computational capabilities:

(i) we consider the complete configurational Al(.}) space, but
including only the diagonal Green’s function components
G Al (Al(.})), and (ii) also considering the configurational Af;)
space but including both the diagonal and off- diagonal Green’s
function components, within a reduced space including only
the ten lowest energy configurations for spins (S, s), the four
lowest ones for spins (S, s-1/2) or (S-1/2,s), and the lowest
one for (S-1/2,s-1/2). This calculation, which we will refer to
as (10,4,4,1), provides a better description of the conductance
spectra for J = 0.22meV in the energy region around the
Fermi energy [see Fig. 4(b)].

Notice that for the isolated atom the agreement between the
theoretical calculation and the experimental data [Fig. 4(a)] is
good except near the Fermi energy, because our approximation
does not reproduce with good accuracy the Kondo resonance
[34]. On the other hand, our results for the Co-Co case and
the (10,4,4,1) approximation [Fig. 4(b)] are in very good
agreement with the experimental data around the Fermi energy,
although a small discrepancy appears for V = 3—5meV; in
the inset of this figure we can observe the conductance steps
at (5/2)J and 4J associated with the broken degeneration
for an antiferromagnetic interaction of the quadruplet states
of the isolated Co atoms (as already found for the simple
case discussed in Sec. VII). The results calculated using only
the diagonal Green’s function components G Al (AE})) are only

reasonable even if they reproduce the main characteristics of
the experiments.

Notice also in Fig. 4, some kinks in the spec-
tra around +£3 meV; they are associated with the term
S T2 — Ag) (0 — ex — Eg " + E5*%) and the con-
dition @ = ES7'%% _ ES7V25 4 other words, the kink is
due to the excited states in the magnetic atom for S = 1; as
discussed above in Sec. VII, the energy difference between
the degenerate states |1,1) and |1, — 1) and the state |1,0), is
2.8 meV, in perfect agreement with the energy position of the
observed kink.

In the following figure we examine the behavior of the
conductance vs applied voltage, when there is a magnetic

=}
S
1
1

G (arbitrary units)
[=]

00 -——T—
V (mV)

FIG. 5. The same as in Fig. 4 for a magnetic field applied in the
x direction. The symbols are the experimental results of Ref. [13].
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FIG. 6. Theory (lines) vs experiment (symbols) for the Fe-Fe
dimer in the geometry (2,0) of Ref. [14]. In absence of a magnetic
field (black curves) and in the presence of a magnetic field in the z
direction B, = 2T (gray curves).

field applied in the x direction (Fig. 5). Both calculations use
the same parameters as in Fig. 4, and are compared with the
experimental data for 4 and 8 T.

Our theoretical results are again in very good agreement
with the experiments for B = 8 T and the (10,4,4,1) approxi-
mation; the jumps in the differential conductance are related
to the excited eigenstates of the atomic Hamiltonian. For
B = 4T, our results are not so good; this is probably related
to the Kondo resonance that appears in this problem for a
magnetic field of 3.1 T [13]; this Kondo resonance effect
makes the dip near the Fermi energy too deep in our theoretical
calculation, although the (10,4,4,1) approximation seems to be
in better agreement with the experimental data.

B. Fe-Fe dimer

In the case of two Fe atoms, where the ground state is
a singlet state in any case, for interacting or noninteracting
atoms, the conductance spectra only show a rather smooth
structure less rich around the Fermi energy than the one
found for the Co-Co case, due to the smaller number of
atomic excitations found in this case. In Fig. 6 we can
observe that the simplest calculation (i) which considers the
complete configurational Al(.jl.) space, but including only the

diagonal Green’s function components G 41 (AE})), reproduces
adequately the experimental results for the dimer (2,0) of
Ref. [14], which corresponds to an antiferromagnetic inter-
action J = 0.7meV either for zero magnetic field or for
B = 2T. In our calculations we use the anisotropy parameters
D = —1.87meV and E = 0.31 meV of Ref. [9], and a level
width 44 , = 160 meV [29].

(surface

IX. CONCLUSIONS

In this paper we have presented an analysis of the differen-
tial conductance across the Co/Co and Fe/Fe dimers deposited
on a metal surface. Our approach is based on the analysis
of an Anderson Hamiltonian which is introduced following
these steps: (i) First, we introduce an ionic Hamiltonian
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describing the electron charge transfer between the atom and
the metal assuming that, due to the low symmetry of the atom
environment, the ground state of the magnetic atom is an orbital
singlet. (ii) In a second step, this Hamiltonian is extended
to a dimer configuration including also an anisotropy term
and a Zeeman energy. (iii) That basic Hamiltonian for the
dimer is solved calculating some appropriate Green’s functions
using an equation of motion method. (iv) In a final step, the
differential conductance across the dimer is calculated in terms
of the Green’s functions provided by the equation of motion
method.

Then, we apply that formalism to the ideal 1/2-1/2 dimer,
a case that presents interesting similarities and differences
with a simplified Co/Co model; the main difference between
these two cases comes from the different excited states the
systems have around the Fermi energy. Finally, we consider
the full Co/Co and Fe/Fe cases; our results for these dimers

J
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show a good agreement with the experimental evidence. We
only find some discrepancies with the experiments when a
Kondo resonance appears in the problem; in those cases, our
calculations based on the EOM solution are not good enough to
collect the subtleties of the problem, otherwise our theoretical
differential conductance reproduces well the experimental data
and the electron excitations of the magnetic atom.
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APPENDIX

The self-energies introduced in Eqgs. (17) and (18) have the following expressions:
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The atom-band crossed terms needed for calculating the Green’s functions [see Eq. (17)] are calculated in terms of them in

the equilibrium condition:
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