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a b s t r a c t

We calculate the sputtering induced on a nanoporous material by fast penetrating ions, such as those
used for track formation and surface modification, in order to better understand and quantify the ejection
and redeposition of atoms in open cell nanofoams. We model the ion-induced sputtering yield from a
porous solid using a Monte Carlo approach and compare the results for the sputtering yields, angular
and depth distributions of the ejecta, with Molecular dynamics simulations and find good agreement.
For certain foam geometries, our simulations predict enhanced sputtering yields compared to the yields
from a fully dense solid.

� 2013 Elsevier B.V. All rights reserved.
1. Introduction

Nanoporous materials appear under a number of conditions in
basic and applied science: aerogels, activated carbon, metallic
nanofoams, etc. Several fabrication methods allow features of char-
acteristic lengths of 1–100 nm, making it possible to design mate-
rials with novel mechanical, thermal, electrical, optical and
magnetic properties. Because of the high surface to volume ratio,
full-density properties cannot be used for predictions. When we
consider the interaction of radiation with nanoporous materials,
the behavior can be very different from that of bulk materials,
resulting in different surface evolution and restructuring.

Several applications can benefit from a better understanding of
radiation damage at the nanoscale. Materials in fission and fusion
reactors develop a porous structure due to radiation in the range
eV–MeV, affecting the structural integrity, durability, mass and
heat transport. For instance, fuel pellets from fission reactors de-
velop a high-porosity structure due to the insolubility of the fission
gases in the matrix [1]. Shielding materials in fusion reactors such
as Tungsten can develop a nanoporous structure due to the large
plasma fluences [2]. Surface modification of nanomaterials using
ion beams can also benefit from such studies. Furthermore, mate-
rials in space (interstellar dusts, asteroids, comets) are generally
porous. Ion irradiation is greatly responsible for surface weathering
All rights reserved.
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and ejection of complex molecules into space, making porosity
important for astro-chemistry [3].

There are no scaling laws for the sputtering yield as a function
of porosity. The physical phenomena that take place is complex,
and involve reduction of thermal conductivity due to the material
confinement, angular and depth distribution of the ejecta being af-
fected by the complicated geometry of the material, and re-depo-
sition of atoms in the internal and external surfaces of the
material. There are a number of continuum-level simulations re-
lated to the problem of predicting the evolution of surface rough-
ness under ion bombardment [4,5]. This is related to the problem
of irradiation of a porous material because it has to take into ac-
count bombardment of surfaces at different incident angles, re-
deposition, etc. Monte Carlo (MC) simulations by Cassidy and John-
son [6] showed a large influence of porosity in the sputtering yield
when the sticking coefficient of ejected atoms is large. In their
study, bombarding ions deposit their energy within a distance
from the surface much smaller that the mean pore radius. There-
fore, in this case the decrease in yield is mostly associated with
re-deposition of atoms ejected from internal surfaces of the sam-
ple. For bombarding energies below 0.5 keV, experimental and
MC simulation results for the enhancement or decrease in the
sputtering yield of compacted powder samples, as compared to full
density samples, were very recently explained by the competition
between enhanced angular sputtering and re-deposition effects
from a rough target surface [7].

Current models and experiments could benefit from simula-
tions at the atomic level. Molecular dynamic (MD) simulations
follow the evolution of a system of atoms interacting through an
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effective potential and have been used to study electronically in-
duced sputtering [8]. Monte Carlo methods like SRIM [9] offer flex-
ibility and speed in calculating sputtering yields, but cannot
typically account for non-linear effects in the nuclear stopping re-
gime, and would give zero sputtering yields in the electronic sput-
tering regime since a link between electronic energy deposition
and lattice atomic motion is not provided. MD, on the other hand,
is computationally costly but can reproduce experimental results
for simple solids, like pure metals and semiconductors, and it can
include chemical sputtering and electronic effects through differ-
ent models [8]. Recently, plasma etching from a surface of SiOCH
with nm-sized pores bombarded by 300 eV CF2 ions was studied
by Smirnov et al. [10], using MD. At normal incidence, sputtering
yield for the porous sample (65% density) was 62.5% of the yield
for the full density sample, but the behavior was complex regard-
ing stoichiometry and at other incident angles.

We recently presented results on sputtering yield from a swift
heavy ion thermal spike [3]. Here we use the results of the MD sim-
ulations for a thermal spike in a full density solid to parametrize a
MC model of the sputtering yield of a porous solid. We then compare
the MC results with an MD simulation of a nanoporous solid, and
finally we discuss the range of validity and possible applications.
2. Simulation methods

The MD simulation for the nanoporous sample is described in
detail elsewhere [3], and only a brief summary is provided here.
We use a Lennard–Jones (LJ) potential to describe the interaction
between simulated particles, which might represent atoms or
whole molecules. The LJ potential has two parameters: a length
r and energy �. The number density r and cohesive energy U of
the solid can be fitted using r ¼ 1:055=r3 and U � 8�, respectively.
Simulations are dimensionless and, therefore, a given material can
be chosen a posteriori to compare to laboratory data as needed
[8,11,12]. The porous samples were generated as in Crowson
et al. [13] A porosity of 45% was chosen for our simulations, with
a distribution of ligament/grain sizes around 5–8r (see Fig. 1(a)).
This sample has �195,000 molecules. A thermal spike model
[14,15] was used to describe lattice heating by the electronic exci-
tations, with a heating time of 0.2 (expressed in Debye times), and
a final temperature T � 1–30U, for a spike track of radius 1–10r.
100 sputtering events were enough to give an error in the yield
within a range of 3–10%.

For the MC simulations, instead of considering complex pore
geometries, we describe the nanoporous material with a uniform
(a) (b)

(c)

Fig. 1. (a) Initial sample of the MD simulation. (b) Sinusoidal pore geometry and
relevant parameters and variables of the MC simulation. Here L and H are the
diameter and depth of the pore, respectively, n is the surface normal, H is the angle
between n and the incident particle [i], and h is the angle between n and the ejected
particle [e]. (c) relative sputtering yield as a function of incident angle.
rugosity model and two simple cases with cylindrical symmetry:
pores with rectangular and sinusoidal cross-sections (Fig. 1(b)).
The first geometry allows to study the atomic re-deposition effects
which decrease the sputtering yield as in previous MC simulations
[6,7]. The second geometry includes, additionally, the increase in
the sputtering yield due to the increase of effective surface in the
material. The relevant dimensionless parameters of the model
are: the relative depth H=L, where H is the pore depth and L is
the pore diameter; the relative inter-pore distance X=L, where X
is the inter-pore distance and which is a measure of the grain/fila-
ment size ratio; and a scaling factor a0=H, where a0 is the lattice
parameter. Once an atom is ejected, it can escape the sample or
collide with other atoms. In the latter case, the atom may stick
or cause further sputtering. In our model we assume a sticking
coefficient of 1 (i.e., all atoms stick). Radiation was assumed to
be normally incident and uniformly distributed, and we set
X=L ¼ 1. Larger X would imply additional sputtering contributions
from a flat surface, which is assumed to be known.
3. Results and discussion

MD simulations of a full density solid provided the necessary
input for the MC simulations. Sputtering yield as a function of
the incident angle H are well described by YðHÞ / cos�mðHÞ, with
m ¼ 1:6. This agrees extremely well with experiments for elec-
tronic sputtering of condensed gas solids [16] and insulators [17],
as well as with previous MD simulations [18] and analytic models
[19] where the energy was deposited instantaneously as a delta
function in energy. We assume that sputtering goes to zero for inci-
dent angles larger than 80�, in agreement with experimental re-
sults [20] and simulation results [7], as plotted in Fig. 1(c). The
angular distribution of the ejecta did not depend greatly on the an-
gle of incidence of the ion, as also seen in experiments [17]. The
distribution of the exit angle h of the ejecta with respect to the sur-
face normal n is well described by YðhÞ / cosnðhÞ, with n ¼ 3:0. This
also agrees with experiments [17] and simulations [14]. However,
we note that simulations at much lower energy density might lead
to angular distributions approaching n ¼ 1:0, and that much larger
track radii might lead to even more forward peaking distributions.

Ejected particles in a full density sample originate extremely
close to the surface, with a depth distribution / z�4. As only a
few layers of atoms �4 as in Bringa et al. [14]) are important for
sputtering, the scaling factor a0=H will have little influence in the
MC results and a0=H was set to 0.

The energy distribution of ejected atoms is well described by a
Sigmund–Thompson distribution [21], but could also combine a
Maxwellian distribution and a Sigmund–Thompson distribution,
as found in MD simulations [15] and used by Cassidy and Johnson
[6] As the sticking coefficient was set to one, the energy of the
ejected atom will have no effect on sputtering. Otherwise, large
energies in the ejected atoms increase the probability of re-sput-
tering. The above distributions do not depend much on spike heat-
ing time, for times 0.01–2.

The angular and depth distributions of the ejecta are shown in
Fig. 2. At normal incidence, the area being bombarded is always
the same for the square pore, while for the sinusoidal pore the area
increases as the value of H=L becomes larger. Because of the curva-
ture effects, as we increase H=L, the dispersion of the distribution
of the angle of ejection also increases for the sinusoidal pore, while
the distribution becomes more peaked in the case of the square
pore, as shown in Fig. 2(a). There is good agreement between the
MD and MC simulations using H=L � 1, which is consistent with
the geometry of the porous sample of Fig. 1(a). Additionally, there
is always a significant contribution to the sputtering yield from the
upper edge of the sinusoidal pore, as shown in Fig. 2(b). For values
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Fig. 2. Comparison of (a) angular distribution and (b) depth distribution of ejected
particles obtained by MD and MC simulations. Shallow pores (H=L! 0) correspond
to the distribution for surface ejection of a dense solid. Deep pores (H=L!1)
correspond to depletion due to ‘jet-like’ ejection. The nanofoam sample of the MD
simulations corresponds to H=L � 1—2. In the labels, sin. and rect. stand for
sinusoidal and rectangular surface profiles.
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of H=L > 4 we see that ejecta comes either from the edges of the
pore or from deep inside the pore, where atoms are ejected with
a forward distribution.

Visualization of our MD simulations for the nanoporous sample
indicates that the ejected atoms either stick to opposite surfaces or
escape if they were initially in a pore leading to a surface opening.
In Fig. 3(a) we show the displacement distribution of atoms with
respect to their original position in the MD simulations, and in
(a) (

Fig. 3. (a) Distribution of displacements in the MD simulation. Here Dr represents th
simulation. (b) Fraction of atoms that are redeposited in the opposite surface as a functio
the MD simulation (redeposition of �40%) and the MC simulation (redeposition in the r
Fig. 3(b) we show the re-deposition according to our MC simula-
tions. We can assume that an atom in the MD simulation that trav-
els a distance Dr more than the size of a filament (i.e., Dr > 5—10r)
has been ejected and re-deposited in another surface (ejected
atoms were excluded from the analysis of Fig. 3(a)). Clearly, ejected
atoms which were initially located far from the surface (i.e., more
than twice the size of the filament from the surface) would rede-
posit. However, if we consider a surface layer of thickness 15r
(i.e., twice the average filament size) and consider only atoms
which are ejected (Dr > 10r), we obtain that approximately 40%

of the atoms are re-deposited, while the rest are ejected without
collisions. This is consistent with the MC results of Fig. 3(b) at
H=L � 1. We also see from Fig. 3(b) that, for the rectangular pore,
redeposition rapidly converges to �1, but for the sine pore it goes
slowly to a roughly constant value �0.8. This is because the top
part of the pore behaves nearly as a flat surface and always contrib-
utes to the sputtering.

Fig. 4 shows the results for the total and effective sputtering
yield Y and Yeff , where the total sputtering yield does not take into
account redeposition while the effective sputtering yield does. For
the sinusoidal pore, the effective sputtering yield remains close to
1 for H=L < 4 and then decreases slowly because of the competi-
tion between redeposition and the sputtering enhancement due
to the curvature effects. Instead, for the square pore there is a rapid
decrease due to the large re-deposition seen in Fig. 3b) and no
enhancement due to curvature effects. Using MD simulations, we
find that the sputtering yield for the described nanoporous solid
is the same as that of the full-density solid [3]. This effect is repro-
duced in the MC calculations of the present paper, as shown in
Fig. 4. This is contrary to several studies and models [6,22,23],
which show a reduction in the sputtering of a porous solid when
compared to the sputtering of the non-porous solid. If we consider
the case of porous solids where the bombarding ions can penetrate
deeply into the material (H=L > 5), then we would have a case sim-
ilar to the one described by Cassidy and Johnson [6], and sputtering
yield values would indeed decrease compared to bulk values. How-
ever, if bombarding ions do not penetrate deeply into the material,
the sputtering yield will not be necessarily reduced because of the
competition between surface curvature enhancement and redepo-
sition effects.

Our approach can be easily generalized to include more general
situations, such as off-normal incidence and re-sputtering. For
sputtering induced by electronic excitations, the energy of the
ejecta is very low and would not lead to re-sputtering. On the other
b)

e net displacement of atoms between the initial and final configurations of the
n of the depth of the pore by MC. Reasonably good agreement is obtained between
ange 20–45%).



Fig. 4. Total and effective sputtering yields normalized by the flat surface
sputtering yield Y0, and redeposition factor R. The effective sputtering yield is
calculated as Yeff ¼ Y totð1� RÞ, where Yeff is the (normalized) effective yield, and
Y tot is the total yield. In the labels, sin. and rect. stand for sinusoidal and rectangular
surface profiles.
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hand, nuclear sputtering by keV projectiles might produce ejecta
with enough energy to re-sputter. Additionally, sticking coeffi-
cients different from 1 for sputtered particles might apply for some
molecular species with very low reactivity. Finally, inclusion of the
separation between pores, i.e. the grain/filament size as another
variable, may affect the sputtering yield. The size effect can be-
come important when the grain size divided by the ion range be-
comes smaller than approximately 3 [24]. However, there are
other effects which cannot be factored easily into the code: if the
filament/grain size is small, thermal effects due to the confinement
of the material might lead to changes in the ‘local’ sputtering yields
when compared to the case of a fully dense solid. In addition, the
code assumes that impacts are independent, which is valid for
the experimental fluences used to study sputtering yield, but inva-
lid at the large fluences used for surface patterning.

4. Conclusions

We modeled the sputtering from a one component nanoporous
solid. Our Monte Carlo approach can be used for a large number of
situations, since the input consisting of energy, angular and depth
distributions can be obtained from both experiments and simula-
tions for fully dense solids. For instance, there is a large body of re-
sults for sputtering induced by keV ions, which could be used as
input, taking into account the limitations of our approach.

Sputtering yield at the nanoscale is dominated by ejection of
atoms from the enhanced surface area near the top surface. If we
consider voids in the micron range, then the scenario is described
as in Cassidy and Johnson [6]. This differs from the density-de-
pleted sample we have simulated atomistically, where width and
extent of a single ion track overlaps several grains, and where
pores and grains are much smaller than the penetration depth of
the ion. Using MD simulations we found in previous work [3] that
the sputtering is about the same for the porous and bulk samples
when characteristic pore sizes are up to a few times larger than
grain/filaments sizes. Here we obtain similar results using Monte
Carlo simulations, in which we show that sputtering can even be
enhanced due to the increased effective surface for values of
H=L < 3, where H and L represent the characteristic depth and
width of the pores, respectively.

Our Monte Carlo simulations combined with MD simulations
open the possibility for parametric studies which can help guiding
experiments on radiation modification of nanoporous solids under
a variety of conditions, from nuclear reactors to astrophysics. A
way to confirm our results is to measure sputtering from metallic
foams for heavy keV projectiles, where electronic sputtering might
be negligible, or sputtering from swift heavy ions bombarding sub-
micron/micron powders, like silica and alumina powders which
are readily available.
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