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1. Traditional semiotic approaches and signs as consients of the mind

Different and influential semiotic traditions assirfeither implicitly or explicitly) that
the cognitive system of an individual is composédaveral kinds of signs. One of those
influential traditions is the one promoted by Pei(t934). According to this perspective,
signs are triadic entities: Every sign makes refeeeo something (its object) and evokes
a meaning in somebody’s cognitive system (integm®t Figure 1 provides an example:
The Spanish wordato [“cat”] illustrates the interaction among the siggelf, its object,
and its interpretant.

- Object

The whole set
(or category) Meaning evoked in the
of cats o
cognitive system of the

individual:
feline, domestic, etc.

(¢ Sign Interpretant

The word gato |

Figure 1: An example of Peirce’s triadic sign

Saussure’s conception liriguistic signs has also been highly influential: We have
a diadic (or biplanic) sign here. The signifier tree acoustic image, or the mental
representation of sounds, whereas the signifiedthis concept, or the mental
representation of meanings (Saussure 1916). Figurepresents the link between the
constituents of the linguistic sign. As it has besand, this conception has been highly
influential, not only in the development of senusti(Barthes 1964, Eco 1976, Lotman
1990) but also of esthetic theories (Culler 1975kkrovsky 1978).

Acoustic image: Significant

Concept: Signified
[FELINE, DOMESTIC, etc.]

Figure 2: An example of Saussure’s biplanic sign

Independently from important differences and stietde semiotic traditions have
the tendency to share the following related assiomgt There cannot be thought without
signs, and signs, which are produced and intemgrieyea single person, actually exist
within the thought system (i.e., the cognitive systempswth a person. According to
Peirce, signs are concrete constituents of the fainthe quasi-mind):
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[T]here cannot be thought without Signs. We musehgve “Sign” a very wide
sense, no doubt, but not too wide a sense to caithinveur definition. Admitting
that connected Signs must have a Quasi-mind, it fundlger be declared that there
can be no isolated sign. Moreover, signs requireast two Quasi-minds; a Quasi-
utterer and a Quasi-interpreter; and although theseare at one (i.e., are one mind)
in the sign itself, they must nevertheless be mhistiln the Sign they are, so to say,
welded. Accordingly, it is not merely a fact of hamPsychology, but a necessity of
Logic, that every logical evolution of thought shibbe dialogic (Peirce 1906: 523)

On the other hand, Saussure believes that lingusagins are real entities in the
mind, or the brain:

Linguistic signs, though basically psychologicak arot abstractions; associations
which bear the stamp of collective approval -andctvhadded together constitute
language- are realities that have their seat imbthm (Saussure 1916: 15).

However, can (linguistic and non-linguistic) sigms foundwithin the mind or the
brain of an individual? In fact, this fundamentahsotic assumption (“signs are located
within the mind/brain”) seems to be incompatiblahmtoncrete neurological evidence,
being neurological evidence relevant because ogmitiee system, which is able both to
produceandunderstandsigns, must have its physical basis in the brain.

Nevertheless, the hypothesis according to whiamggiistic and non-linguistic)
signs are part of the cognitive systems of thenbiidisconfirmed by basic neurological
evidence:

1. It requires a device in the brain that can readrmftion in symbolic form,
but our brains do not have such a device.

2. It requires some symbol storage, but the brain do¢store symbols in the
way that a computer does.

3. The process of interpreting symbols requires aoitlti devices, not only
storage for the symbols, but also a buffer in whizghstore the input item
while the process of recognition is going on, andlevice to perform
comparisons. However, our brains do not have sddtianal devices.

On the contrary, the hypothesis according to wltieh cognitive systems of the
brain store signs is compatible with the identifima of the brain with computers. But it
is well known that the brain is not a computertie foreword to Von Neuman’s book,
the Churchlands emphasize the crucial differenetsden the computer and the brain.

As we now know, the brain contains roughly1@ynaptic connections,
each of which modulates the arriving axonal sigitfore passing it
on to the receiving neuron. The job of the neursnthen to sum, or
otherwise integrate, the inputs of those synaptimnections (as many
as 10,000 onto a single cell) and generate its amonal output in
turn. Most important, these tiny modulatory actiorsl take place
simultaneously. This means that, with each synagssing active
perhaps 100 times per second (recall that typigaikirg frequencies
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are in the range of 100 Hz), the total number of siba
information-processing actions performed by theirbranust be roughly

10 times 10* or 10° operations per second! This is a striking
achievement for any system, and it compares vemporédbly with our

earlier count on 109 basic operations per second &o cutting edge

desktop machine. The brain is neither a tortoise @0 dunce after

all, for it was never a serial digital machine teegm with: it is a

massively parallel analog machine (Churchland anbur€éhland 2000:

Xix).

Against the hypothesis that our brain stores sysjl@more realistic alternative is
to assume that the internal structure does not Bgneolic representations of signs of
any kind, butthe means for producing and interpreting sigimte relational network
theory that will be applied here is also attractivem a neurological point of view
because it is compatible with neurological eviderfsee Section 4). Neuroscience
research has shown that the cerebral cagex network and that learning develops as
strengthening of connections. The basic process@dvied in text comprehension operate
directly in the network “as patterns of activatitvaveling the pathways formed by its
lines and nodes” (Lamb 2005: 157). Everything \whis considered semiotic is not
stored as representations of signs,ibig in the connections. This is the hypothesis that
will be considered in the next section.

2. The linguistic system as a network of relationships

The American neurolinguist Sydney M. Lamb developeteurocognitive theory seeking
to describe how language is represented in the huran, a goal that only superficially
seems to overlap with that of Chomskyan linguisti€somsky 1995, 2005).

In his bookPathways of the Braif1999), Lamb pronounces himself against the
idea that human brains contain such things asdexiems, syntactic objects and, above
all, an object-manipulating device. In this regardte the following statement made by
the generative linguist Steven Pinker:

The representations that one posits in the min@ hawbe arrangements of symbols
[...] Remember that a representation [...] hass® symbols to represent concepts,
and arrangements of symbols to represent the logitations among them (Pinker
(1994: 78).

Nevertheless, no direct or indirect evidence handeen found in support of the
hypothesis that there are syntactic objects or sysntepresented at brain level. In fact,
the belief that syntactic objects, words, and mempés lie within the “mind/brain” —to
use a term first proposed by Fodor (1983) and Humpted by such eminent linguists as
Steven Pinker and Ray Jackendoff (Pinker 1994, nthiké 2002, Pinker and Jakendoff
2005)- stems from an unwarranted and certainlyléegsumption: “what comes out” of
the mouth of persor must have been previously preseiithin his mind/brain, as if he
were a “vending machine” or a “factory” of sortsahb 1999: 109).

A plausible alternative is to suppose that whaees@n does is to produce words
“on the fly”: An individual's brain contains no leal, syntactic objects or “phases” of
syntactic objects; rather, what the human brains@eses are thmeansto produce
linguistic expressions.
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As it has been said, the idea that the mind cositsigns or symbols manipulated
by a special type of machinery is clearly rooted tie metaphor comparing the
“mind/brain” to a computer. However, the brain’snétioning cannot be seriously
compared with that of a computer. Among other thjrige brain contains no workspace,
no storage areas, no transducers, no input deyineserms of Fodor), no central
processing unit, and no storage sectors. Anotlgaifsiant discrepancy is that the brain
need not be understood as requiring full conneagtidir computational efficiency
(Anderson 1995: 304).

Microstructural neurological evidence reveals ftsgbre than sufficient to reject a
symbolic model based on the computer-brain analaipgre would all that equipment be
located? The information storage hypothesis reguoanplementary equipment: a sort of
buffer where the input item can be stored as tlwogmition process takes place, a
mechanism affecting the comparison with an alrestdyed item, and, above all things,
some kind of device (perhaps a “homunculus”) capablcarrying out the whole process.
The symbol storage and processing hypothesis camngustified by arguing that it is
merely a non-structural, “functional metaphor.’tht were the case, why do away with
neurological evidence, which shows that this allegiinctional metaphor” is both
unnecessary and implausible?

Generativist models have been erected upon themiatton storage hypothesis,
which has been supported even by prestigious neerdssts (cf. Churchland and
Sejnowski 1992). In terms of such a hypothesisprinftion would be progressively
stored at brain level as binary combinations, ahggs as symbols of some other kind.
This proposal may be amenable to our tendency ltevieethat information is stored and
symbolically represented on certain media, likeeshef paper, blackboards, or compact
discs. However, the fact that information can h@esented by means of signs in some
physical medium does not confirm the hypothesi$ sh&h signs are stored within the
brain. If this hypothesis is to possess any negio&d grounding, then its advocates
should show how neurons or neuronal assembliesagrable of storing binary digits or
other types of signs, and how such signs are hdridléinguistic production, linguistic
comprehension, and other observable processesnmputer’'s functioning is perfectly
well understood: It depends upon process of corsparilf an input item appears, a given
strategy is used to find likely candidates amorgyitems stored in memory, and each of
those candidates is compared to the item in quesBoccessful recognition occurs when
a candidate is retrieved that matches the input.itevidently, the brain does not work
this way. Throughout his career, Lamb has arguatiah the linguistic and neurological
evidence available proves that an individual's Uilsjc structure constitutes a network, a
system where information is not “stored” or “filedyut rather “localized” in, and
“distributed” among, a myriad of connections. Theed to accurately represent how
information is connected in the network calls foneav system of notation, which Lamb
devised under the influence of Michael Hallidayystem networks (Halliday 1967/68).
Nowadays, Halliday himself points out that a systefunctional grammar must be
represented in the brain as described by Lamb (1@%8&lliday and Matthiessen 2004:
24).

Relational network notation, which was first deyesd within stratificational
grammar (Lamb 1966), explicitly shows that “lingigs information” is in the
connectivity and that the system contains no sajremy kind. The labels written beside
the connections are merely that: marginal visudications for each connection (they
work exactly as the road-signs located by the hahwwhich are not the highway
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proper). For Neurocognitive Linguistics, linguistiformation exists only in the system’s
connectivity (Lamb 1996, 1999, 2004). Lamb drawspiration from the works of
Hjelmslev (1943) and Halliday (1967/68): From tloenfier he adopted the idea that the
linguistic system is a complex made up not of statiits, but ofrelationships from the
latter, the type of notation used in systemic-fior@l grammar, which clearly
distinguishes between syntagmatic relationshipsotfifand”) and paradigmatic
relationships (“either/or”). This framework showst once we identify a linguistic unit’s
immediate relations —such as those pertaining ¢oatthjectivehard, for instance— the
linguistic unit as such disappears: All that ig Isfthe relationships themselves, that is to
say, theconnectivity In other words, a linguistic unit is nothing baitnode within a
network of relationships, and this claim is validr fall types of units, be them
phonological features, phonemes, morphemes, lexetedBy way of example, consider
the main connections involved in the representatibthe lexeme (“the word”hard, as
depicted in Figure 3.

DIFFICULT HARD
MEANINGS
Synonymy
Polysemy
‘ hard Lexemes (“words”)
difficult

[morphemes: not represented here]

Phonemes

h al r d
/\ Z\ Z\ Z\

Vowel Back Low Apical  Closed Distinctive features

Figure 3: The lexemehard as represented in the system.

All in all, a linguistic unit is what it is not gi because it occupies a specific
position within a network of relationships, butalsecause it depends upon the other
nodes that are connected to it. Consequently,diemof Saussurean “value” takes on an
additional dimension: a linguistic unit is “whattlothers are not.” Figure 3 captures part
of this idea, as it shows that structural unitsshsas the lexemdéard, the concept
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DIFFICULT, the phoneme /a/, the phonological feattwowel,” and so onare not part
of linguistic structure; rather, they are placedtive diagram as an aid to make it
intelligible.

The “triangles” from which lines stem indicate ¢innodes, whereas the
“brackets” whence lines also stem indicate ‘or’ e®d'And’ nodes can also represent
sequential ordering, as in the case of the nodéhtvtexemehard, which is realized by
the sequence of phonemes /h/, /a/, Ir/, and /d/t{hmaure is no such sequential ordering in
nodes such as the one for the phoneme /a/, bechsisective features are realized
simultaneously (hence, the lines linked to its nst#en from a one and the same point).

Notice also that polysemy, indicated by an arreowFigure 3, consists in a
relationship between a single lexeme and sevenatepis (surely more than the ones
represented in the figure). On the other hand, symy is the relationship between one
meaning and several lexemes, which proves extremaby to represent by means of
relational network notation. In this sense, neugmitive linguistics is a relational
network theorythat can account for linguistic information in texraf connectivity and
relationships.

Due to space limitations, it is not presently plssto provide an in-depth
explanation of this system of notation, but it &tainly possible to visualize some of its
numerous advantages:

e It shows continuity between the subsystems, leadiragn distinctive
phonological features (such as “Vowel”) to meani{gisch as DIFFICULT),
and vice versa.

* It explains how information can be, at the sameetirnoth localized and
widely distributed in the brain. So-called “wordd$gr instance, are nothing
but signs placed next to the connections. Wordsimore precisely, lexemes,
haveno meaning; rather, they atennectedo meanings.

* It contributes to explaining verbal production amdmprehension. An
individual who hears the sequenrtard “goes” from its phonemes’ distinctive
features to its meaning; an individual who shgsd “goes” from its meaning
to its phonemes’ distinctive features. Single nodes/e no value in
themselves; instead, their value is an attributderoed by the other units in
the system, as Saussure and Hjelmslev observethsdeeades ago.

» It is explicit in depicting the bidirectional nagupf neurocognitive processes,
thus allowing for adequate characterizations ofydistic production and
comprehension —a goal unpursued (and perhaps unadiis) within the
generativist framework.

* It should be emphasized again that relational nedsvbelp us to understand
that “linguistic information”is in the connectivity.The system contains no
signs of any kindThe labels written beside the connections arg addlitional
indications for each connection.

One further point needs to be made: Lamb’s modeinseto be neurologically

plausible, as the nodes present in the systemtatioo are implemented as real cortical
columns (Lamb 1999, 2004, 2005, 2006). This issllldoe considered in section 4.
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3. Semiotic information in relational networks

We could ask now whether semiotic representatiansbe handled by the same kinds of
network structure that seem to be able to accaurritrfguistic information, like in Figure
3. A crucial property of a conceptual system ig tiene of its concepts can be described
without an account of its relationships to variotiser concepts. Thus, all the elements of
a semiotic interpretation should be interrelatedairomplex network. The following
examples aim at showing that semiotic informatian be treated as entirely relational.

A great deal of our knowledge of the world andaf culture is about activities,
which tend to be more or less structured in ourndog systems because they are
predisposed to organize phenomena into systentatictgres. Those activities which are
relatively more standardized may be called “procesiu Figure 4 depicts a stereotypical
Argentinean barbecue g%add). Relational network notation helps us to illada, for
example, that starters are not obbligatory. Bytoii are invited to eat a reakadoyou
must be given meat and T-bone. This informationictvitould be regarded as semiotic
information, has to be represented in the cogngistem of an individual.

ASADO
(ARGENTINEAN
BARBECUE)
0 AN AN
STARTERS /7 \
CHEESE /' \\ TYPICAL MAIN
OILS sausaGes  NO0P O DESSERT Z \
SALAML [ HORIZO
MORCILLA AN /\
ICE- FLAN
ENTRAILS O CREAM
FRUIT MATE COFFEE
T-BONE MEAT  SALAD
CROISSANTS
SWEETBREAD SALAD
BOWELS
KIDNEY

Figure 4: The sequences and options of an Argentiag barbecue ésado)

Examples like this indicate that procedures gelyecaime in hierarchies. Figure 4
does not represent some spe@badq but a large category of barbecues. For exantpke, t
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diagram represents clearly that MEAT is an obligatmnstituent: As it has been said, if |
invite you to eabsadoand there is no meat, you will feel disappointedjeceived.

On the other hand, by means of “downward unorderédnodes it can be
represented that a certain option is not obligatbor example, you can perfectly eat an
excellentasadowithout tasting any starter. Figure 5 depicts @itlef Figure 4 in order to
show that upward activation goes to STARTER if pgaes otherwise, it goes to the null
option (NOTHING), which is represented by a circle.

Option b Option with
gefaulty N " precedence
STARTER
(NOTHING)S

Figure 5: The unordered “or” node (in this case, “rothing” is the option by default)

Figure 4 can be interpreted as a fragment of thetaetic system of an individual,
i.e., the general organization of social procedimdsis/her cognitive system. There is an
analogy here with linguistic information: Some sfpecasadothat might be remembered
by a person would be analogous to a memorized rsamtevhich might be remembered as
one instance of tactics of sentence structure.

As another example of a complex multi-level progatisystem, we may consider
the social procedure of going to a football mattirgentina. Of course, many details of
the structure of football matches, including vasiosubprocedures, are not shown in
Figure 6, which represents a fragment of semowbgcause it covers the ritual of going
football matches in general. The semotactis igtre of the cognitive systems dedicated
to the organization of procedures: By means ofataan identify what comes first and
what comes later, what is obbligatory and whaipisomal.
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GOING TO A FOOTBALL MATCH

 —
TRANSPORTATION

IN THE STADIUM

WITH VEHICLE BY FOOT

PUBLIC
TRANSPORTATION,

SEEING THE MATCH

PRIVATE
VEHICLE

BUS

TAXI CHORIZO
SANDWICH

BREAD

TRADITIONAL BUTTERFLY
STYLE STYLE

ONE’S TEAM ONE’S TEAM
ATTACK DEFENSE

Figure 6: Going to a football match in Argentina

A great part of our knowledge of the world is ofopke and their institutions,
which are based on social groups. We may now as&theh such knowledge also
consists of relationships of the type that havenbepresented in Figures 4 and 6. Lamb
(1999: 150-1) considers that the family can berpmtted as the social group which
perhaps serves as the conceptual prototype fomlsgmups in general. Figure 7 is a
representation of the prototypical family in manye$térn cultures. It shows the family
node above the nodes for its members, in keepitig thve upward-downward convention
that have been useds in the linguistic subsystéhgdier level nodes for what are larger
units in the extra-mental world. Lamb explains tlwatthe family node there is an ordered
‘and’ in keeping with the releatively prototypicsituation in which the married couple
comes first, before the children. It also showddcen as optional, multiple children as
coming in sequence (ordered ‘and’) and every otez Hfe first as optional.
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(LARGER GROUPS, PROPERTIES, AND

FUNCTIONS)
NUCLEAR
FAMILY
(OTHER FUNCTIONS N
OF THE MARRIED COUPLE) 5\ oo
CHILDREN

MARRIED ‘
COUPLE

FEMALE MALE Z\
Z\

IXRR

MOTHER FATHER SON
DAUGHTER

Figure 7: Steoreotypical Western family(slightly adapted from Lamb 1999: 150)

In conclusion, it seems that (some) semiotic refehips can be treated by
relational networks, which are also to accountifayuistic information (like Figure 3). It
can be emphasized that a crucial property of ac@metwork is that none of its nodes
can be described without an account of its relatigrs to various other nodes. It seems
that that everything which is “social”, “cultural”semiotic”, can be represented in
relational terms in the highly complex cognitives®m of an individual. In other words,
here we have a biological basis for the semiottnne because the cognitive systems are
located in the brain. Within this context, Neurogiige Linguistics allows us to begin to
see how we can find some definite relationshipsveeh the semiotic realm and the
natural realm.

| would like to provide a last example in order itlustrate how semiotic
information can be represented in the cognitiveesysof an individual. It deals with the
concept of “global coherence” (Van Dijk 1981, 198%n Dijk and Kintsch 1983), and it
is strongly related to many of the concepts thaehaeen considered before. In order to
understand a text “as a whole”, the interpreter esakse of the previous knowledge of
stories. We may consider the following example,cihwas narrated by Sue to a group of
friends (Lamb 2002: 282):

0. There’s some guy ... we
1. we heard a story a couple of weeks ago
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2. of this... family

3. and there was a young child in the family

4. ayoung boy

5. and he was having tremendous problems in the school
6. he was a very difficult child

7. he was too active

8. and he was always getting in trouble

9. along lost relative came into this family

10. who had been to India

11. and studied with some of the Eastern mystics

12. and... so he suggested to this child

13. that he stuff cotton, up the right side of his nose
14. and so they stuffed cotton up the right side ofnlaise
15. and his personality completely changed

16. he became this very passive, nice, docile, child...

This story, if remembered, will be registered i® ttognitive system as a new
entity, as a member of the category of the stoaktspugh differing from other members
in various manners: The narrator was Sue, andsitch#ain characters and events. In this
case, the most relevant fact is that the storyhelrelated not only to the categ&moRY,
but also to the semotaxis of narratives, i.e.h®danonical structure or “superstructure”
of the narrative (Van Dijk 1981), where we may finddered constituents such as
FRAME, MIDDLE andeND.

Van Dijk has proposed a general scheme for nagstivhose structure can be
interpreted in neurocognitive terms as the semsta@presented in Figure 8. These
schemes or frameworks are “superstructures”, ared cansidered to be cognitive
frameworks which allow the interpreters to underdtdahe text as whole. Figure 8
illustrates thesEMOTAXIS OF STORY(CATEGORY), independently from this concrete story
or any other one: It does not represent some speatdry but the huge category of texts
than can be considered stories. Upward lines inugweard “or” node for STORY, and
the sets of downward lines in downward “or” nodéghe bottom of Figure 8 simply
indicate that there are connections to instancespefific stories, like the one narrated by
Sue.
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DIDACTIC

INTENTION

EVENTS BALANCE

EVALUATION

FRAME ACTIONS

MORAL

MIDDLE

Figure 8: Semotaxis of STORIES

Interpreters may apply some cognitive strategieapping sequences of
propositions of the text on sequences of “macropsans” at more abstract, general, or
global levels of meaning. Such mappings are opmratithat select, reduce, generalize,
and construct propositions into fewer, more genenaimore abstract propositions (Van
Dijk 1985: 116). For instance, an interpreter coulgduce”, “generalize”, and
“construct” in order to create the following madrasture of the story told by Sue:

A macrostructure of the story told by Sue

. FRAME: In a certain family, there was a very éggctive and problematic child.

. MIDDLE: Thanks to a suggestion given by a loogtlrelative, the other members of
the family stuffed cotton up the right side of tiiéld’s nose.

3. END: The child became passive, nice, and docile.

4. EVALUATION 1: Nasally treatment of hyperactivityas effective.

5. EVALUATION 2: Yoga can help people to live bette

EVALUATION n: ....

N -

According to Van Dijk, “macrostructure” is a specisemantic realization of a
superstructure. Macropropositions are the resulapdlying macrostrategies (“reduce”,
“generalize”, and “construct”). There is one macopgwsition for each terminal element
of Figure 8. There is no MORAL in this story if yaonsider that thet text does not have
any didactic intention.

Global coherence assignment can be considered rateant aspect of text
comprehension. Interpreters are capable of undelisig “the text as whole” because
they have complex representations in their cogmitsystems, for example, the
representation of what a narrative is, maybe inéhes of a particular semotaxis like the
one that has been sketched in Figure 8.
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4. Neurological plausibility of relational networks

Lamb proposes a definite meaning for the term iseal in the context of his
neurocognitive research (Lamb 1999, 2006). A ‘stali theory of language should go
beyond the analysis of the products of verbal behdie., texts), and should account for
the linguistic system in relation to actual humasings. With a view to doing that, a
realistic linguistic theory will have to satisfygtiollowing three requirements (Lamb 1999:
293-294):

(1) Operational plausibility:A realistic linguistic theory has to provide a pddle
account of how the linguistic system can be pui operation in real time to
produce and understand speech.

(2) Developmental plausibilityA realistic linguistic theory needs to be amenable
to a plausible account of how the linguistic systam be learned by children.

(3) Neurological plausibility:A realistic linguistic theory has to be compatible
with what is known about the brain from neuroscesnc

There is a good amount of neurological evidence reational networks.
However, there is no direct experimental evidere@ahse of the following reasons:

i. Brain images are too rough for the study of micopsc levels (Cherchi
2000, Lamb 2004b).

ii. The experiments with living brain tissue of animal® not done with
humans for obvious ethical reasons.

iii. The experiments with living brain tissue of animaleal with visual,
auditory, and somatosensory perception of catsnamikeys (Hubel and
Wiesel 1962, 1968, 1977; Mountcastle 1997, 1998, these animals do
not perform linguistic processing.

On the other hand, there is a good amount of retewvalirect evidence for the
neurological plausibility of relational network try. For example, Hubel and Wiesel
(1962, 1968, 1977) discovered that visual percepitiocats and monkeys works in the
ways that would be predicted by the relational meknmodel, and the nodes of visual
network are implemented as cortical columns. “Thdeas are organized in a hierarchical
network in which each successive layer integradasufes from the next lower layer and
sends activation to higher layers” (Lamb 2005: 168)

The eminent neurologist Vernon Mountcastle discedeand characterized the
columnar organization of the cerebral cortex. Is IhookPerceptual Neuroscience: The
Cerebral Cortex(1998), he explains that the basic unit of theumaieocortex is the
cortical minicolumn a narrow chain of neurons that extends verticattyoss cellular
layers 1I-VI. Each minicolumn contains about 80-1@@urons and all the major
phenotypes of cortical neural cells. Mountcastlgieneral hypothesis is that the
minicolumn is the smallest processing unit of tremgortex, and he also claims that
“every cellular study of the auditory cortex in catd monkey has provided direct
evidence for its columnar organization” (1998: 189r example, a nerve-regeneration
experiment in the monkey provides evidence for mwolar organization of the somatic
sensory cortex. A recording microelectrode was grhs®arly parallel to the pial surface
of the cortex of the postcentral somatic sensorjegpthrough a region of neurons with
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the same modality properties. Neurons in adjacenicolumns are related to adjoining

and overlapping peripheral receptive fields, aredtthnsitions between minicolumns pass
unnoticed. Results obtained in the same animalsiméar experiment after section and

resuture of the contralateral medial nerve showedisdirection of the regenerating

bundle of nerve fibers, innervating then the glaisroskin of the hand. Sudden

displacements of receptive fields, which occurragnvals of 50-60 microns, reveal the
minicolumns and their transverse size (Kaas €t381, cited by Mountcastle 1997: 708,

1998: 173).

Since speech perception is a higher-level percepirocess, it is permissible to
suggest the following extrapolation: Each node he neurocognitive system of an
individual can be implemented as a cortical coluiithin the linguistic system, every
node/cortical column has a highly specific functidfor example, there may be a
node/cortical column corresponding to a single heedikehardin Figure 3.

Now, we see that the relational network model nexguipefore considering its
neurological plausibility) the following types obmnectivity among its nodes, and the
following types of properties for its connectiohsunb 2005: 170):

1. Connections can have varying strengths.

2. Connections are strengthened through successfiftheséearning process).

3. Connections of given strength carry varying degodexctivation.

4. Nodes haves varying thresholds of activation.

5. The threshold of a node can vary over time (patheflearning process).

6. Connections are of two types: excitatory and irtbilyi

7. Excitatory connections are bidirectional, feed-fardrand feed-backward.

8. Excitatory connections can be either local or dista

9. Inhibitory connections are local only.

10. Inhibitory connections can connect either to a node line, the blocking
element attaches to a line.

11.In early stages (pre-learning) most connectionwvarg weak (latent).

12.A node (at least some nodes) must contain an ritevait (delay) element,
needed for sequencing, for example of the part ofydable or of the
constituents of a construction.

The examination of evidence shows that minicolumnd their interconnections
have every one of these properties. For exampéeintiernal delay element (Number 12
in the above list) is implemented by means of akbars which branch off from the
axons of pyramidal cells within a column and connectically to other cells in the same
column. “[FJrom layer VI they project upwards anmorh upper layers downward. This
circulating activation among the pyramidal cellsaofolumn keeps activation alive until
it is turned off by inhibitory neurons with axongtending vertically within the same
column. Such inhibitory cells are called doublekeasells” (Lamb 2005: 170).

There are also relevant considerations about timebeu of minicolumns that an
individual would need in order to represent linggisnformation. For example, when
estimating the huge number of minicolumns in Wekais area, Lamb (2005: 172)
suggests that there could be approximately 2,800r@thicolumns in that area. This
number could allow an individual to represent ladl information needed for phonological
perception.
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On the basis of previous remarks, we can provide asgument for the
neurological plausibility of relational networks:

Argument for the neurological plausibility of refaal networks

Nodes represented in relational networks mm@eémented (with an important
level of abstraction and generality) as minicolumns

Connections represented in relational networksimm@emented (with an
important level of abstraction and generality)iasrs.

Minicolumns and fibers integrate real cortical ceations.

Therefore, relational networks represent (with amportant level of
abstraction and generality) real cortical connextio

5. Conclusions

| have intended to provide an alternative to thmisc assumption according to which
signs are conceived as concrete constituents wiicognitive systems of a person.

1.

By means of relational networks, Neurocognitive duistics helps us to
understand that the signs gpeoducts (and inputg of cognitive systems.
Consequently, signs are very different from thaatrre of cognitive systems.

In other words, the means by which signs are cdeael interpreted are very
different from the external signs, which can beregpnted by the conceptions
of Peirce or Saussure, for example.

The internal cognitive systems are integrated bglymodes and connections.

There is no “internal semiotics”. Semiotics cancoaceived as the study of
every type of sign, and signs can be interpretedxésrnal re-constructions
made by the cognitive systems. Strictly speakiigmssdo not exist as external
objects: Signs happen.

Meanings are represented in the real cognitiveesystof an individual (and
such systems are the structures which allow arvichail to interpret any
external object as a sign).

If signs happen, if they do not have existence ascrete objects, the
interaction between our cognitive systems and xitenal worldcreatessigns.

And, finally, what is the relationship between th®logic and semiotic
realms?

(@) Every social phenomenon which is considered “saniiavokes
some kind of meaning.
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(b) If something evokes some kind of meaning, it ielipteted by some
cognitive system.

(c) Every cognitive system (from perceptual systeme liision to
conceptual systems and planning) must have its lragie brain.

(d) Meanings can be represented in neurocognitiveioaktnetworks.

(e) Neurocognitive relational networks are neurolodicplausible.

(H Therefore, the representation of meanings in negmatve
relational networks constitutes a first step to cact for the
relationships between the semiotic and the bioklgealms.

This perspective could also help us to supportditional idea on the bases for
the so called social sciences: According to Erhesgel (1961), social transcultural laws
will be found in some layer of reality which hast h@en reached by social research yet.
This unknown layer could be found in the humanrbrai
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