
Scaleup of Batch Reactors Using Phenomenological-Based Models
Gloria M. Monsalve-Bravo, Hilda M. Moscoso-Vasquez, and Hernan Alvarez*

Departamento de Procesos y Energía, Facultad de Minas, Universidad Nacional de Colombia − Sede Medellín, Medellín, Colombia

ABSTRACT: This work presents a methodology for scaling up batch processes (BPs). First, the most popular scaleup methods
differentiating batch from continuous processing are reviewed, revealing that traditional scaleup approaches do not consider BP
characteristics and that many particular successful cases are reported, but no formal procedure has been developed for scaling up
these processes. Considering these facts, a novel scaleup procedure is presented, in which a process phenomenological-based
semiphysical model (PBSM) and its Hankel matrix are used for computing the state impactability index (SII) that allow the
designer to determine (i) the main process dynamics at each stage of the batch and (ii) the critical point of the operating
trajectory (OT) at which the batch must be scaled up. Finally, the methodology is applied to a batch suspension polymerization
reactor, comparing the scaled unit design using this approximation and a traditional method.

1. INTRODUCTION

Batch processes (BPs) are considered to be important in the
chemical industry, especially when low production volumes or a
great variety of products within a single process unit are
required.1−3 Although this kind of processing represents the
natural way to increase process capacity from the laboratory to
a commercial unit,4,5 continuous processes (CPs) have
dominated research works in the scaleup field.2,6−8

Neither particular nor generalizable progress has been
reported in the field of the scaleup of chemical processes.
Such processes are still scaled up using traditional methods that
have not changed significantly since the 1960s.9−14 Industrial
scaleup is dominated by empirical scaleup rules, requiring
geometrical similarity with criteria such as equal tip speed or
equal mass-transfer coefficients, leading to drawbacks from
keeping a single parameter constant.5,12,15,16 Here, given that
some parameters are fixed, the rest could change substantially
in unforeseen ways,8,17 resulting in an erroneous commercial
unit design requiring additional costs and time to be
corrected.9,18

Although there is no particular literature on the scaleup of
BPs, the same methods are used for both batch and continuous
processes.10,12,13,19,20 For batch processing, a combination of
scaleup methods such as similarity criteria, dimensional analysis,
and general guidelines is usually employed to obtain an
acceptable unit design at a new operating scale.6,17,18 In
practice, no single design protocol can be universally applied to
all process units.14,21 Therefore, no general rule exists for
scaling up chemical processes and a huge effort and great level
of skill are required to achieve the same conversion, selectivity,
and product distribution at an industrial scale as reached at the
laboratory scale.8,12,15

Although the use of phenomenological-based models in the
scaleup field has increased in the past few years,15,19,22,23 it is
significantly inconvenient when validating a model at several
operating scales, especially because model parameters such as
transfer coefficients (mass, heat, and momentum) vary when
scale changes.8,9,24−26 In addition, when the studied system is
considered to be complex, the designer is forced to use
optimization algorithms to find optimal parameters, which

results in an impractical, arduous, and boundless task.15,18,20,27

This also evidences the lack of a procedure that facilitates the
task of finding these parameters.
Therefore, considering that fundamental models that are able

to describe key characteristics of the process are perhaps the
most helpful tool for establishing optimal process conditions
and scaling it up,9,15,19,28 this work presents a novel
methodology for scaling up BPs using (i) a phenomeno-
logical-based semiphysical model (PBSM) for representing the
process, and (ii) the process Hankel matrix (widely used in
model reduction,29 system identification, digital filter design,
model order determination,30 and controller design31) as a tool
for establishing a dynamics hierarchy and real scale factors, by
means of the state impactability index (SII). This index
provides a quantitative measure of the significance of each state
variable in the process (a dynamics hierarchy) and, hence, the
most impacted state variable by the scale increments. By means
of its calculation, it is possible to establish the critical point of
the operating trajectory (OT) at which the batch must be
scaled up.
The article is organized as follows: First, scaleup methods are

briefly reviewed considering the differences between batch and
continuous processes, analyzing their limitations concerning
BPs. Then, the methodology for scaling up BPs is presented
using both a process PBSM and its Hankel matrix. Finally, the
proposed methodology is applied to a methyl methacrylate
(MMA) batch suspension polymerization reactor, establishing
the scaled unit design with the same OT set at the current scale
and the dynamics hierarchy at both scales.

2. SCALEUP OF BATCH PROCESSES

It is possible to distinguish three basic approaches in the
scaleup procedure.9,12,24,32,33 The first is known as the physical
approach. This approach involves the use of dimensionless
numbers, variables, and relationships to relate the same process
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at different scales.7,10,34 These dimensionless numbers or
groups of variables form the basis for scaling up from one
size to another.11,23,35 Two different methods can be followed
in the context of the physical approach:16,32 (i) similarity
criteria, which include (a) geometrical, (b) mechanical, (c)
thermal, and (d) chemical similarities,23,34 and (ii) dimensional
analysis, which includes (a) Buckingham π-theorem based
method and (b) inspectional analysis that uses a dimensionless
form of the governing equations.7,11,35

The second is the experimental approach, in which designer
knowledge about a particular process is used for carrying out its
scaleup.9,24,32,33 This approach involves sequential scaleup
studies, each increment building on the knowledge gained in
the previous one.14,36,37 The experimental approach offers a low
scaleup ratio, which results in a large number of experiments,
which is highly expensive if a large scale must be achieved.24

Two different methods can be followed in the context of the
experimental approach: (i) trial and error, in which
experimental process data are used for the construction of
empirical relations,32,37 and (ii) rules of thumb that consider a

constant value of a particular operating parameter as a general
rule during the scaleup.6,13−15

The third is called the fundamental approach. This approach
involves proper modeling of the process under consider-
ation.9,15,25,33 It is based on the use of a PBSM for the
description of the process dynamics,19,26,32 generating an
excellent process understanding and allowing for a process to
be scaled up by more than 1000 times, quickly and reliably.9,24

Two different methods can be followed in the context of this
approach: (i) simulations with variation of parameters6,15,22,32

and (ii) the use of a dynamics hierarchy (Hankel matrix).9,33

The extension of the latter to the scaleup of BPs is the focus of
this work.
Although BPs represent an antique, flexible, and versatile

operating mode,2,3 widely used to obtain high-value products,1

they are still scaled up using traditional methods (experimental
and physical approaches),12,17,18 leading to unforeseen
problems (adjustment of equipment and operating conditions)
and additional production costs.38 Three major differences
between batch and continuous processes must be considered to
scale up a batch unit.

Figure 1. Proposed procedure for scaleup.
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The first difference is related to the operating point. CPs
have a single operating point, which means that they have time-
constant characteristics. In contrast, BPs have a dynamic
operating point, which means that they have time-varying
characteristics.4,17 Given that BPs involve chemical trans-
formations that proceed from an initial state to a highly
different final state,39 there is no unique operating point around
which the process can be scaled up as is the case for CPs.40 In
this way, as a consequence of the time-varying characteristics of
BPs, kinetic reaction and transfer coefficients change
significantly during a batch, forcing the designer to determine
by expertise which mechanism is governing each stage of the
batch to scale up the process.5,17

The second difference is related to the nonlinear behavior.
Both BPs and CPs can exhibit this behavior for a variety of
reasons, the two major ones of which are (i) the nonlinear
relation between the reaction rates with concentrations (often)
and with temperature (always) and (ii) the nonlinear
relationship between the transport-phenomena-dependent
parameters and the inside-reactor properties.4 However, in
CPs, there is a unique rate-limiting stage because they have a
single operating point, so their inside-reactor properties remain
constant during the process time.17 Instead, in BPs, the inside-
reactor properties change significantly during the batch time,
causing changes in the transfer coefficients and, hence, the
existence of various rate-limiting stages. The dominance of
these stages must be established to scale up this type of process.
Here, a given phenomenon that governs the process dynamics
during a finite period of time is considered as a rate-limiting
stage.
Finally, the third difference is related to the presence of

constraints. Although all manipulated variables in both BPs and
CPs are physically constrained, BPs also exhibit operating
constraints1,2,40 that must be considered when scaling up the
process. Here, the dynamic nature of BPs is the source of
internal disturbances and, hence, the need to be constrained for
safety, quality, or stability reasons.39 For instance, in exothermic
batch polymerization reactors, a common industrial practice is
to maintain isothermal operation (at low temperature) for the
batch safety. Although higher temperatures can reduce the
reaction time by increasing the polymerization reaction rates, a
temperature increase results in an excess of heat that raises the
risk of a thermal runaway and also produces polymer of lower
molecular weight.41 Therefore, there must be an equilibrium
point between productivity on one hand and safety, stability,
and quality on the other, for the selection of the reactor
temperature.40 Furthermore, because of the wide operating
range of BPs, it is rarely possible to design and operate this type
of process away from constraints, as is typically done for CPs.4

3. PROPOSED PROCEDURE FOR SCALEUP

As a way to overcome the limitations mentioned in the previous
section during the scaleup of BPs and considering that a PBSM
is the most useful tool for scaling up chemical processes,9,15,26

Figure 1 presents the proposed methodology for scaling up
BPs. The 13 steps of the procedure are described as follows.
Step 1: The capacity variables at the current scale (CVcs) and

the new scale (CVns) and the capacity variable step (ΔCV) are
defined. A definition of CV is given as follows.
Definition 1. A capacity variable (CV) is any process variable

indicating a processing capacity of a process unit. It is
associated with process holdup or an extensive variable.

Step 2: A PBSM of the process is obtained, using the
methodology developed by Alvarez et al.28 The obtained model
has the following layout

̇ = =t tx x z x x( ( ), ( )), (0) 0 (1)

=t ty x( ) ( ( )) (2)

where x(t) ∈ n is the system state space vector, z(t) ∈ p is
the design variable space vector, y(t) ∈ m is the system output
space vector, and x0 is the initial state vector. Considering that a
model is a simplified representation of the real process, the
model needs to be validated at the current scale (cs) to
represent the process at the new scale (ns). Therefore, by using
a validated PBSM at the cs, the dynamic behavior of the process
at the cs is transferred to the ns by means of the proposed
procedure. Here, the PBSM structure (material and energy
balances) enables the model to be valid at both scales.
Step 3: State variables (x), design variables (z), synthesis

parameters (p), and design-variable-dependent parameters (w)
are defined from the obtained model. Definitions of x, z, p, and
w are given next.
Definition 2. State variables (x) are the smallest set of

variables that must be specified at time t = t0 to predict the
behavior of the process for any time t ≥ t0.

42

Definition 3. Design variables (z) are the variables whose
values can be freely varied by the designer to define a designed
process.
Definition 4. Synthesis parameters (p) are characteristic

(inherent) parameters of the process, set from the process
conception. Once established, they remain fixed during the
scaleup.
Definition 5. Design-variable-dependent parameters (w) are

the parameters that depend on the design variables (z); that is,
w can be written as an explicit function of z.
Step 4: The operating trajectory (OT) is fixed. A definition

of OT is given as follows.
Definition 6. The operating trajectory (OT) is the value of

the state vector at each time instant. The OT is obtained by
solving the mathematical model including the adequate values
of the manipulated input variables.
It is assumed that the nominal OT is known from process

synthesis at the cs and the proposed methodology does not
optimize it. Thus, this trajectory must be properly chosen to
carry out the scaleup. The works of Bonvin and co-workers4,40

describe the main issues for determining the optimal OT of a
batch process.
Intermediate steps: These steps are followed to compute the

state impactability index of each state variable at the current
scale (SIIxk,cs).
(a) An equation for each wi|cs = f(zcs) is found. These

expressions only need to be valid at the cs to represent the
process dynamic behavior at this scale.
(b) It is assumed that the process dynamics, in the immediate

proximity of the nominal OT, can be approximated by the first
terms of the Taylor series. Thus, the model is linearized along
the OT, discretizing it on a number of finite points so a
continuous linear model ensemble can represent the OT, as
shown in the equations

δ δ δ

δ

̇ = +

= −

t t t t tx A x B z

x x x

( ) ( ) ( ) ( ) ( ),

(0) (0) (0)
c c

N (3)
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δ δ=t t ty C x( ) ( ) ( )c (4)

where Ac = ∂ /∂x|xN,zN, Bc = ∂ /∂z|xN,zN, and Cc = ∂ /∂x|xN,zN
are the Jacobian matrices of the continuous linear systems. The
subscript N represents the nominal OT.
(c) Bc and Cc are modified to make both design and output

variables dimensionless and normalized, as follows

̅ = −b b z z( )ij ij j j,max ,min (5)

̅ =
−

c
c

y y( )ij
ij

i i,max ,min (6)

Here, Ac is not altered because the Hankel matrix is a tool that
considers only the inputs and outputs of the system,43 so any
mathematical operation on x will be annulled during the
Hankel matrix calculation.31

The subscripts max and min indicate the maximum and
minimum values of zj and yi in each case. They are established
from the process synthesis based on the knowledge of the
process design and desired performance targets. If these limits
are not adequately chosen, the dynamics hierarchy could be
altered, and hence, the selection of the main dynamics might be
wrong. Here, zj,min and zj,max might depend on the scale,
whereas yi,min and yi,max do not. Also, the system is considered to
be completely observable, or its state is considered to be fully
measured, which leads to Cc being the identity matrix and yi
and xi having the same limits.
(d) Linear models at each point of the OT are discretized.

Here, the sampling time (ts) must be chosen carefully so that
each discrete model is able to represent each continuous one.
The layout of the ensemble of models is presented as follows

δ δ δ

δ

+ = +

= −

j j j j jx A x B z

x x x

( 1) ( ) ( ) ( ) ( ),

(0) (0) (0)
d d

N (7)

δ δ=j j jy C x( ) ( ) ( )d (8)

where Ad = I + Acts, Bd = tsBc, and Cd = Cc are process discrete
matrices.
(e) The observability ( ∈ nm×n), controllability ( ∈
n×np), and Hankel ( ∈ nm×np) matrices are computed for

each discrete model as follows

= ··· −j j j j j j j jC C A C A C A( ) [ ( ) ( ) ( ) ( ) ( ) ( ) ( )]n
d d d d d

2
d d

1 T

(9)

= ··· −j j j j j j jB A B A B A B( ) [ ( ) ( ) ( ) ( ) ( ) ( )]n
d d d d

2
d d

1
d

(10)

=j j j( ) ( ) ( ) (11)

(f) is decomposed into singular values according to

Σ=j j j jU V( ) ( ) ( ) ( )T
(12)

where the matrices U ∈ nm×nm and V ∈ np×np are the column
and row spaces, respectively, of . Also, the diagonal elements
of Σ ∈ nm×np are the singular values (σii) of .
Step 5: The state impactability index of each state variable

(SIIxk), which represents the impactability of the process design
variables (z) as a whole over a kth given state variable (xk), is
computed as

∑ ∑σ= =
= =

−

+j j U j k nSII ( ) ( )[ ( )] , 1, 2, ...,x
i

r

ii
s

n

k ns i
1

2

0

1

,
2

k

(13)

where r is the rank of (i.e., the number of nonzero σii
values). In this way, the main dynamics (the most impacted
dynamics) is the xk with the highest SII along the batch. The
SIIxk values also determine the operating regime (OR) along the
batch, which corresponds to the dynamics hierarchy obtained at
each point where the process is linearized, according to
definition 7.
Definition 7. The operating regime (OR) is a quantitative

hierarchical relation among the state variables of the process at
a given point of the operating trajectory (OT). This relation is
established by the calculation of the state impactability index
(SII) of each state variable, which includes the effect of the
design variables as a whole on each state variable at each point
of the OT.
Step 6: The critical point of the batch is identified. It

corresponds to the highest point of the SII profile for the main
dynamics.
Step 7: The batch critical point is selected as the reference

point (RP) for scaling up the process. Therefore, for any point
with an SII value less than SIIRP, the process requirements are
fulfilled, considering that the requirements were fulfilled at the
RP.
Intermediate Steps i−vi: These steps are followed, using eqs

3−12, to determine the state impactability index of each state
variable at the reference point (SIIxk,RP) as the scale is increased.
Here, in intermediate step i, each wi|RP = f(zRP) must be valid at
all scales from the cs to the ns for the model to be able to
represent the process at both scales in the RP.
Step 8: SIIxk,RP is computed using eq 13.
Step 9: Steps i−vi and 8 are repeated until CV = CVns. Here,

the components of w|RP are computed with scale increments,
allowing for the process to be scaled up at the RP.
Step 10: Each SIIxk,RP value is compared at the cs and ns. If

the values are equal at both scales, continue with step 11.
Otherwise, that is, if at least one of SIIxk,RP values is outside the

interval [0.9SIIxk,RP, 1.1SIIxk,RP] at the ns (x and hence SII are
expected to have small changes), each wi|RP = f(zRP) must be
reviewed (see Figure 1). If these equations are valid at both
scales, a successful scaleup is not possible from the established
process synthesis. Therefore, the process synthesis must be
reviewed. Otherwise, change the corresponding nonvalid
equations and recompute steps i−vi, 8, and 9. Here, given
that the SII is a quantitative measure of the batch behavior, it
allows the designer to determine the effect on the quality
targets of designing a specific unit (obtained, for instance, by
traditional methods) instead of the required one by the process
dynamics. Also, if the SII is altered by scale increments, the
process behavior degrades. Therefore, the wider the SIIxk,RP
interval, the greater the risk of not reproducing the dynamic
behavior of the process at the ns.
Step 11: Given that values for each wi|RP are determined at

the ns, to obtain the exact scaled unit design that matches each
wi|RP requirement, an equation for each wi|ns = f(zns) is
established. Here, these expressions need to be valid only at the
ns.
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Step 12: The process is simulated with p, zns, and w|ns to
verify that the process at the ns achieved the same performance
targets as were set at the cs.
Intermediate Steps a−f: These steps are followed, using eqs

3−12, to compute the state impactability index of each state
variable at the new scale (SIIxk,ns).

Step 13: SIIxk,ns is computed using eq 13. During this step,
one can establish whether the designed unit is over- or
undersized by comparing the SIIxk,cs and SIIxk,ns profiles. The last
two steps are performed to verify that the process at the ns
reproduces the dynamic behavior of the cs.

4. SCALEUP OF A BATCH POLYMERIZATION
REACTOR

The literature shows that there is no simple rule or procedure
for scaling up suspension polymerization reactors;44,45 rather,
combinations of the methods described in section 2 have been
used when scaling up this type of process.46,47 Therefore, in this
section, a batch suspension polymerization reactor is scaled up,
comparing the proposed methodology with a traditional
method. Even though a PBSM must be validated at the cs to
use the methodology, in this section, a complete PBSM is used
as a real process and a simplified one for scaling up the process.
Thus, the scaleup task is verified by means of the complete
model.
4.1. Modeling of the Batch Suspension Polymer-

ization Reactor. The model proposed herein was obtained
using the methodology of Alvarez et al.28 Figure 2 shows the

process flow diagram. Because polymerization reactions are
highly exothermic, the reactor is cooled using a double-pipe
heat exchanger in series with the reactor jacket that maintains
its temperature at 358.15 K.
During the polymerization, it is assumed that the following

kinetic mechanism governs the PMMA synthesis45,47,48

→I 2R
kd (14)

+ →M R P
k

1
I

(15)

+ ⎯→⎯α α+P M P
k

1
pg

(16)

+ ⎯→⎯ +α αP M P D
k

1
fm

(17)

+ →α β α β+P P D
k tc

(18)

+ → +α β α βP P D D
k td

(19)

Here, I, R, and M represent the initiator, primary radical, and
monomer species, respectively. Pα, Pβ and Dα, Dβ are the live
and dead polymer chains, respectively, where α and β represent
chains with different lengths. kd, kI, kpg, kfm, ktc, and ktd are the
kinetic constants for decomposition, initiation, propagation,
chain transfer to polymer, termination by recombination, and
termination by disproportionation, respectively.
Based on the free-radical mechanism shown in eqs 14−19, a

model composed of an infinite number of radical population
equations is obtained. Therefore, to simplify the infinite
number of radical population equations (P1, P2, ..., Pα, Pβ and
D1, D2, ..., Dα, Dβ) into a smaller set of modeling
equations,45,49,50 eq 20 is used to compute the zeroth (λ0),
first (λ1), and second (λ2) moments of the live polymer chains,
and eq 21 is used to compute the zeroth (η0), first (η1), and
second (η2) moments of the dead polymer chains

∑λ α=γ
α

γ
α

=

∞

P
1 (20)

∑η α=γ
α

γ
α

=

∞

D
1 (21)

where γ = 0, 1, 2, and Pα and Dα represent the concentrations of
the corresponding species. According to this approach, a
reduced model composed of differential eqs 22−34 and
algebraic eqs 35−121 is obtained. Units of measurement for
all of the variables and parameters are given in the
Nomenclature section.

= −I
t

k I
d
d d (22)

= −R
t

fk I k MR
d
d

2 d l (23)

λ= − − +M
t

k MR k k M
d
d

( )l pg fm 0 (24)

λ
λ= − +

t
k MR k k

d
d

( )0
l tc td 0

2
(25)

λ
λ λ λ λ

λ

= + + − − +
t

k MR k M k M k k
d
d

( ) ( )1
l pg 0 fm 0 1 tc td 0

1 (26)

λ
λ λ λ λ

λ λ

= + + + −

− +
t

k MR k M k M

k k

d
d

( 2 ) ( )

( )

2
l pg 0 1 fm 0 2

tc td 0 2 (27)

η
λ λ= + +⎜ ⎟

⎛
⎝

⎞
⎠t

k M k k
d

d
1
2

0
fm 0 td tc 0

2

(28)

η
λ λ λ= + +

t
k M k k

d

d
( )1

fm 1 td tc 0 1 (29)

η
λ λ λ λ λ λ= + + +

t
k M k k

d

d
( )2

fm 2 td 0 2 tc 0 2 1
2

(30)

ρ
λ= − −Δ − ̇T

t C V
k M H V Q

d
d

1
[ ( ) ]r

p,r r r
pg 0 p r 1

(31)

Figure 2. Flow diagram of the batch polymerization reactor process.
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ρ
ρ ρ= − − −

+ ̇

T
t C V

F C T T F C T T

Q

d
d

1
[ ( ) ( )

]

2

p,2 2 j
1 1 p,1 1 ref 2 2 p,2 2 ref

1 (32)

ρ
ρ ρ= − − −

− ̇

T
t C V

F C T T F C T T

Q

d
d

1
[ ( ) ( )

]

1

p,1 1 a
2 2 p,2 2 ref 1 1 p,1 1 ref

2 (33)

ρ
ρ ρ= − − −

+ ̇

T
t C V

F C T T F C T T

Q

d
d

1
[ ( ) ( )

]

4

p,4 4 t
3 3 p,3 3 ref 4 4 p,4 4 ref

2 (34)

where Tr is the reactor temperature; T1 and T2 are the cooling
fluid temperatures at the jacket input and output, respectively;
and T4 is the cooling fluid temperature at the inner tube output
of the heat exchanger.
In eqs 22−31, f represents the initiator efficiency, and ΔHp is

the heat of polymerization. Also, kinetic constants, kd, kI, kpg,
kfm, kt, ktc, and ktd, are obtained as follows49,51

= × −k 1.014 10 e R T
d

16 30000/ g r (35)

= = × −k k 2.95 10 e R T
I pg

7 4350/ g r
(36)

= × −k k9.48 10 e R T
fm

3
pg

13880/ g r
(37)

= × −k 5.88 10 e R T
t

9 701/ g r (38)

= −k k ktd t tc (39)

= × −k k3.956 10 e R T
tc

4
td

4090/ g r (40)

Here, kt is the termination constant rate, and Rg is the ideal gas
constant. The reactor fluid (ρr) density is given by52,53

ρ
ρ

=
+ ϵX1r

r,0

m (41)

where ρr,0 is the initial density of the reactor fluid and Xm
represents the monomer conversion, given by52,54

=
−
+ ϵ

X
M M

M Mm
0

0 (42)

where M0 is the initial monomer concentration. Also, the
contraction factor (ϵ) can be computed as54,55

ρ
ρ

ϕϵ = −
⎛
⎝
⎜⎜

⎞
⎠
⎟⎟1m

p
m,0

(43)

where ϕm,0 is the initial volume fraction of monomer. The
densities of the monomer (ρm) and polymer (ρp) can be
calculated using the equations56,57

ρ = − −T968 1.225( 273.15)m r (44)

ρ = − −T1212 0.845( 273.15)p r (45)

In eqs 32−34, the densities of the cooling fluid at the jacket
input (ρ1) and output (ρ2) are obtained from eqs 46 and 47,58

respectively, and those at the inner tube input (ρ3) and output
(ρ4) are computed using eqs 48 and 49, respectively.56

ρ = − T1309.6 0.736771 1 (46)

ρ = − T1309.6 0.736772 2 (47)

ρ = − −T1011 0.4484( 273.15)3 3 (48)

ρ = − −T1011 0.4484( 273.15)4 4 (49)

In addition, the cooling fluid flow rate at the jacket output (F2)
is given by eq 50, and the cooling fluid flow rates at the inner
tube input (F3) and output (F4) are given by eqs 52 and 51,
respectively

ρ
ρ

=F F2 1
1

2 (50)

ρ
ρ

=F F4 3
3

4 (51)

∫= + + +F F K t K e t t K
e t

t
( ) ( ) d

d ( )
dt

t

3 3,bias pe I D
0 (52)

where F1 is the cooling fluid flow rate at the jacket input and
F3,bias is the nominal cooling fluid flow rate at the inner tube. KP,
KI, and KD are the proportional, integral, and derivative
controller gains, respectively, and e(t) = Tr,sp − Tr, where the
subscript sp represents the set point. On the other hand, in eq
31, the reactor fluid specific heat capacity (Cp,r) is given by

ϕ ϕ ϕ= + +C C C Cp,r m p,m p p,p s p,s (53)

considering that the use of volume fractions for computing
mixture properties is a common practice when modeling
polymerization processes.49,53 Here, Cp,m, Cp,p and Cp,s are the
specific heat capacities of the monomer, polymer, and water,
respectively, and the volume fractions of monomer (ϕm),
polymer (ϕp), and water (ϕs) are given by50

ϕ ϕ=
−
+ ϵ

⎛
⎝⎜

⎞
⎠⎟

X
X

1
1m

m

m
m,0

(54)

ϕ ϕ ϕ= −p m,0 m (55)

ϕ ϕ ϕ= − −1s p m (56)

The specific heat capacities of the cooling fluid at the jacket
input (Cp,1) and output (Cp,2) are given by58

= × + − × −C T T1.64 10 7.06 5.71 10p,1
3

1
3

1
2

(57)

= × + − × −C T T1.64 10 7.06 5.71 10p,2
3

2
3

2
2

(58)

and those at the inner tube input (Cp,3) and output (Cp,4) are
given by59

= × + × − ×

+ ×

−

−

C T T

T

1.02 10 2.63 10 7.45 10

7.28 10

p,3
3 1

3
2

3
2

5
3

3
(59)

= × + × − ×

+ ×

−

−

C T T

T

1.02 10 2.63 10 7.45 10

7.28 10

p,4
3 1

4
2

4
2

5
4

3
(60)

The heat-transfer rates at the reactor (Q̇1) and at the double-
pipe heat exchanger (Q̇2) can be calculated using the
equations60,61
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̇ = −Q U A T T( )1 r r r 2 (61)

̇ = −Q U A N T T( )2 he t hp 1 4 (62)

where Nhp is the number of hairpins. Also, the overall heat-
transfer coefficients at the reactor (Ur) and heat exchanger
(Uhe) are given by60,61

=
+ +( )

U
1

ln
h

T
k

D

T h
T
D

r 1
2

1

r w,r

ji

j ji (63)

=
+ + + +

π ξ ξ( )
U

R

1

ln
h

A
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A
d k L

d
d

R
h

he 1
fi 2 2

1

it

t

i

t t

i w,he t

o

i

fo

o o a (64)

Note that eqs 63 and 64 are valid only for the current-scale
design. Therefore, in the following subsection, eq 63 is replaced
by an expression that is valid at all scales, and 64 is changed
according to the requirements of the new scale. kw,r and kw,he are
the thermal conductivities of the reactor wall and heat-
exchanger pipe, respectively. T is the tank diameter, and Dij is
the inner diameter of the annular jacket. di and do are inside and
outside diameters, respectively, of the heat-exchanger inner
tube, and Lt is the nominal length of the exchange section. Rfi
and Rfo are the fouling resistances of the inner tube and
annulus, respectively. Also, in eq 61, Ar is the reactor transfer
area, given by

π π= +A TZ T
4r

2

(65)

Here, the reactor fluid height (Z) can be computed as

π
=

−
Z

V V
T

4( )r bottom
2 (66)

where the reactor volume (Vr) is given by50

= + ϵV V X(1 )r r,0 m (67)

Also, Vr,0 is the initial reactor volume, and Vbottom the volume of
the reactor bottom. In addition, in eq 32, Vj is the jacket
volume, calculated as

=V V
2
5j r (68)

In 64, At is the overall outside area of the inner tube, given by

= +A A At u f (69)

where the outside area of the inner tube (Au) and the area of a
fin (Af) are calculated as

π δ= −A d L N L2( )u o t f t f (70)

δ= +A N L H2 (2 )f f t f f (71)

Also, Ai is the inside area of the inner tube, computed as60

π=A d L2i i t (72)

where Nf is the number of fins and δf is the fin thickness. The
fin height (Hf) is given by60

=
−⎛

⎝⎜
⎞
⎠⎟H

D d
0.75

2f
i o

(73)

where Di is the inner diameter of the heat exchanger annulus.
Additionally, in eq 64, the overall surface efficiency (ξo) is given
by

ξ ξ= − −
A
A

1 (1 )o f
f

t (74)

where the fin efficiency (ξf) is calculated using the equation

ξ =
⎛
⎝⎜

⎞
⎠⎟

m H
m H

tanhf
f f

f f (75)

Here, mf is given by60

δ
=m

h
k

2
f

a

w,he f (76)

where ha is the heat-transfer coefficient at the annulus side

computed from eq 83, considering that Nua is given by eq 96.

Then, to compute the inner (hr) and outer (hj) heat-transfer

coefficients at the reactor, eqs 77 and 78 are used.61

=
−
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(78)

Here, D represents the impeller diameter. The equivalent

diameter for heat transfer at the jacket (De,j) is given by

= −D D D2( )e,j jo ji (79)

Also, the length of jacket passage (Lj) can be computed as

π=L r N2j c t (80)

where the center-line jacket radius (rc) is given by61

=
+

r
D D

4c
jo ji

(81)

On the other hand, to compute the inner (ht) and outer (ha)

heat-transfer coefficients at the heat exchanger, the following

equations are used60,62
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(82)
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(83)

where the Fanning friction factors for the inner tube ( f t) and
annulus ( fa) are given by62
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≤ ≤
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In eqs 77−85, the Reynolds numbers at the reactor (Rer),
jacket (Rej), annulus (Rea), and inner tube (Ret) can be
computed using the equations

ρ
μ

=Re
D N

r

2
r

r (86)

ρ

μ
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D F

Aj
e,j 1 1

x,j 1 (87)

ρ
μ

=Re
D F
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h 2 2

x,a 2 (88)

ρ
μ

=Re
d F
At

i 2 3

x,t 3 (89)

The Prandtl numbers at the reactor (Prr), jacket (Prj), annulus
(Pra), and inner tube (Prt) are calculated as

μ
=Pr

C

kr
p,r r

r (90)

μ
=Pr

C

kj
p,1 1

1 (91)

μ
=Pr

C

ka
p,2 2

2 (92)

μ
=Pr

C
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p,3 3

3 (93)

Also, in eqs 77− 83, the Nusselt numbers at the reactor (Nur),
jacket (Nuj), annulus (Nua), and inner tube (Nut) are given
by60,61

=Nu
h T
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r

r (94)

=Nu
h D

kj
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1 (95)

=Nu
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2 (96)

=Nu
h d
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In addition, in eqs 87−89, the cross-sectional flow areas at
the jacket (Ax,j), annulus (Ax,a), and inner tube (Ax,t) are
computed according to60,61

=
−⎛
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(100)

Here, L and Nturns represent the jacket fluid length and the
number of fluid turns at the jacket, respectively. Also, in eq 88,
Dh is the hydraulic diameter, given by

=D
A

P
4h

x,a

w (101)

In eq 96, De,a is the equivalent diameter for heat transfer at the
annulus, computed as60

=D
A

P
4e,a

x,a

h (102)

where the total wetted perimeter of the annulus (Pw) can be
obtained as

π= + +P d D d H N( ) 2w o i o f f (103)

and the heat-transfer perimeter of the annulus (Ph) can be
calculated from60

π= +P d H N2h o f f (104)

In eqs 33 and 34, volumes of the inner tube (Vt) and annulus
(Va) are given by60

=V A L N2t x,t t hp (105)

=V A L N2a x,a t hp (106)

In eqs 90 and 94, the reactor fluid thermal conductivity (kr)
is calculated as49

ϕ ϕ ϕ= + +k k k kr m m p p s s (107)

where km, kp, and ks are the thermal conductivities of the
monomer, polymer, and water, respectively. The cooling fluid
thermal conductivities at the jacket input (k1) and output (k2)
are given by58

= − × + × − ×− − −k T T2.429 10 1.615 10 1.912 101
2 3

1
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1
2

(108)

= − × + ×
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(109)
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In addition, in eqs 86 and 90, the reactor fluid dynamic
viscosity (μr) is given by

μ μ μ μ= + +x x xr m m p p s s (110)

where μm, μp, and μs are the dynamic viscosities of the
monomer, polymer, and water, respectively. Here, the mole
fractions of monomer (xm), polymer (xp) and water (xw) are
obtained from51

=
+ +

ϕ ρ

ϕ ρ ϕ ρ ϕρ
x

M

M M M

m

m m

w,m

m m

w,m

p p

w

s s

w,s (111)

=
+ +

ϕ ρ

ϕ ρ ϕ ρ ϕρ
x M

M M M

p

p p

w

m m

w,m

p p

w

s s

w,s (112)

= − −x x x1s m p (113)

Here, μr is computed by means of the mole fraction of pure
species because this property is highly dependent on the
polymer molecular weight.45,47

The dynamic viscosities of the cooling fluid at the jacket
input (μ1) and output (μ2) are computed using58

μ = −0.73439e T
1

0.01663 1 (114)

μ = −0.73439e T
2

0.01663 2 (115)

and those at the jacket wall (μw,j) and at the annulus wall (μw,a)
are given by58

μ = −0.73439e T
w,j

0.01663 w,j
(116)

μ = −0.73439e T
w,a

0.01663 w,a
(117)

Here, the wall temperatures at the jacket (Tw,j) and annulus
(Tw,a) are given by60

=
+

T
T T

2w,j
r 1

(118)

=
+

T
T T

2w,a
2 3

(119)

The number-average (Mn) and weight-average (Mw)
molecular weights are given by50,63

λ η
λ η

=
+
+

M Mn
1 1

0 0
w,m

(120)

λ η
λ η

=
+
+

M Mw
2 2

1 1
w,m

(121)

Because Mn and Mw are strongly related to the functional
properties of the polymer such as particle size, impact strength,
rigidity, tensile strength, chemical resistance, and thermal
stability, among others,45,50 this work seeks to maintain their
values when scaling up the process. The solution of the
previously presented coupled differential and algebraic
equations was done in EMSO (Environment for Modeling,
Simulation and Optimization).
4.2. Implementation of the Scaleup Procedure. As

mentioned before, the previously presented model was reduced

during the scaleup task. For model simplification, the following
assumptions were considered:

• The dependency of the reactor fluid density on
temperature is neglected; only the concentration depend-
ency is considered, because the reactor temperature is
controlled.53,63

• Kinetic constants kd, kI, kpg, kfm, kt, ktc, and ktd are
evaluated at Tr,sp, given the reactor isothermal
operation.64

• Given that the variations of Cp,r, μr, and kr with
concentration and temperature are small, these param-
eters are considered constant (average values) along the
batch.63,64

• The quasi-steady-state approximation (QSSA) is applied
to primary radicals (R) and the zeroth (λ0), first (λ1), and
second (λ2) moments of the live polymer chains.63

• T1 is considered as a known input variable to the process,
that is, its value at each stage of the batch is known.

The simplified model is composed of differential eqs 22, 24,
and 28−32. Also, in eqs 23 and 25−27, the time dependence of
each species is neglected, according to the QSSA for R, λ0, λ1,
and λ2, giving rise to eqs 122−125. These algebraic equations
describe the behavior of these species during the batch.
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Here, kd, kI, kpg, kfm, kt, ktc, and ktd, given by eqs 35−40, are
evaluated at Tr,sp. Also, ρm and ρp, computed according to eqs
44 and 45, are evaluated at Tr,sp. The rest of the parameters
involved in the simplified model (Vr, Vj, ρ1, ρ2, Cp,1, Cp,2, F1, F2,
and Q̇1) are computed using the corresponding algebraic
equations presented in the previous subsection. Also, as λ0 ≪
η0, λ1 ≪ η1, and λ2 ≪ η2 (because they are highly reactive
species), the number-average (Mn) and weight-average (Mw)
molecular weights can be simplified to

η
η

=M Mn
1

0
w,m

(126)

η
η

=M Mw
2

1
w,m

(127)

Each one of the 13 steps of the procedure is performed as
follows. The computational implementation was carried out
using the MATLAB m-code programming language.
Step 1: CVcs = 0.1 m3, CVns = 1.5 m3, and ΔCV = 0.1 m3 are

defined.
Step 2: A PBSM of the process is obtained. The PBSM

composed of differential eqs 22, 24, and 28−32 describes the
dynamic behavior of the reactor.
Step 3: x, z, p, and w are defined according to the model as

follows
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η η η= I M T Tx [ ]0 1 2 r 2 (128)

= V Tz [ ]r,0 1 (129)

τ ϕ ρ
=

Δf k k k k k k H C T M M

p

[ ]d I pg fm tc td p p,r ref w,m j m,0 0 r,0

(130)

= V V F F U Aw [ ]r j 1 2 r r (131)

Step 4: The OT is fixed at the cs. Here, the OT is obtained
by solving the process model considering that Tr = 358.15 ± 1
K and including the effect of manipulating F3 so the reactor
fluid is able to reach this temperature range. Here, it is
considered that the optimal OT occurs when Tr is set at 358.15
K,45 where the polymerization can take place achieving the
desired polymer molecular weight with minor risk of a thermal
runaway.41

Intermediate steps a−f: These steps are followed to
compute the SIIxk,cs.
(a) An expression for each wi|cs = f(zcs) must be found. Thus,

Vr is calculated by eq 67, Vj by eq 68, F2 by eq 50, Ur by eq 63,
Ar by eq 65, and F1 by the equation

τ
=F

V
1

j

j (132)

where τj is the residence time for the cooling fluid at the jacket
input.
(b) The model is linearized along the OT according to eqs 3

and 4.
(c) Matrices Bc and Cc are modified using eqs 5 and 6,

considering that yi,min and yi,max are the minimum and maximum
values, respectively, of each yi during the batch at the cs,
because minor changes are expected for these limits at the cs.
Here, T1,min and T1,max also are the minimum and maximum
values, respectively, of T1 and Vr,0 limits are computed as the
±10% of its nominal value at the cs.
(d) The model is discretized using ts = 120 s. Here, ts must

be small to represent each continuous linear model. For this
case, it was chosen to be equal to the time step for constructing
the ensemble of continuous linear models. Given the slow
nature of BPs,4,40 if ts is changed (to a consistent value), the
dynamics hierarchy is not altered.
(e) The , , and matrices are computed from eqs

9−11, where n = 7, m = n = 7, and p = 2.
(f) is decomposed into singular values using eq 12.
Step 5: SIIxk,cs is computed using 13 with rank( ) = r = 2.

Figure 3 shows the SIIxk,cs profiles, where it can be seen that SIITr

> SIIT2
> {SIII, SIIM, SIIη0, SIIη1, SIIη2}.

According to this, Tr is the most impacted dynamics by the
design variables of the process. Here, it is worth clarifying that
the SII curves can be affected by the controller tuning, so the
designer must be careful to properly tune the controller
because, by using the proposed methodology, the OT at the cs
is transferred to the ns and, if the controller is poorly tuned, an
oversized unit might be designed at the cs, instead of the
actually required one.
Step 6: The critical point of the batch is identified. It

corresponds to SIITr,cs = 4.97 at t = 5 h as can be seen in Figure
3.

Step 7: This point is selected as the RP for scaling up the
process. Values for the state variables at the RP are reported in
Table 1.

Intermediate Steps i−vi: These steps are followed to
determine SIIxk,RP as the scale is increased.
(i) An expression for each wi|RP = f(zRP) is found.

Considering that eq 63 fixes the given geometry of the reactor,
two cases for the overall heat-transfer coefficient are
considered: available (Ur,a) and required (Ur,r). For the former,
eq 63 is used for computing Ur,a, and for the latter, Ur,r is
computed as

ρ ρ
= −

| | | − − | | | −
| − |

U
FC T T F C T T

A T T

( ) ( )

( )r,r
1 p,1 RP 1 RP 1 RP ref 2 p,2 RP 2 RP 2 RP ref

r r RP 2 RP
(133)

where Ur,r is evaluated at the RP. In addition, considering that
most of the traditional scaleup methods involve the fulfillment
of geometrical similarity, this comparison allows one to
determine the effect of designing a unit geometrically similar
instead of the required one. Notice that, in the first case, the
process is scaled up keeping the overall heat-transfer coefficient
fixed by the current scale design. In contrast, in the second case,
the overall heat-transfer coefficient is computed from the
process energy requirements without fixing the geometry of the
reactor, making eq 133 valid when the scale is increased.
(ii) The model is linearized around the RP.
(iii) Matrices Bc and Cc are modified according to eqs 5 and

6, considering that the limits of yi are the same as those set at
the cs, because minor changes are expected for these limits
when the scale is increased because the process dynamic
behavior is transferred from the cs to the ns using this
methodology. Here, the limits of T1 also are equal to those set

Figure 3. State impactability index at the cs.

Table 1. RP for Scaling up the Process

variable value SI units

I 9.56 × 10−4 kmol/m3

M 3.75 × 10−1 kmol/m3

η0 6.33 × 10−3 kmol/m3

η1 2.19 × 100 kmol/m3

η2 1.67 × 103 kmol/m3

Tr 358.14 K
T2 357.41 K
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at the cs, and the limits of Vr,0 are computed as ±10% of its
nominal value at each scale.
(iv) The linear model at the RP is discretized as shown in eqs

7 and 8 as the scale is increased, with ts = 120 s. Here, it is also
expected that each discrete model represents each continuous
one at the RP.
(v) , , and are computed at the RP at each scale, using

9−11.
(vi) is decomposed in singular values as shown in eq 12.
Step 8: SIIxk,RP is computed from eq 13, where the Hankel

matrix rank is r = 2.
Step 9: As can be seen from Figure 1, steps 5−12 are

repeated until CV = CVns.
Step 10: The SIIxk,RP values are compared at the cs and ns, as

can be seen from Table 2. Here, the SII values remain constant

when the process is scaled up when the energy requirements
are constrained (Ur,r), and they change when geometrical
similarity is held (Ur,a). This fact indicates that the process
behavior deteriorates when Ur,a is used during the scaleup.
In addition, the w|RP values for all cases are reported in Table

3. It can be seen that a smaller value for the overall heat-transfer

coefficient was computed when using Ur,a than when using Ur,r;
this means that a smaller process unit than required was
designed.
Step 11: Given that values for each wi|RP were determined at

the ns (see Table 3), to obtain the exact scaled unit design that
matches each wi|RP requirement, an equation for each wi|ns =
f(zns) is established. Therefore, taking into account that fact
that only eq 133 satisfies the scaleup requirements (see Table
2), two cases are considered to fulfill Ur,r: (i) increasing the flow
rate of the cooling fluid at the jacket input and (ii) setting a
new jacket geometry. For the first case, F1 is changed from 53.4
to 159 m3/h to increase Ur,a to the desired value. For the
second case, three internal baffles are added to the jacket, using
eq 13461 instead of eq 78, to satisfy the heat-transfer demand
(Ur,r) in the RP at the ns. From here, Ur,r is computed using eq
63 for the baffles case, with Nuj is given by eq 134 where hj is
computed according to eq 95.
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Step 12: The process is simulated with the values of p, zns,
and wns.
Intermediate Steps a−f: These steps are followed to

compute SIIxk,ns.

Step 13: SIIxk,ns is computed using eq 13. In this way, values
of this index for the main dynamics (Tr) at each scale are
compared in Figure 4. It can be seen that the SIITr

profile for

the geometrical similarity case is highly different from the cs
profile. Consequently, it is not possible to reproduce the same
dynamic behavior of the reactor at the ns by maintaining
geometrical similarity. Figure 4 also shows that there is little
difference between the SIITr

curves at the cs and ns for the
baffles case; this difference is because the jacket must be
designed with an integer number of baffles. Here, three baffles
were added to the annular jacket, but the real requirement was
for 2.8 units. Therefore, the overall heat-transfer coefficient in
the reactor increased from 605 to 611 W/(m2 K), decreasing
the F3 demand.
Also, from Figure 4, it can be seen that there is a small

difference between the SIITr
profiles at the cs and ns for the flow

rate case. This effect is because, although the flow rate of
cooling fluid at the jacket input satisfies the energy require-
ments at the end of the batch [Ur,r = 605 W/(m2 K)], it also
has a greater cooling capacity from the process start, causing
less energetic requirements at the heat exchanger throughout
the batch and, hence, decreasing the flow rate needed at the
heat exchanger to hold Tr = 358.15 K.

4.3. Comparison of the Proposed Methodology to a
Traditional Method. To verify the process dynamic behavior
at the ns, in this subsection, the complete model, composed of
eqs 20−121, is used to simulate both units designs. In Figure 5,
the dynamic evolutions of Mn and Mw for all cases are
compared. It can be seen that there is difference between Mn

Table 2. SIIxk,RP Values at the cs and ns

variable SIIcs SIIns|Ur,r
SIIns|Ur,a

I 0.00 0.00 0.00
M 0.00 0.00 0.00
η0 0.00 0.00 0.00
η1 0.00 0.00 0.00
η2 0.00 0.00 0.00
Tr 4.97 4.97 3.35
T2 0.96 0.96 0.98

Table 3. wRP values at the cs and ns

variable wcs wns|Ur,r
wns|Ur,a

SI units

Vr 8.96 × 10−2 1.34 × 100 1.34 × 100 m3

Vj 3.61 × 10−2 5.41 × 10−1 5.41 × 10−1 m3

F1 3.56 × 100 5.34 × 101 5.34 × 101 m3/h
F2 3.56 × 100 5.34 × 101 5.34 × 101 m3/h
Ur|RP 2.45 × 102 6.05 × 102 3.40 × 102 W/(m2 K)
Ar 7.68 × 10−1 4.67 × 100 4.67 × 100 m2

Figure 4. State impactability index at the ns for Tr.
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and Mw at the cs and ns for the geometrical similarity case. This
difference is because, when the process was scaled up using Ur,a,
a smaller process unit was designed than required, causing that
the reactor temperature (Tr) to increase at the beginning of the
batch (see Figure 6), which elevates the values of the kinetic
constants (kd, kI, kpg, kfm, kt, ktc, and ktd) and, hence, increases
the termination rates to produce shorter polymer chains.

In Figure 5, it can also be seen that the curves for Mn and Mw
at the cs and ns overlap for both cases when the energy
requirements are held. This fact demonstrates that the process
reaches the same quality targets at the ns from the cs when the
proposed procedure is used. Also, a comparison of the reactor
temperature dynamics (Tr) for all cases is shown in Figure 6.
Here, the same controller parameters are used for all cases.

Figure 6 shows that the profiles of the energy requirements
overlap with the cs profile. Also, it can be noticed that there is a
difference between the geometrical similarity case and the cs
profile. The same difference can be seen in Figure 7, where a
comparison of the dynamic responses of the control input,
namely, the cooling fluid flow rate at the inner tube input (F3),
for all cases is presented.
It can be seen that, when the process is scaled up with the

geometrical similarity maintained, the flow rate reaches its
maximum value during the first hour of polymerization. During
this time, any disturbance introduced into the process cannot

be countered by the controller. Here, it is even clearer that the
unit has a smaller size than required. In addition, the difference
for the baffles case and the cs, as mentioned before, is due to
the addition of three baffles instead of 2.8, and the difference
for the flow rate case is due to the increment of the cooling
capacity from the process start, as also mentioned before.

5. CONCLUSIONS
The main contribution of this work is the integration of an
index (SII) into the scaleup of batch reactors, which allows the
establishment of the real scale factors of a process maintaining
the same dynamics hierarchy when changing the scale and,
hence, determining whether two or more designed units can
carry out the same process with the same performance targets.
Here, the use of a process PBSM and its Hankel matrix to
analyze the process dynamic behavior and scale it up,
considering the effects of the design variables (z) as a whole
on each state variable (xk), is the key for carrying out a
successful scaleup.
A batch polymerization reactor was scaled up from 0.1 to 1.5

m3. As a result, the scale factors for keeping the same polymer
molecular weight trajectory at both scales were found. Here, it
was established that the dynamics that was impacted most by
the design variables was the reactor temperature (Tr) and the
less impacted ones were the species concentrations (I,M, η0, η1,
η2). In addition, considering that traditional scaleup methods

Figure 5. Mn and Mw at the cs and ns using the complete model.

Figure 6. Comparison of Tr at the cs and ns using the complete model.

Figure 7. Comparison of F3 at the cs and ns using the complete model.
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involve the fulfillment of geometrical similarity, from this
example, it is shown that traditional scaleup methods do not
always wind up with a good industrial unit design, and if the
geometrical similarity is held, other parameters of the process
need to be changed to achieve the same performance targets as
set at the current scale of an industrial unit. Also, it is shown
that, by means of SII calculations, it is possible to identify
whether a process unit is over- or undersized.
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■ NOMENCLATURE

Latin Letters
A = system matrix
Af = area of a fin (m2)
Ai = inside area of the inner tube (m2)
Ar = reactor transfer area (m2)
At = overall outside area of the inner tube (m2)
Au = outside area of the inner tube (m2)
Ax = cross-sectional flow area (m2)
B = input matrix
C = output matrix

= controllability matrix
Cp,i = specific heat capacity of the ith stream [kJ/(kg K)]
Cp,m = specific heat capacity of the monomer [kJ/(kg K)]
Cp,p = specific heat capacity of the polymer [kJ/(kg K)]
Cp,r = specific heat capacity of the reactor fluid [kJ/(kg K)]
Cp,s = specific heat capacity of the water [kJ/(kg K)]
D = impeller diameter (m)
De = equivalent diameter (m)
Dh = hydraulic diameter (m)
di = inside diameter of the heat-exchanger inner tube (m)
Di = inner diameter of heat-exchanger annulus (m)
Dij = inner diameter of the annular jacket (m)
do = outside diameter of the heat-exchanger inner tube (m)
Dα = concentration of the dead polymer of α monomers
(kmol/m3)
Dβ = concentration of the dead polymer of β monomers
(kmol/m3)

= vector of state variable functions
f = initiator efficiency
fa = fanning friction factor at the annulus
Fi = flow rate of the ith stream (m3/s)
f t = fanning friction factor at the inner tube

= vector of output variable functions
= Hankel matrix

h = heat-transfer coefficient [W/(m2 K)]
Hf = fin height (m)
I = initiator concentration (kmol/m3)
j = discrete time
KD = derivative controller gain
kd = decomposition kinetic constant (1/min)
kfm = kinetic constant for chain transfer to polymer [m3/
(min kmol)]
KI = integral controller gain
kI = initiation kinetic constant [m3/(min kmol)]
ki = thermal conductivity of the ith stream [W/(m K)]

km = monomer thermal conductivity [W/(m K)]
KP = proportional controller gain
kp = polymer thermal conductivity [W/(m K)]
kpg = propagation kinetic constant [m3/(min kmol)]
kr = reactor fluid thermal conductivity [W/(m K)]
ks = water thermal conductivity [W/(m K)]
kt = termination kinetic constant [m3/(min kmol)]
ktc = kinetic constant for termination by recombination [m3/
(min kmol)]
ktd = kinetic constant for termination by disproportionation
[m3/(min kmol)]
kw,he = heat-exchanger pipe thermal conductivity [W/(m K)]
kw,r = reactor wall thermal conductivity [W/(m K)]
L = jacket fluid length (m)
Lj = length of the jacket passage (m)
Lt = nominal length of the exchange section (m)
M = monomer concentration (kmol/m3)
m = dimension of the vector of output variables
M0 = initial monomer concentration (kmol/m3)
mf = coefficient for the fin efficiency calculation
Mn = number-average molecular weight (kg/kmol)
Mw = weight-average molecular weight (kg/kmol)
n = dimension of the vector of state variables
Nf = number of fins
Nhp = number of hairpins
Nturns = number of fluid turns at the jacket
Nu = Nusselt number

= observability matrix
p = dimension of the vector of input variables
p = vector of synthesis parameters
Pα = concentration of the live polymer of α monomers
(kmol/m3)
Pβ = concentration of the live polymer of β monomers
(kmol/m3)
Ph = heat-transfer perimeter of the annulus (m)
Pw = total wetted perimeter of the annulus (m)
Pr = Prandtl number
Q̇1 = heat-transfer rate at the reactor (W)
Q̇2 = heat-transfer rate at the double-pipe heat exchanger
(W)
R = concentration of primary radicals (kmol/m3)
r = matrix rank
rc = center-line radius (m)
Rfi = inner-tube fouling resistance (m2 K/W)
Rfo = annulus fouling resistance (m2 K/W)
Rg = ideal gas constant [cal/(mol K)]
Re = Reynolds number
SII = state impactability index
T = tank diameter (m)
t = time
Ti = temperature of the ith stream (K)
Tr = reactor temperature (K)
Tw = fluid wall temperature (K)
U = SVD matrix composed by left singular vectors
Uhe = overall heat-transfer coefficient at the heat exchanger
[W/(m2 K)]
Ur = overall heat-transfer coefficient at the reactor [W/(m2

K)]
V = SVD matrix composed by the right singular vectors
Va = volume of the annulus [m3]
Vbottom = volume of the reactor bottom [m3]
Vj = jacket volume [m3]
Vr = reactor volume [m3]
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Vr,0 = initial reactor volume [m3]
Vt = volume of the inner tube [m3]
w = vector of design-variable-dependent parameters
x = vector of state variables
Xm = monomer conversion
xm = monomer mole fraction
xp = polymer mole fraction
xs = water mole fraction
y = vector of output variables
Z = reactor fluid height (m)
z = vector of design variables

Greek Letters
δf = fin thickness (m)
ΔHp = heat of polymerization (J/kmol)
ϵ = contraction factor
η0 = zeroth moment of the dead polymer chains (kmol/m3)
η1 = first moment of the dead polymer chains (kmol/m3)
η2 = second moment of the dead polymer chains (kmol/m3)
λ0 = zeroth moment of the live polymer chains (kmol/m3)
λ1 = first moment of the live polymer chains (kmol/m3)
λ2 = second moment of the live polymer chains (kmol/m3)
μi = fluid dynamic viscosity of the ith stream (Pa s)
μm = monomer fluid dynamic viscosity (Pa s)
μp = polymer fluid dynamic viscosity (Pa s)
μr = reactor fluid dynamic viscosity (Pa s)
μs = water fluid dynamic viscosity (Pa s)
μw = fluid wall dynamic viscosity (Pa s)
ξf = fin efficiency
ξo = overall surface efficiency
ρi = fluid density of the ith stream (kg/m3)
ρm = monomer density (kg/m3)
ρp = polymer density (kg/m3)
ρr = reactor fluid density (kg/m3)
ρr,0 = initial reactor fluid density (kg/m3)
σii = ith singular value
Σ = matrix of singular values
ϕm = volume fraction of monomer
ϕm,0 = initial volume fraction of monomer
ϕp = volume fraction of polymer
ϕs = volume fraction of water

Subscripts
0 = initial condition
a = annulus fluid side
c = continuous system
d = discrete system
j = jacket fluid side
max = maximum value
min = minimum value
N = nominal value
r = reactor fluid side
t = inner tube fluid side
sp = set point

Superscript
T = matrix transpose

Abbreviations
BP = batch process
CP = continuous process
cs = current scale
CV = capacity variable
ns = new scale
OR = operating regime
OT = operating trajectory

PBSM = phenomenological-based semiphysical model
RP = reference point
SVD = singular value decomposition
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