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The algebraic category MV* is the image of MV, the category whose objects are the MV-algebras, by the
equivalence K* (cf. [7,8]). In this paper we define the logic £* whose Lindenbaum algebra is an MV*-algebra
(object of MV*), and establish a link between L° and the infinite valued Lukasiewicz logic . We define
cU-operators, that have properties of universal quantifiers, and establish a bijection that maps an MV-algebra
endowed with a U-operator (cf. [20-22]) into an MV*-algebra endowed with a cU-operator. This map extends
to a functor that is a categorical equivalence.

© 2014 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

1 Introduction

Since we are working on ideas and results of the paper [8], we recommend that the reader have the mentioned
paper at hand while reading this work. All the residuated lattices considered in this paper are distributive and
commutative, so we shall omit mentioning these two conditions in the sequel, assuming them as given. Recall
that a residuated lattice is said to be integral if it is bounded above by the unit of the product. All the categories
considered in this paper have an underlying variety (cf. [1]), so we shall use the same notation in both cases.

Many years ago, the constructive logic with strong negation (cf. [24]) was created for logical reasons: the
intuitionistic negation does not have “good” constructive properties. From the beginning, constructive logic with
strong negation was closely related to intuitionistic logic. The algebraic counterpart of that logic was studied in
first place for Rasiowa, and further defined for equations by Brignole and Monteiro (cf. [4]). They call the algebraic
models Nelson algebras. Also, the algebraic approach of the relationship between intuitionism and constructive
logic with strong negation appears: a characterization of Nelson algebras as pairs of disjoint elements of Heyting
algebras (cf. [13,28]). In [9], Cignoli proves that this characterization can be formalized from a categorical point
of view as an adjunction between the categories of Heyting algebras and Nelson algebras, which restricted to
centered Nelson algebras becomes an equivalence. More recently, Spinks and Veroff have shown that Nelson
algebras are equivalent to a subvariety of residuated lattices that they call Nelson residuated lattices. This result
proves that constructive logic with strong negation can be considered as a substructural logic.

In [5], the authors obtain many results about constructive logic with strong negation and some of its axiomatic
extensions. For example, they give an algebraic proof of the equivalence between Nelson algebras and Nelson
residuated lattices, and they prove a Glivenko-like theorem relating constructive logic with strong negation and
three valued Lukasiewicz logic.

In [7], the authors proved that the equivalence between Heyting and Nelson algebras (in fact between Heyting
algebras and Nelson residuated lattices) can be lifted to an equivalence between the category IRLy of integral
residuated lattices with bottom, and a category of involutive residuated lattices called DRL', whose objects are
c-differential residuated lattices satisfying the condition (CK*) (cf. [7, 8]). Later it was proved in [8] that a c-
differential residuated lattice satisfies the characterizing condition of DRL' if and only if we can define a unary
operation « that satisfies some “quantifier-like” conditions. The category MV of MV-algebras can be considered
as a full subcategory of IRLy, and MV" is the image of MV under the mentioned equivalence (cf. [8]).

The categorical equivalence between IRL, and DRL’ given in [7] relies on a generalization of a standard
construction of an involutive residuated lattice from an integral residuated lattice (cf. [27]).

* Corresponding author: e-mail: martasagas @gmail.com
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376 M. S. Sagastume and H. J. San Martin: Bounded dagger principles

The general purpose of our present work is to “lift” the relationship between intuitionistic logic and constructive
logic with strong negation to some kind of link between logics associated to IRLg and DRL'. This paper is a first
step in that research. We study here a logic £.°, whose algebraic models are the objects of MV*, and its relationship
with the infinite valued Lukasiewicz logic L associated to MV. We also study some operators in MV*"-algebras,
called cU-operators, that have properties of universal quantifiers. They correspond to U-operators in MV-algebras.

In § 2 we present some basic results about the categories DRL' and MV* which we shall need later. In § 3 we
define the extension RWk of the system RW (cf. [14]) and we prove that it is complete in DRL'. The Lindenbaum-
Tarski algebra of £.°, extension of RWk, is an MV*"-algebra. We obtain some results about the relationship between
the logical system L. of Lukasiewicz and our system £.°. Finally, a new and unexplored field is that of § 4, where an
extra operator, called cU-operator, is added to the involutive residuated lattices previously investigated, expressing
a possible notion of universal quantifier. Indeed, we establish a bijection that maps an MV-algebra endowed with
a U-operator (cf. [20-22]) into a MV*-algebra endowed with a cU-operator. This map extends to a functor (that
we also call K*) that is a categorical equivalence.

2 Preliminary definitions and results

Let (A, A, V, ., —, 0, 1) be an object in IRL,. We define K*(A) in the following way:
K'(A) = {(a,b) € A x A° : a.b = 0},

where A° is the dual order of A (cf. [7], § 7]). For A € IRL,, define the following operations in K*(A):

ad,(a— e)A(d— b)),
(a—>d)A(e—Db),a.e).

An involutive residuated lattice is an algebra T = (T, A, V, %, —, ~, 1) such that

1. (T, A, V, %, —, 1) is a residuated lattice,
2. ~is an involution of the lattice that is a dual automorphism; i.e., ~~ x = x forall x € T, and
3. xxy <ziffx <~ (y=x(~2z)).

Note that in this case we have that ~ (y * (~ z)) = y — z.

An involutive residuated lattice is said to be centered if it has a distinguished element, called a center, that is,
a fixed point for the involution. A c-differential residuated lattice is an integral involutive residuated lattice with
bottom O and center c, satisfying the following condition [7, Definition 7.2]:

Foranyx,y e T, (x xy)Ac=((x Ac)xy) V (x *(y A c)).

We denote the category of c-differential residuated lattices by DRL, where 0 and c are in the signature of the
algebras of DRL.

The algebra (K*(A), A, V, %, =, ~, (0, 1), (1, 0), (0,0)) is an object of DRL, where (0, 1) is the bottom,
(1, 0) is the top and ¢ = (0, 0). The assignment A — K*(A) extends to a functor K* : IRLy, — DRL.

For any T € DRL, consider C(T') := {x € T : x > ¢}. This defines a functor C : DRL — IRL, which is left
adjoint to K* [7, Theorem 7.6].

© 2014 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.mlq-journal.org
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The adjunction C - K* : IRLy — DRL restricts to an equivalence C - K* : IRLy — DRL' [7, Corollary 7.8],
where DRL' is the subcategory whose objects T satisfy the following condition:

For every pair of elements z, w € T such thatz, w > cand z * w < ¢,

(CK*) there exists x € T suchthatx Ve=zand ~x Vc=w.

Let T be an algebra in DRL'. Then there is a map « : T — T such that satisfies the following two conditions:

(D) KxVec=c— X,

2) KXANc=xAc.

Conversely, if T is an object of DRL in which there exists an operator « that satisfies the previous equations,
then (CK*) holds on 7T [8, Theorem 1]. In the following, we use DRL' to denote the category whose objects have
a unary operator x in its signature satisfying the corresponding equations.

Let MV" be the full subcategory of DRL’ whose objects (T, A, V, %, —, ~, k, 0, 1, ¢) satisfy the following
equations:

(Inv*) ~ KX =K ~KX,
(QHey) c*xxx(x—> (yve))=cx*(xAYy),
(Lin®) x—=y)viy—>x)=c

Recall that an MV-algebra is term equivalent to an integral residuated Ilattice with bottom
(A, V, A, .,—,—,0, 1) that satisfies the following equations:

(Inv) ——x = x (here, =x = x — 0),
(Lin) (x—=>y)v(y—>x) =1,
(QHey) x.(x > y)=xAy.

For T € MV* we have that «(T) = {x € T : kx = x}. The assignment T +> «(T) extends to a functor % :
MV* — MV. If g : T — S is a morphism in MV", then 2 (g) : «(T) — «(S) is the morphism in MV given
by the restriction of g to « (7). For A € MV, the assignment A — K*(A) extends to a functor K* : MV —
MV". If f: A — B is a morphism in MV, then K*(f) : K°'(A) — K*(B) is the morphism in MV" given by
(K*(f))(a,b) = (f(a), f(b)). The adjunction .# 4 K* : MV — MV" is an equivalence [8, Corollary 15]. For
every A € MV we have the isomorphism « : A — «(K*(A)) given by «(a) = (a, —a), and for every T € MV*
we have the isomorphism 8 : T — K*(k(T)) given by B(x) = (Ax, A ~ x), where Ax =~ «k ~ x.

If A e MV, thenk : K'(A) — K*(A) is given by «(a, b) = (=b, D).

Consider the real interval [0, 1] endowed with its structure of MV-algebra. The image of [0, 1] under K* is the
triangle in Figure 1.

o (1,0)

o (0,1)
Fig.1 Image of [0,1] under K*
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3 A system based on the system RW

In this section we study the varieties DRL" and MV* from a logical approach.

Throughout this section, we assume that a fixed countably infinite set of variables is given. The formal system
RW has signature {-, —, A, Vv, ~, 1}. The ranks of these symbols are just as for involutive residuated lattices. For
convenience, we define also a derived binary connective <> by

x<y=(x—->y)A(y—>x).

The axioms (A1) to (Al14) and rules (R1) and (R2) of RW, taken from [3] (cf. also [14, 15]), are as follows,
where x, y and z are three distinct variables:

(A1) X — X,

(A2) (x=>y) = ((y = 2) > (x = 2)),
(A3) x=>((x=y)=>y)orx—>(—>2)—=> 0> K&—>2),
(A4) (x Ay) = x,

(A5) (xAy) =y,

(A6) (x=YAx—>2) = (x> (yA2),
(A7) x = (xVy),

(A8) y— (xVvy),

(A9) (x=>2)A(y—=>2) > ((xVvy) —2)
(A10) (xA(yVvz)= (xAY)V(xAZ),
(A11) (~~x) = x,

(A12) (x=~y) = vy =~x),

(A13) (x=>(—=2)o((x-y)—2),
(A14) x < (1 - x),

(R1) x,x — y>y (MP, modus ponens),

(R1) x, y>x Ay (A, adjunction).

Let Frw be the set of formulas of the system RW. We define the notions of proof and theorem on RW as usual.
A proof of a formula ¢ in Frw is a finite nonempty sequence of formulas ¢y, ¢1,..., ¢,—1 = ¢ in Frw such that
for each i < n one of the following is true:

(i) ¢; is a substitution instance of one of the axioms (A1) to (A14) above;
(ii) for some j, k <i,@ris@; — ¢;;
(iii) ¢; is @; A @ for some j, k < i.

The formula ¢ in Frw is called a theorem of RW if it has a proof in RW. Let I' € Frw. Then we consider the
deducibility relation of RW as follows: I' Frw ¢ iff there is a finite sequence of formulas ¢g, ¢1,..., ¢,—1 = ¢ in
Frw such that for each i < n, either ¢ € T or one of the conditions (i), (ii), (iii) in the earlier definition of proofs
and theorems is true. In this case we say that ¢ is a consequence of I".

The variety of involutive residuated lattices, called iCDRL, models the deducibility relation of RW in the sense
of the following definition of [2]: a deductive system S is called algebrizable if it has an equivalent algebraic
semantics K. We can get an axiomatization of K from [2, Theorem 2. 17]. The notation K = « ~ 8 means that
the equation o &~ 8 holds in every algebra of K.
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Math. Log. Quart. 60, No. 6 (2014) / www.mlq-journal.org 379

3.1 The system RWk

We define the formal system RWk, which signature is {-, —, A, vV, ~, «, 0, 1, ¢}. The axioms of this system are
(A1) to (A14) from above, (A15) to (A19), and the rules are (R1), (R2), where the axioms (A15) to (A19) are as
follows:

(A15) (x-y) = (x A ),

(A16) c <~ c,

(A17) (x-y)rne) o ((x-(yre) vy (xAc))),
(A18) (kx Ae) < (x A e),

(A19) (kx Ve) < (c— x).

In every integral residuated lattice (T, A, V, ., =, 1) we have that x.y < x Ay for any x, y € T. This is the
motivation of axiom (A15). Moreover, the axiom (A15) allows us to prove the theorem x — (y — (x A y)), from
where it is possible to eliminate rule (R2).

Let F be the set of formulas of RW«. We write = for the following equivalence relation defined on the set F,
where I is the deducibility relation of RWk: o = B iff - o < 8.

Lemma 3.1

(i) Leta, B,y,n € Fsuchthatao = Bandy =n. ThenaVy =BVnanda Ay =B An.
(ii) Leta, B € F, and suppose that thereisy € F suchthata Ny =B AyandaVvy =BV y. Thena = B.
(iii) x(c) = 1.

Proof. The items (i) and (ii) follow immediately. In order to prove (iii), by (A18) we have that x (¢) A ¢ =
c A 1, and by (A19) we obtain k(¢) vV ¢ = ¢ Vv 1. Hence, by (ii), we conclude that k (¢) = 1. O

Proposition 3.2

(a) Let ¢ satisfy the axioms (A16) to (Al9). Then - ¢ < ¢.
(b) Let o € F. Suppose that k satisfies the axioms (A18) and (A19). Then - ka < ka.

Proof. First we prove (a). By Lemma 3.1 and axiom (A18) we obtain that c=c A ¢. In a simi-
lar way we obtain that ¢ = c A &. Thus, c = ¢, i.e., - c < ¢. Now we prove (b). By (A18) and (A19) we
have that k« Ac=ka A c and ko V ¢ = ka V c. Therefore by Lemma 3.1 we conclude that ko = ko, i.e.,
Frka < Ka. U

By Proposition 3.2 and [6, Theorem 1] (cf. also [14, Lemma 8.4]), we deduce that the variety DRL’ is the
equivalent algebraic semantics for the consequence relation . In particular, we have the following two facts:

(i) Let o, B € F. Then F a <> B iff DRL' =« ~ 8. Equivalently, for any o € F we have that - o« iff
DRL Ea ~ 1.

(ii) If Apgryy = F/=, then Apr;; € DRL’ and in consequence it is the free algebra in countably infinite
generators on the variety DRL.

Let T=(T,A,V,%, —,~,k,0,1,¢) be an algebra of DRL’. We consider the reduct algebra R(T) =
(T, A, V, %, —,~,0,1,¢).
Corollary 3.3 The function k is compatible in R(T).

Proof. Consider the system S, where the axioms are (A1) to (A14), (A15) to (A17), and the only deduction
rule is modus ponens. Let K be the variety characterized by the equations of iCDRL plus the equations associated
to the axioms (A15) to (A17). By [14, Lemma 8.4], K is the equivalent algebraic semantics for the deducibility
relation of S. The conclusion of the corollary follows from Proposition 3.2 and [6, Theorem 4]. O

Finally we give a weak deduction theorem (or local deduction theorem) for RW«, which can be deduced from
[15, Corollary 2.15].

www.mlq-journal.org © 2014 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim
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Theorem 3.4 Leta, B € Fand U C F.Then T U {a} F B iff thereisn € N such that T - o" — B.

3.2 The system L°

We define the formal system £° whose signature is the same as that of RWk. The axioms of this system are the
axioms of RWk, (A20), (A21), (A22), and the rule is (MP), where the axioms (A20), (A21) and (A22) are as
follows:

(A20) ~kx < k(~Kx),
(A21) c— ((x > y)V(y—x)),
A2 ((xo0) (x> (rve) o (kA o).

The variety MV* is the equivalent algebraic semantics for the deducibility relation - « of the system £.".

We abuse notation and we also write = for the corresponding equivalence relation defined on F: o = g iff
Fp- @ <> B. In particular, Apy. = F/= is the free algebra in countably infinite generators on the variety MV".
For o € F we write o for the class of « relative to the equivalence relation =. Let Ayy be the free algebra in
countably infinite generators on the variety MV.

Now we study relation between Ayry and Aypy-. We start with some preliminary lemmas.

Lemma 3.5 Let (T, A, V, %, —>,~,k,0,1,¢c) € MV and let x, y € T. Then the following conditions hold:

(a) k0 =0andx(c)
(b) k(x Ay) =k(x)
(c) k(xVvy)=x(
(d) k(x*y)=(Ax*xxy)V (Ay *Kkx),

(e) k(x +y)=r(x)+«(y), wherex +y =~ ((~x)*(~y)),
(f) A(x*y)=Ax *Lry,

(g) kK(x = y) =Ax — ky,

(h) ~kx <Kk ~ x.

Proof. Itfollows from results of [8]. Other possible proof follows from the categorical equivalence between
MV and MV", and the fact that for A € MV the map « : K°'(A) — K*(A) is given by «(a, b) = (=b, b). O

Lemma 3.6 Let T be in MV* generated by {y, 2, ...} and let X = {ky1, ky2, ...} U{c ~ yi, 6 ~ o, ..} If
v € T, then kv and Av can be expressed as a combination of elements of X. Moreover, k(T ) is generated by X.

Proof. We give a proof by induction on the complexity c(v) of v.

First suppose that c(v) = 0. Hence, v must be 1, 0 or ¢. If v = 1, then kv = 1 = ky; = ky;. If v = 0, then
kv =0=~ (ky; = «ky). If v = ¢, then kv = 1 = ky; — ky;. Besides A0 = Ac = k0 and A1 =« .

Second, suppose that, for c(v) < n, kv and Av can be expressed as a combination of elements of X. Let v be
an element of T such that c(v) = n. We consider the following cases:

(1) v = ~w. Then we can decompose kw in terms of X because c(w) =n — 1. So, kv =k ~ w =~ Aw
and Av = ~kw can be decomposed too.

(2) v = w *z. We have that kv = Aw * Kz V kw * Az, and by inductive hypotheses kv can be decomposed.
Besides we have that Av = Aw * Az, so it can be decomposed too.

(3) v =w — z. This case follows from the two precedents.

4) v=w A z. We have that kv = kw A kz and Av = Aw A Az, so the result follows.

(5) v = w V z. This case is similar to the previous one. O

Remark 3.7 Let N be the set of natural numbers, and for n € N let y, be the nth propositional variable of £.°.

We consider the function f : N — k(Amv-) given by f(2n) = «(y,) and f(2n — 1) = k(~ y,). Let y;, y; be
two distinct propositional variables and suppose that « (3;) = « (¥;). Then the equation « (x) = « () would be true
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in every algebra of MV*, which is false. Thus, « (3;) # « (¥;). In a similar way we can prove that « (y;) # k(~ ¥;),
and that « (~ ¥;) # «(~ ¥;). Hence, f is aninjective function and the set X as above theorem is countably infinite.

The isomorphism 8 : T —> K*(«(T')), for T in MV*, maps u +> (iu, A ~ u). So, in particular, Au * A ~ u =
0, equality that can be rewritten in terms of « and + as: ku + k ~ u = 1. This equality holds in « (7). For this
reason the set X of the above lemma is not a free system of generators. For example, let &2 : X — {0, 1} be the
function given by 2 (x) = 0 for every x € X. It follows from the equation ~ xx < x ~ x that the function can not
be extended to an homomorphism h k(Amye) = {0, 1} in MV.

Theorem 3.8 There is an ideal I in Ayy such that k (Apye) = Amv/1.

Proof. Letg:N — Ayy be the function given by g(n) = |x,|, where |x,| is the class of the propositional
variable x,, relative to the canonical equivalence relation of L. Let f be the function given in Remark 3.7. By
Lemma 3.6 the set X generates « (Amv- ), so we have that there is an epimorphism fiAww — k(Amye) in MV
which extends f and such that the following diagram commutes:

f
N——=— k(Amve)

[

Amv

Therefore k (Amy-) = Amy/Ker(f), where Ker(f) = {|a| € Amv : f(Ja|) = 0}. O

It is well known that MV = V(]0, 1]) (cf. [11]). Then it follows from the categorical equivalence between MV
and MV" the following

Proposition 3.9 The variety MV" is generated by K*([0, 1]). Equivalently, an equation holds in every algebra
of MV* iff it holds in K*([0, 1]).

Let X be an countably infinite set of propositional variables {x;, x5, ...}. Any functionv : X — T withT € MV*
(called a T-valuation) can be extended to a unique homomorphismv : 7 — T.Leta € F and T € MV". We say
that « is a T-tautology if for any T -valuation v: v(a) = 1.

We have the following result about completeness of £.°:

Corollary 3.10 Let o € F. Then, Fg- a iff o is a K*([0, 1])-tautology.

4 On U-operators in MV and MV*

The algebraic treatment of classical reasoning involves the notions of propositional functions and quantifiers.
Consider the following example:

“All men are mortal”
“Some Greeks are men”
“Some Greeks are mortal”

Concerning this inference, Halmos says “Within the framework of Boolean algebras alone, it is not possible
to formulate the inference that allows, . . ., the conclusion ‘Some Greeks are mortal’ ” ; instead, “a study of what
‘some’ and ‘all’ mean” is necessary [18, p. 20].

Roughly speaking, he defined propositional functions (like “x is mortal”, “x is even”, etc.) from some set X
(for example, men, natural numbers, etc.) to a Boolean algebra B (of propositions) and existential quantifiers
as certain algebraic operators. The application of an existential operator to a propositional function produces a
constant, that is, a proposition of B. He also defines the dual notion of universal quantifier.

In the original approach of Halmos, a quantifier V is a map satisfying the following conditions:

(H1) V(x AVy)=Vx AVy,
(H2) VO =0,
(H3) x < Vx.
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These conditions imply that the image of V is a subalgebra and coincides with the set of fixed points of V. This
two results seem to be essential.

The notion of quantifier has been generalized from there in many ways. For example, the definition of a
Q-distributive lattice is given in [10] and in [23] a quantifier for De Morgan algebras is defined.

In [12], the authors define a quantifier in MV-algebras as a map such that (E1) to (E6) hold, where (E1) is (H3)
above, and

(E2) V(x Vy)=VxVVy,
(E3) V-V = -V,

(E4) V(Vx® Vy) =Vx @ Vy,
(ES) V(x ®x) = Vx © Vx, and
(E6) Vx®x)=Vx @ Vx.

More references about quantifiers on MV-algebras can be found in [16,17,25,26]. It follows from results of [8]
that for (T, A, Vv, %, -, ~, 0, 1, ¢) € MV" the map « satisfies the conditions (E1) to (E4), (E6) and the inequality
Kk (x % x) < kx * kx. By this reason we say that « satisfies some “quantifier-like” conditions.

In [22], the authors give a construction to obtain Wajsberg algebras from themselves, and this construction is
analyzed when the original algebra is endowed with a U-operator, which expresses a possible notion of universal
quantifier. The U-operators on Wajsberg algebras have been studied in [19-21].

In this section we build up a bijection between the set of U-operators of a MV-algebra A and some subset
of U-operators of K*(A), the cU-operators, where we define U-operators in algebras of MV* as in the case
of MV-algebras. Also, we study c-relatively complete subalgebras of algebras of MV", that are in a bijective
relationship with the cU-operators. To end the section we extend the categorical equivalence .2~ - K*(cf. [8]) by
defining two extended functors, that we shall call also % and K*, between the categories MVy, whose objects
are pairs formed by an MV-algebra and a U-operator, and MV* .y, whose objects are pairs formed by an object
of MV* and a cU-operator.

4.1 U-operators

Definition 4.1 Let A € MV. A functionV : A — A is a U-operator if it has the following properties:

(U1) Ya = a=1,
(U2) V(Ya — b) = Ya — Vb.

Every U-operator on a MV-algebra has the following properties:

(U4) VYVa = Va,

(U5) a < b implies Va < Vb,

(U6) V(a A b) = Va A Vb,

7 V(a v Vb) =Va v Vb,

(U8) V—Va = —Va,

U9) V(a.Vb) = Va.Vb,

(U10) Va.3b = 3(b.Va) = V¥(a.3b), where Ja = =V —a,
ultn VO =0,Vl =1,

(U12) Vi = 3a, IVa = Va.

Let T € MV*". We say that afunctionV : T — T is a U-operator if it satisfies the conditions (U1) and (U2) above.
Proposition 4.2 Let A € MV, and letVY : A — A be a U-operator.
(a) The function A : K*(A) — K*(A) given by A(a, b) = (Va, 3b) is a U-operator.

(b) The function A : K*'(A) — K"(A), which is given by A(a, b) = (a, —a), is a U-operator.
(c) A= Aiff Ais trivial.
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Proof. First we prove (a). Let (a,b) € K°(A), soa < —b. Then, Va < V—b and in consequence we obtain
Va.3b = 0. Therefore A is a well defined map.

In order to prove that A satisfies (U1), let (a, b) € K°(A). As Va.b < Va.3b = 0, we have that Va.3b = 0.
Then

A(a,b) — (a,b) = (Va,3Ib) — (a,b)
= ((Va — a) A (b — 3b), (Va).b)
= (1,0).
Now let (a, b), (d, ¢) € K*(A). Then
A(A(a,b) — (d,e)) = A((Va,3Ib) — (d,e))
= A((Va — d) A (e — 3D), (Va).e)
= (V((Va — d) A (e.3b)), 3((Va).e))
= ((VYa —> Vd) A (Ve — 3b), Va.Te).
On the other hand, we have that
Aa,b) — A(d,e) = (Va,3b) — (Vd, Te))
= (Va — Vd) A (e — 3b), Va.Te).
Therefore A satisfies the condition (U2).
Now we prove (b). It is immediate that A satisfies (U1). In order to prove that A satisfies the condition (U2), let
(a,b),(d,e) € K°(A). Thena.(a — d).e <d.e =0,s0a — d < e — —a. Then we obtain that
Mr(a,b) — (d,e)) = i((a, —a) — (d, ¢))
=A(a—> d)A (e > —a),a.e)
=Ma —d,a.e)
=(a—>d,—(a—d))
=(a —> d,a.—d).
Besides we have that
ra,b) = A(d,e) = (a,—a) — (d,—d)
=(a > d)A(~d - —a),a.—d)
=(a - d,a.—d).
Thus, A satisfies (U2).
Finally we prove (c). Suppose that A = A and let a € A. Then Va = a because (a, ~a) € K*(A). Thus, V is

the identity function. Besides b = —a for every (a, b) € K*(A). In particular, as (0, 0) € K*(A) we obtain 0 = 1.
Hence, A = {0}. The converse is immediate. O

Let Ae MV.IfV: A — A is a U-operator, then A(A(a, b)) = A(A(a, b)) = (Va, =Va) for every (a, b) €
K*(A).

Definition 4.3 Let 7 € MV* andlet 2 : T — T be a function. We consider the following conditions for every
ueT:

i) Quve)=Qu)Vve,
() Qurc)=Qu)A e,
(i) Qux*c)=Q(u)x*c.
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A U-operator satisfying conditions (i), (ii) and (iii) is called a cU-operator.

Remark 4.4 LetT e MV", let Q: T — T be a cU-operator and let u € T. Then u > ¢ (respectively u < c)
implies Q(u) > c (respectively €2(u) < ¢). Hence, Q(c) = c.

As usual, if X is a set we consider the map 7} : X x X — X given by 7y (a, b) = a.

Theorem 4.5 Let A € MV. Then Y —— A is a bijection between the set of U-operators of A and the set of
cU-operators of K*(A).

Proof. LetV:A — A be a U-operator. By Proposition 4.2 we have that the map A : K°(A) — K*(A)
given by A(a, b) = (Va, =V—b) is a U-operator. Moreover, we have that

A((a,b) v e) = Ala,0) = (Va,0) = Ala,b) Ve,
A((a,b) Ae) = A(0,b) = (0,3b) = A(a, b) A e,

A((a,b) xc) = A0, —~a) = (0, =Va) = (Va,3b) x c = A(a, b) xc.

Suppose thatV; : A — AandV, : A — A are U-operators such that (V,a, 3,b) = (V,a, 3,b) forevery (a, b) €
K'(A).Leta € A. As (a, —~a) € K*(A), we obtain V,a = V,a. Hence, V| = V,. Thus, ¥V — A is injective.

On the other hand, let 2 : K°(A) — K*(A) be a cU-operator. We define the function V: A — A as Ya =
7182(a, 0). This function is a U-operator. In order to prove it, let a € A. By Remark 4.4 we have that (a, 0) =
Q((a,0) v ¢) = (Va, 0). Thus,Va — a = 1 because (Va, 0) — (a,0) = (1, 0). Letus prove that V satisfies (U2).
Leta,b € A. Then (Va — b,0) = (Va,0) — (b,0) = Q(a, 0) — (b, 0). Hence

(V(Va — b),0) = 2(R2(a, 0) — (b,0))
= Q(a, 0) — Q(b,0)
= (Va,0) — (Vb,0)
= (Ya — Vb, 0).

Thus, V(Va — b) = Va — Vb.
Now we prove that 2 = A. First, we shall see that Q(u) = A(u) for u < ¢ and for u > c. Indeed, Q(a, 0) =
(Va, 0) = A(a, 0) and

Q(0,b) = Q((—b,0) x c)
= Q(—b,0)*xc
= (V-b,0) x c
— (0, 3p)
— A0, ).

Finally we show that Q(a, b) vV ¢ = A(a, b) v cand Q(a, b) A c = A(a, b) A c. In fact,
Q(a,b) ve=Q(a,0)=(Va,0) = A(a,b) Ve,

Qa,b) Ae=2(0,b) = (0,3b) = A(a, b) Ae.
Therefore the result follows by distributivity. O
Let A € MV. Then 1 : K*(A) — K*(A) is a cU-operator iff A is trivial.

4.2 Relatively complete subalgebras of algebras of MV*

Using a standard argument (cf. [18] for the case of monadic Boolean algebras), it is possible to prove that, for
an MV-algebra A, there is a bijection between the set of U-operators on A and the set of subalgebras of A that

© 2014 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim www.mlq-journal.org



Math. Log. Quart. 60, No. 6 (2014) / www.mlq-journal.org 385

are relatively complete. A subalgebra A is called relatively complete if for every x € A the set Ag N (x] has a
maximum. We build up a bijection between the set of cU-operators of an algebra T of MV*® and some subset of
subalgebras relatively complete of 7', where we define these subalgebras as in the case of MV-algebras.

We state in what follows some properties of U-operators and cU-operators on algebras of MV".

Lemma 4.6 Let Q2 be a U-operator on T. Then, the following properties hold:

(Uo1) Q0 =0and 21 =1,
(U4) QQu = Qu,

(Us) u < v implies Qu < Qu,
(U8) Q ~ Qu =~ Qu.

Proof. From (Ul) we have that Q20 < 0. From (U1) and (U2): Q1 = Q(Qu — u) = Qu — Qu = 1.

Let us now prove (U4) by using (Up;) and (U2). We have that QQu = Q(1 — Qu) = Q(Q1 — Qu) =
Q1 - Qu =1— Qu = Qu. Suppose u < v. Then Qu < u < v, so Qu — v = 1, from where Q(Qu — v) =
1 = Qu — Qu. So, Qu < Qu, That is, (U5) holds.

To see (U8), we have by (U2) and (Up;) that 2 ~ Qu = Q(Qu - 0) =Qu — Q0=Qu - 0=~ Qu. O

Lemma 4.7 Let Q2 be a cU-operator on T. Then, the following properties hold:

(U6) Qu Av) = Qu A Qu,
amn Qu v Qu) = Qu Vv Qu,
(U9) Qu * Qv = Qu, for some w € T.

Proof. The first two equalities follow from (U6) and (U7) for MV-algebras, because we can assume that
T = K*(A) with A an MV-algebra, and that every cU-operator has the form Q(a, b) = (Va, 3b).

We have Qu * Qu = Q(a, b) * Q(d, e) = (Ya.Vb, (Ya — Je) A (Vd — 3b)). For MV-algebras we can see
thatVx — Iy = 3(x — Jy)and Ir A Is = 3(r A Is). From these equalities we deduce that (Va — Je) A (Vd —
3b) = I((a — Fe) A A(d — 3b)). Also, by (U9), Va.Vb = ¥(a.¥b). Thus, for w = (a.Vb, (a — Je) A I(d —
3b)) we have Qu * Qv = Qu. O

Now we give a bijection between cU-operators and certain relatively complete subalgebras that we shall call
c-relatively complete.

Definition 4.8 Let T be an algebra in MV", T, a subalgebra of T. We say that T is a c-relatively complete
subalgebra of T if the following conditions hold:

(RC) For every u € T the set Ty N (] has a maximum.
(V) Foreveryu € T,ifr € Ty N (u V c] then there is s € Ty N (u] such thatz < s Vv c.
(%) Foreveryu € T, ifr € Ty N (u * c] then there is s € Ty N (u] such that 7 < s * c.

Lemma 4.9 Let Q be a cU-operator on T, T an algebra in MV". Then, the image of T by 2, noted Q(T), is
a c-relatively complete subalgebra of T.

Proof. First we prove that Q(7T) is a subalgebra. In fact, from Lemma 4.6 and condition (U8), we have that
Q is closed by ~. By Lemma 4.7 we have that Q is closed by A, V and *. The property (Up;) proves that 0 and 1
are in ©(T'), and by the definition of items (i) and (ii) of cU-operators we have also that ¢ € Q(7'). We have that
Q(T) is closed by « because k2(a, b) = Q«(a, b).

To see (RC), we shall show that, for every u € T, Qu = max(QT N («]). In first place, Qu € Q(T) N (u].
Second, suppose ¢ € QT N (u]. Then r = Q¢ (by (U4)) and ¢ < u, from where ¢t < Qu, thus proving Qu =
max(Q2(7) N (u]).

Finally we prove (V) and (). Lett € Q(T) N (u Vv ¢], sot = Q¢ and t < u V ¢. Then, by (U5), Lemma 4.6
and by the fact that €2 is a cU-operator, we have that ¢ < Q(u v ¢) = Qu V c. If we take s = Qu, then (V) holds.
To see (x), replace V by . d
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Lemma 4.10 Let Ty be a relatively complete subalgebra of T and suppose that there exists the function
Q: T — T given by Qu = max(Ty N (u]) for every u € T. Then, Q is a U-operator on T. Moreover, if Ty
satisfies the conditions (V) and (x) above then Q is a cU-operatoron T.

Proof. In first place, we can see that t = max(Ty N (¢]) = Q¢ for every t € Ty. In particular, Qc = ¢,
because being Ty a subalgebra, c € Tj. It is obvious that (U1) holds for €2, because Qu < u. Let us prove that
Qu — Qv = max(Ty N (Qu — v]) = Q(Qu — v), that is, (U2). The expression Qu — Qu is in Ty, because
Ty is a subalgebra, and in (Qu — v], by (U1). Let t € Ty N (Qu — v]. We shall prove that ¢ < Qu — Qu.
We have that ¢ « Qu < v and ¢ * Qu € Ty. Then, Q(r * Qu) = * Qu and, by (U5), 7 x Qu < Qu, from where
t < Qu — Qu. Thus, Qu — Qv is the maximum.

Suppose that Ty satisfies the conditions (V) and (*). First we can prove that Q satisfies condition (ii) of
cU-operators. Indeed, by (U5), Q(u Ac) < Quand Q(uAc) < Qe=1c¢,50,QQuAc) <QuAnrnc.ButQuAace
(To N (u A ¢l), from where Qu A ¢ < Q(u A ¢). Then, Qu A ¢ = Q(u A ¢). Now we are going to prove that
Q(u Vv e)=QuVec We have that Qu vV e € Ty and Qu V ¢ < u v ¢. We shall see that it is the maximum of
ToN(uvc.Ift € TyN (u V cl, for condition (V) there exists s € Ty N (u] such that7 < s V ¢. But s < Qu, then
t < Qu Vv c. In a similar way we can prove, by using (x), that Q(u * ¢) = Qu * c. (]

Straightforward computations prove the following:

Corollary 4.11 Let T € MV". There is a bijection between the set of c-relatively complete subalgebras of T
and the set of cU-operators of T.

4.3 Extending the categorical equivalence between MV and MV*

In what follows we shall extend the categorical equivalence #° - K* (cf. [8]). In fact, we define two extended
functors, that we shall call also % and K°, between the category M)y whose objects are pairs formed by an
MV-algebra and a U-operator, and the category MV* .y whose objects are pairs formed by an object of MV*
and a cU-operator. A morphism f : (A,V) — (A’, V') in MVy is a morphism f : A —> A’ in MV such that
f(¥x) =V'(fx) for any x € A. Analogous definition for morphisms in MV"y.

Lemma 4.12 Let T be in MV*, Q a cU-operator. Then, Q2(ku) = «(Qu) and Q(iu) = A(Qu).

Proof. We only need to prove that Q(«xu) satisfies the equations of «(Qu) because « is uniquely de-
termined. We have that Q(ku) Ac= Q(kuAc) =QuAc)=QuAcand Q(ku) Vve=Qkuve)=Qc—
u) = Q(Qe - u) = Qe — Qu = ¢ — Qu. Analogous for A. O

Lemma 4.12 allow us to give the following

Definition 4.13 The functor K* : MVy — MV" .y is defined by the assignment (A, V) — (K*(A4), A),
where A =V x 3 restricted to K*(A) (cf. Theorem 4.5). The functor .#" : MV* .y —> MVy is defined by the
assignment (7', ) = (k(T), Qi (1)), Where Q,(r) is the restriction of 2 to « (T').

Consider (A, V) in MVy and apply to this object the composition of the two functors K* and J#". The result

is (k(K°(A)), Ac(ke(a)))s Where A, (k+(4)) is the restriction of ¥ x Jto k (K*(A)). On the other way, for an object

T, Q) in MV" .y, we obtain by the composition of the functors .#" and K the object (K*(k(T)), A), where
A = QryX ~ Q1) ~.

Theorem 4.14 Let (A,V) € MVy and Let (T, Q) € MV" .
1. The isomorphism ¢ :A — k(K'(A)) in MV extends to an isomorphism ¢ :(A,V)—
(K(K'(A)), AK(K'(A)))'
2. The isomorphism B : T — K*(k(T)) in MV* extends to an isomorphism B : (T, Q) — (K*(«(T)), A).

Proof. The firstisomorphism is given by the assignment ¢(a) = (a, —a) (cf. [8]). It is easy to see that ¢ is
also a morphism in MVy. In fact, ¢(Ya) = (Va, —=Va) and A, (k-(a))(¢a) = (VYa, 3—a) = (Ya, —Va).
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The map 8 is defined by Bu = (Au, A ~ u) (cf. [8]). Then, B(Qu) = (A (Qu), A(~ Qu)) = (A(Qu), ~ «(Qu)).
By Lemma 4.12 we obtain that A(Bu) = A(ru, . ~u) = (Q(ru),~ QL ~ (A ~u)) = =
B(Qu). O

A moment’s reflection shows the following

Corollary 4.15 There exists a categorical equivalence between MVy and MV’ ..
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