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We present Non-Equilibrium Molecular Dynamics (NEMD) simulations of shock wave compression along
the [001] direction in monocrystalline Tantalum, including pre-existing defects which act as dislocation
sources. We use a new Embedded Atom Model (EAM) potential and study the nucleation and evolution
of dislocations as a function of shock pressure and loading rise time. We find that the flow stress and
dislocation density behind the shock front depend on strain rate. We find excellent agreement with
recent experimental results on strength and recovered microstructure, which goes from dislocations to a
mixture of dislocations and twins, to twinning dominated response, as the shock pressure increases.

� 2013 Elsevier B.V. All rights reserved.
1. Introduction

Shock compression of condensed matter allows the study of
materials under extreme conditions [1]. Improving experimental
and simulation techniques allow detailed studies of the shock-
induced microstructure, which can lead to large changes in me-
chanical properties. A large amount of work has been recently
carried out for Face-Centered Cubic Metals (FCC) [2e13], and Body-
Centered Cubic metals (BCC) [2,14e20]. However, most of the work
on BCC metals has focused on Fe, due to the large number of
technological applications for Fe, for instance as part of structural
materials, and also due to the role of Fe properties in Earth’s interior
mechanics. Fe displays a solidesolid phase transformation near
15 GPa, which makes dislocation plasticity difficult to identify in
simulations [21e23].
cas, Universidad Nacional de
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Atomistic simulations of high strain rate loading of BCC metals
[3,24e26] are sparse, mostly due to the lack of interatomic poten-
tials which are reliable at high pressures. In particular, it has been
shown for Nb [18] and Ta [27], that many potentials display an
artificial phase transition from BCC to Hexagonal Close-Packed
(HCP).

Among BCC metals, Ta has several technological applications,
and no phase transitions are thermodynamically present up to
fairly high pressures and temperatures [28]. Shock-loaded Ta has
been studied using both gas-gun [29] and laser-driven shocks
[30e32]. These experiments show a rich behavior, including high
strength [32,33], dislocations [29e31], twinning above a critical
pressure around 40 GPa [30,31,34,35], and the presence of u-
phase [30,31] in some recovered samples shocked above w70
GPa.

Recent Non-Equilibrium Molecular Dynamics (NEMD) simula-
tions from Cuesta-Lopez and Perlado [36] subjected Ta, W and Fe
monocrystals to particle velocities Up ranging from 0.1 to
2.5 km s�1, spanning the elastic to shock-melting response. They
did not observe dislocation activity, but instead found nucleation
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of a close-packed phase above a critical shock pressure. However,
this observed BCC/ close-packed phase transition in Ta is actually
an artifact of the potential by Li et al. [37] used in their study.
Another group recently reported NEMD simulations of Ta spall [38],
using the Johnson Embedded Atom Model (EAM) potential [39],
without focusing on shock-induced plasticity.

Ravelo et al. recently presented a new EAM potential [27] for Ta
specifically developed for high-pressure shock loading environ-
ments. They showed that several often-used Ta potentials display
an artificial BCC / HCP transition below 100 GPa. Using their new
potential, they calculated the Hugoniot along different directions:
[001, 011] and [111], finding an excellent agreement with experi-
mental data up to several Mbars. Above a velocity threshold
(Up¼ 0.88 km s�1, Pw 70GPa for the [001] direction) they observed
homogeneous nucleation of twins for shocks along all the studied
directions. Above that threshold dislocations could be nucleated
from twin boundaries. Rudd et al. [25] studied the plastic relaxation
rates of compressed Ta samples, using the Model Generalized
Pseudopotential Theory (MGPT) potential and homogeneous
compression, finding dislocations homogeneously nucleated above
w65 GPa.

In this work we investigate a Ta sample with pre-existing de-
fects which act as dislocation sources, shock loaded along the [001]
crystallographic direction. We focus on pressures below 70 GPa, the
threshold for twin nucleation, to study the influence of shock
strength (particle velocity Up) and shock rise time tr on the resulting
microstructures.

2. Methodology

We use the LAMMPS molecular dynamics simulation code [40],
to model perfect single crystal samples, in which nanovoids have
been added to act as dislocation sources [10,41e44]. A few nano-
voids can be simple to introduce and relax, and have been exten-
sively studied regarding dislocation emission under loading
[15,25,45e47]. They lead to results similar to the introduction of
dislocation loops [44,48], and have an activation stress roughly
proportional to the inverse of their radius, compared to dislocation
loop Frank-Read-type sources, which have a nucleation stress
proportional to the inverse of their length [49]. We use nanovoids
with a radius of 3 nm, which leads to an activation stress of 12 GPa
under homogeneous uniaxial compression [50]. This allows us to
study shock-plasticity well below the homogeneous twin nucle-
ation limit.

We use the new EAM potential by Ravelo et al. [27], and the
Extended Finnis Sinclair (EFS) potential [51]. These potentials
should work well below 70 GPa, and dislocation activity from voids
is qualitatively similar for both of them [50].

We tested different sample sizes, with cross-sections reaching
300 � 300 BCC cells to investigate possible size effects, and found
that a cross-section of 50 � 50 cells was large enough to obtain
smooth shock profiles. The length of the sample varied between
400 and 2000 BCC cells along the [001] direction. Periodic
boundary conditions are applied in the transverse directions, and
the back region allows for free surface release. Most simulations
were run at low temperatures (10 K) to simplify defect detection,
but the few room temperature simulations performed also dis-
played the same behavior.

There are several ways to run non-equilibrium shock simula-
tions [4,52,53], and we use a simple rigid piston moving at an
imposed particle velocity Up [54,55]. An ideal shock wave is typi-
cally applied as a perfect square wave, with zero rise time. Exper-
imental shocks, on the other hand, are typically applied with rise
times as long as a nanosecond. For this reason, we use a linear
velocity ramp for the piston, which can lead to a large change in the
resulting microstructure due to the dynamics of dislocation pro-
duction in the pre-existing sources [48,56]. Of course, the shock
wave will eventually develop a steady state depending on pressure
and material properties. We investigate piston velocities in the
range Up ¼ 0.25e0.9 km s�1, and rise times in the range tr ¼ 0.1e
50 ps. As a guide, the volumetric compression reached for
Up ¼ 0.75 km s�1 is 12%.

The deviatoric shear stress was calculated using [4]:

s1 ¼ 1
2

�
szz � 1

2
�
sxx þ syy

��
; (1)

while for the full von Mises stress we use:

s2vm ¼ 3J2 ¼ 1
2
Sn þ 6Ss; (2)

Sn ¼ �
sxx � syy

�2 þ �
syy � szz

�2 þ ðsxx � szzÞ2; (3a)

Ss ¼ s2xy þ s2yz þ s2xz; (3b)

where J2 is the second invariant of the stress deviator [13].
Tracking of defects was performed by use of the Dislocation

Extraction Algorithm (DXA) [57]. In the DXA, defects are identified
via Common Neighbor Analysis (CNA) [58] and a geometric
description of dislocation lines is generated. All remaining crystal
defects which cannot be represented by dislocation lines are
identified as point defects or surfaces, which in our specific case
would apply for vacancies, twin boundaries, or void surfaces. This
geometric representation is ideal for visualization of complex
defect structures. We also used the Crystal Analysis Tool (CAT) [59],
which allows for strain and structure-type calculations, including
twin detection. Although twin identification in unstrained lattices
is fairly straightforward using CNA or other methods [60], twinning
in a lattice with large uniaxial compression can be challenging. CAT
[59] is able to detect twins up to high strains, and a newmethod for
twin identification has also been recently presented [61]. We use
Ovito [62], VMD [63], and ParaView [64] to visualize defect
structures.
3. Results

Shock loading leads to emission of dislocations from pre-
existing sources, as expected. Initially, as described in detail for
homogeneous loading simulations [46], one observes mostly rapid
edge segments advancing while screw segments remain mostly
sessile, as shown in Fig. 1a, for Up ¼ 0.35 km s�1, tr ¼ 15 ps. Shock
simulations using the EFS interatomic potential by Dai et al. [51]
show the same features. Although there are some quantitative
differences in the activation threshold for dislocation emission
between the EFS and Ravelo potentials, dislocation structures for
3 nm voids are qualitatively the same under homogeneous
compression [50]. After some time, a dislocation forest develops, as
in the back of Fig. 1a, similar to the case of higher porosity and
homogeneous uniaxial loading [47], with a large fraction of straight
screw segments, as seen in some recovered samples. For
Up < 0.4 km s�1 (29 GPa), only dislocations are nucleated from the
pre-existing defects, and the situation evolves similarly to Fig. 1a.
For Up¼ 0.5 km s�1, twinning appears as shown in Fig. 1b. We find a
twinning threshold between 25 and 30 GPa, in agreement with
experiments [31]. Twinning appears alongside dislocations, pro-
ducing a mixed structure as observed in Fig. 1b, obtained with CAT
[59]. This has also been seen in gas-gun [65] and laser-driven shock
experiments [31]. In our simulations twins are only few nm wide



Fig. 1. Shock-induced microstructure for the Ravelo potential [27], with shock fronts moving approximately from left to right. (Left) Up ¼ 0.35 km s�1 and tr ¼ 15 ps, showing
dislocations 60 ps after piston started. (Center) Up ¼ 0.50 km s�1 and tr ¼ 15 ps, showing twinning and dislocations, 70 ps after shock started. Blue: dislocations; teal: twins; green:
twin boundaries. (Right) Up ¼ 0.88 km s�1, tr ¼ 15 ps. Behind dislocations emitted from the void, twins are nucleated homogeneously. Color represents depth. (For interpretation of
the references to color in this figure legend, the reader is referred to the web version of this article.)
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and few tens of nm long after only 50e80 ps, and they could
continue growing. The microscopy work by McNaney et al. showed
that twins in recovered Ta (001) samples shocked at 55 GPa were
tens of nm wide and hundreds of nm long [35]. Recent work for
compressive loading of Ta at 104 s�1 also shows thin twins [66]. The
case when the twin nucleation threshold has already been reached
is shown in Fig. 1c. Since we are using ramp loading, the early part
of the ramp is enough to trigger dislocation emission from a void,
while the peak pressure reached at the top of the ramp induces
twinning. This should be compared to the FCC loading shown in
Refs. [48,56], where loops were used instead of voids, and homo-
geneous nucleation of shear loops replaced twinning.

Twinning in BCC metals is complex [67e69], but there are
several atomistic studies for BCC metals describing twin growth
[70,71], and twin nucleation from grain boundaries [72,73]. In our
simulations, twinning is closely related to dislocation emission
from voids and their reactions [46]. As expected from compressive
strain, shock-induced twins are in the ð121Þ½111� system [46]; Fig. 2
shows the close-up view of a twin from the simulation shown in
Fig. 1b.

A view of the shock-induced dislocation forest produced by a
single source can be seen in Fig. 3, together with pressure and shear
stress profiles. The von Mises stress has an average value of
w12 GPa over the region with dislocations, which is nearly iden-
tical to its value throughout the entire shock-compressed region.
The shear stress goes down to values of 3 GPa, less than half its
value in the elastically compressed region.

To understand the large differences between the von Mises and
shear stress, we consider one particular case. In Fig. 5, the profiles
for the longitudinal stress tensor component in the shock direction
szz, vonMises stress svm, shear s1, and the orthogonal shear stresses
sxy, sxz and syz are plotted for a shocked sample at Up ¼ 0.5 km s�1
Fig. 2. Region of the sample, for Up ¼ 0.50 km s�1 and tr ¼ 15 ps, showing twinning
induced by the pre-existing sources, below the homogeneous twin nucleation
threshold, 70 ps after the shock started. Top surface perpendicular to the (112) plane.
with a linear ramp of tr ¼ 10 ps. A void at z w 66 nm serves as a
dislocation source. It can be seen that szz maintains its value at
w36 GPa in the region with dislocations, between 55 and 90 nm,
but we sometimes observe perturbations near voids, especially for
longer rise-times. The von Mises stress has a mean value of 13 GPa
with a drop of only about 5% near the center of the dislocation zone.
On the other hand, as the shear stress is only computed from the
principal stress directions, it shows a marked drop over the same
region, where a particular complex state of stress evinced by the
non-zero values of the non-diagonal shear stress components di-
minishes the ability of the von Mises calculation to reflect devia-
toric stress relaxation due to dislocation motion.

Fig. 4 shows profiles for samples with 3 dislocation sources
along their length. Pressure profiles show the expected steepening
of the wave, and kinks in the profile indicate plastic activity.
Dislocation activity increases with time and leads to a roughly
homogeneous dislocation density. Shear profiles display increasing
relaxation due to that dislocation motion, as expected.

Fig. 6a shows the evolution of dislocation density, vonMises and
shear stress, versus Up. Measurements for this figure were taken at
the same depth, when the shock front is reaching the end of the
sample. The dislocation density grows with increasing particle
velocity Up as expected. It increases linearly with Up for rise times
up to 15 ps, but when the ramp is as long as 35 ps and Up is at
0.75 km s�1, the dislocation density no longer follows this trend,
but instead shows a lower value. At longer rise times, dislocation
motion dominates dislocation emission, lowering the dislocation
density needed to relax the volumetric strain Ref. [48]. The large
Fig. 3. Snapshot for Up ¼ 0.50 km s�1, tr ¼ 15 ps, taken 35 ps after the piston started,
for a sample with an initial void in the center. (top) Dislocation lines. (center) Longi-
tudinal stress (solid line), shear stress (�10, dashed line) and von Mises stress (dotted
line), all in GPa. (bottom) Temperature (�10�2 K, solid line), and dislocation density
(�10�17 m�2 dashed line).
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Fig. 4. Selected profiles at distinct shock velocities and rise times. First column: Up ¼ 0.75 km s�1, tr ¼ 50 ps. Second column: Up ¼ 0.75 km s�1, tr ¼ 25 ps. Third column:
Up ¼ 0.50 km s�1, tr ¼ 25 ps.
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dislocation densities might be partly due to particularly large
multiplication rates for (001) loading [34]. The von Mises stress
depends weakly and the shear stress strongly on both Up and tr over
the entire range shown here.

In Fig. 6b, the shear stress s1, von Mises stress svm and dislo-
cation density rd have been plotted as a function of the simulation
time in order to observe the evolution at distinct ramp times. In all
cases, there is an initial rise stage up to a maximum value, followed
by a decay at later times. All curves shown in this figure are for
Up ¼ 0.5 km s�1, so the maximum shear stress in this condition is
about 12 w 15 GPa. This is enough to trigger dislocation emission
from pre-existing dislocation sources, and lead to relaxation of the
shear stress [25,48]. As expected, the dislocation density is greatest
for the shorter rise time.

The shear stress, von Mises stress, and dislocation density as a
function of the rise time are shown in Fig. 7, for Up ¼ 0.5 km s�1.
Whereas the von Mises stress shows the same trend for all
Fig. 5. Stress profiles at t ¼ 30 ps, for Up ¼ 0.5 km s�1 and tr ¼ 10 ps. Shear differs
depending of the criteria employed, specially in the dislocation zone, between 55 and
90 nm.
simulated rise times, the shear stress and dislocation density
present a local minimum at tr ¼ 5 ps due to the competition be-
tween dislocation emission and motion. We note that dislocation
densities go down to w1016 m�2 for the longest simulated rise
time, as also shown in Fig. 4. The longest rise times presented here
might still be shorter than typical experimental rise times,
pointing to possible further reduction of transient dislocation
densities in experiments.
4. Discussion of results and comparison with experiments

Experimental single crystal metal samples always contain a
level of pre-existing defects, including vacancies, impurities,
dislocation loops, and dislocation networks. The amount and
structure of these defects can determine the Hugoniot Elastic Limit
(HEL) and the plastic shock response at low pressures. For instance,
dislocation loops which are near micron-sized, as often found in
experimental samples, would lead to dislocation multiplication at
stresses of tens of kbars, as shown in FEM-DD (Finite Element
Method-Dislocation Dynamics) of shocks in Ta [56]. The role of
dislocation networks in shock plasticity is more difficult to asses. In
atomistic simulations one is typically limited by dislocation sources
with activation stresses above 1 GPa. Because of this, and the high
strain-rate in shock compression, there is an immense production
of dislocations, reaching densities of w1016e1017 m�2. Similar
densities are found in homogeneous compression of defective Ta
samples [47], and are comparable to densities in shocked FCC
metals [48,56,74]. The dislocation densities we find in our simula-
tions are similar to the predictions of the Multi-Scale Strength
(MTS) model, which predicts a saturation dislocation density of
w1016 m�2 at a strain rate of 109 s�1 [75]. There are experiments
where dislocation densities in shock-loaded and recovered Ta
samples have been estimated to be larger than 1016 m�2 [65].



Fig. 6. (left) Evolution of local dislocation density, resolved shear stress and von Mises stress versus piston velocity, for selected rise times. Quantities are evaluated 60 nm ahead
of the piston, when the shock wave is reaching the far back of the sample. (right) Same parameters evaluated as a function of time, for Up ¼ 0.5 km s�1. Symbol size is indicative
of error.
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Lu et al. [31] discuss two semi-analytical models of dislocation
production. One of them assumes homogeneous nucleation (HN) of
dislocations, and another assumes dislocation emission from
sources, sometimes referred as heterogeneous nucleation (HetN).
The first one leads to dislocation densities of 1016e1017 m�2, and
the second one leads to densities of w1014 m�2. Dislocation den-
sities in recovered samples were around 1014 m�2 and, therefore, it
was concluded that HN was not relevant, but HetN was dominant.
However, HN was suggested again to explain the results by Comley
et al. [32] based on the simulations by Rudd et al. [25]. In this work,
we found high dislocation densities due to source emission, and do
not observe HN, neither in shocks nor in homogeneous uniaxial
compression. We thus agree with Lu et al. [31] regarding the crucial
role of HetN.

The large discrepancy between our simulated values and the
ones reported by Lu et al. [31] could be explained by the difference
between densities during loading and after recovery. For FCC
metals, it was shown that there could be several orders of magni-
tude decrease between the two values [76]. For BCC metals one
would expect that recovery might play a lesser role, due to reduced
dislocation mobilities. However, preliminary results for simulated
recovery show a dislocation density decrease by a factor of 10
within few tens of ps. This points to the possibility of further
reduction of the dislocation density during macroscopic time
scales. Recent experiments looking at perturbation growth during
Ta loading [24], also suggest that the transient dislocation densities
reached during loading are much larger than those found in
recovered samples.

Hammel et al. [33] found flow stresses of 2e3 GPa for shocks in
Ta up to 50 GPa, at a strain rate of 107 s�1. Our simulations are
carried out at higher strain rates, and a larger flow stress is ex-
pected. In fact, the values of strength in the simulations, as given by
the von Mises stress, are consistent with X-Ray Diffraction-based
observations of Ta strength obtained by Comley et al. [32] at
similar pressures and strain rates. This would also support the large
dislocation densities we find in our simulations during loading.

Based on our results, one could distinguish three different re-
gimes in the shock-induced microstructure. At relatively low
pressures there are only dislocations, which upon recovery would
arrange into dislocation cells. Above 30 GPa there is a mixture of
dislocations and twins, up to w70 GPa, when massive twin
nucleation would dominate the resulting microstructure. This



Fig. 7. Dislocation density, shear and von Mises profiles versus rise time, for
Up ¼ 0.5 km s�1. Symbol size is indicative of error.
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hierarchy of shock-induced microstructures agrees very well with
experimental results by Hsiung [65] and Lu [31]. The work by
Florando et al. [34] for shocks in Ta (001) showed twin fractions in
recovered samples which are negligible for 25 GPa shocks, and of
up to few percent for 55 GPa shocks. We have 0% twin volume
fraction in Fig. 1a, for 25 GPa shocks (Up ¼ 0.35 km s�1), 3.5% twin
volume fraction in Fig. 1b, for 37 GPa shocks (Up ¼ 0.5 km s�1); and
6% twin volume fraction in Fig. 1c, for 67 GPa shocks
(Up ¼ 0.88 km s�1).

These results point out the need for constitutive models that
include twinning, as the ones recently presented for HCP [77] and
BCC metals [34,78]. The recent MTS model by Barton et al. [75],
which agrees well with experimental strength up to 200 GPa [32]
only includes dislocation plasticity. Therefore, its applicability to
monocrystals shocked above w50 GPa, where recovered samples
and simulations display twinning, should be takenwith care, as the
authors themselves point out. The newly presented constitutive
model by Florando et al. [34] includes both slip and twinning and
reproduces trends seen in experiments for Ta single crystals. It
contains dislocation slip as MTS, and focuses on twin growth and
interaction between slip and twinning, without including twin
nucleation explicitly. In our simulations, twins are nucleated near
dislocation sources, and the twinning fractions we find are
consistent with results from this new model.

Regarding the nucleation of the u-phase seen in recovered
samples [31,65], we do not find evidence of such nucleation in our
loading simulations, but phase-stability studies are in progress for
the interatomic potentials used here. It could certainly happen that
the kinetics of u-phase nucleation is much longer than thew100 ps
scale covered in our simulations, or that recovery plays a role in the
formation of the omega phase.
5. Summary and conclusions

Molecular Dynamics simulations of shocks in (001) Ta single
crystals with pre-existing defects show dislocation and twin pro-
duction, which lead to shear stress relaxation. Stress relaxation is
less noticeable if one uses the von Mises stress, because the off-
diagonal stress components increase the values of the shear
stress. Dislocation densities and flow stress decrease with
increasing rise time of the applied load. The simulated Ta strength
agrees well with recent experimental values [32].

Shock-induced microstructure consists of dislocations at rela-
tively low pressures, followed by a combination of dislocations and
twins starting at w30 GPa, and finally a predominance of twins
above 70 GPa. This succession of microstructures and the shock
pressures at which they occur agree well with experimental results
[31,34]. However, we find dislocation densities which are much
higher than the ones in recovered samples [31], which could be
explained by experimental unloading and recovery during macro-
scopic time. At the end of our loading simulations we typically
observe a dislocation forest with a large fraction of screw segments.
Recovered samples also include many screw segments, along
dislocation loops and dislocation cells [31]. However, it is difficult to
compare our dislocation structure during loading to structures
generated after unloading and long thermal processing. Dynamic
diffraction experiments might offer a window to study dislocation
plasticity during loading [48,79].

There are several aspects of simulations of shocks in Ta single
crystals which need to be explored further. For instance, shocks in
single crystals with different orientation such as [011], analysis of
twinning [59,61], detailed elasticeplastic strain calculations [59],
together with simulated diffraction patterns which will allow a
direct comparison with experimental results [32,48,61,79]. Shocks
in Ta polycrystals would also offer rich microstructures.

Plasticity in Ta offers a scenario to test our knowledge of the
behavior of solids at high strain rates. The increasingly better
studies of microstructure evolution during and after shock loading
will lead to improved understanding of materials performance, and
the possible design of improved materials for use under extreme
conditions [80].
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