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ABSTRACT: We find that crystallographically resolved
Ti17O24(OPr

i)20 nanoparticles, functionalized by covalent attachment
of 4-nitrophenyl-acetylacetonate or coumarin 343 adsorbates, exhibit
hole injection into surface states when photoexcited with visible light
(λ = 400−680 nm). Our findings are supported by photo-
electrochemical measurements, EPR spectroscopy, and quantum
dynamics simulations of interfacial charge transfer. The underlying
mechanism is consistent with measurements of photocathodic
currents generated with visible light for thin layers of functionalized
polyoxotitanate nanocrystals deposited on FTO working electrodes.
The reported experimental and theoretical analysis demonstrates for the first time the feasibility of p-type sensitization of TiO2
solely based on covalent binding of organic adsorbates.

■ INTRODUCTION
Understanding the molecular mechanisms responsible for
photoinduced interfacial charge transfer in functionalized
semiconductor nanoparticles is a challenge of great current
interest, critical to a wide range of photoelectrocatalytic
applications and the development of efficient dye-sensitized
solar cells (DSSCs).1,2 The most common DSSCs (e.g.,
Graẗzel cells) involve n-type sensitization of wide band gap
semiconductors (e.g., TiO2), based on covalent attachment of
molecular dyes. On such surfaces, photoexcitation of the
adsorbate dyes leads to electron injection into the conduction
band (CB) of the semiconductor host substrate.3−6 The
circuit is typically completed by a redox relay couple (e.g., I−/
I3
−) that regenerates the redox state of the dye and transfers

the hole to the cathode. The photooxidized adsorbate (or the
redox relay) might also advance the oxidation state of a
catalyst in the electrolyte solution or coadsorbed on the
photoanode surface for photocatalytic applications.3,6,7 While
n-type sensitization is a popular approach, we focus on
another strategy that has been much less investigated and
involves photoinduced hole injection into surface states of
sensitized photocathodes.8−12 Our data demonstrate p-type
sensitization of polyoxotitanate nanoparticles by covalent
binding of molecular adsorbates that introduce electronic

states in the TiO2 band gap, strongly mixed with the valence
band.
Elucidating the mechanisms of interfacial charge transfer in

functionalized metal oxide surfaces is challenging due to the
complexity of the semiconductor/electrolyte interfaces and the
lack of structural information at the molecular level.4,5,13−23

Here, we overcome these challenges by focusing on
polyoxotitanate (POT) nanocrystals with well-defined config-
urations as characterized by X-ray crystallographically. We
analyze the dynamics of photoinduced charge separation by
combining photoelectrochemical measurements, EPR spec-
troscopy, and quantum dynamics simulations.
Most of the studies of interfacial charge transfer in

sensitized TiO2 have been focused on anodic processes.
Due to the high potential of the TiO2 valence band,
photocathodic processes have been much less investigated
and usually limited to sensitization with high-valent transition
metals.11,24−27 Other materials investigated for photocatalytic
reduction include p-type semiconductors, such as NiO,
CuSCN, and CuI,8−12,28 although fast recombination and
limited hole diffusion often hinder charge separation in such
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semiconductor surfaces. Therefore, it is important to explore
alternative materials, including hybrid semiconductor/organic
interfaces for photocathodic applications. Here, we focus on
POTs functionalized with organic dyes.
Detailed studies of electron and hole-injection mechanisms

on semiconductor surfaces are difficult due to the variety of
exposed crystal faces, absorption sites, and impurities present
under typical experimental conditions. Our sensitized POTs,
however, offer structurally resolved platforms for rigorous
studies of charge transfer.5,29 In particular, the nanocrystal
Ti17O24(OPr

i)20, called Ti17 throughout this manuscript, serves
as a nanoparticulate building block for TiO2 thin films of
DSSCs. The cluster is small enough so that single crystals can
be grown to determine the structure by using single crystal X-
ray diffraction methods.
Previous computational studies of interfacial charge transfer

in sensitized TiO2 surfaces have been focused on the
description of electron injection,5,14−23 including simulations
of the evolution of electronic excitations by interfacial electron
transfer into the CB.14 Computational methods included
mixed quantum classical approaches in the wave packet
picture as well as propagation schemes that evolved the
density matrix according to the self-consistent DFTB
Hamiltonian.30 This kind of simulation, as implemented in
our study, provides a description of the photoinduced charge
transfer at the detailed molecular level, including an explicit
treatment of the time-dependent electromagnetic field
interaction with the sensitized surface.31 The simulations
thus account for electron−hole pair interactions during the
interfacial charge-transfer process.
We focus on the analysis of hole and electron injection as a

function of frequency of the perturbational field interacting
with sensitized Ti17O24(OPr

i)20 (Figure 1). The nanoclusters
are capped with isopropoxide moieties and sensitized with
NPA or C343 to form sensit ized Ti17NPA4 =
T i 1 7 O 2 4 ( O P r i ) 1 6 ( N P A ) 4 a n d T i 1 7C 3 4 3 2 =

Ti17O24(OPr
i)18(C343)2) nanoparticles. The light-induced

charge-separated states are probed by EPR spectroscopy and
characterized by simulations of time-dependent photoinjection
where both holes and electrons are studied by time-dependent
DFTB. Using these methods, the IET mechanism can be
rationalized based on the analysis of both static and time-
dependent molecular orbital populations in conjunction with
photoelectrochemical measurements and EPR spectroscopy.
The combined characterization is confirmed by measurements
of the photocathodic current generated by photoexcitation at
400−680 nm, as tested by using Graẗzel-type cells with a thin
layer of functionalized (Ti17) deposited on the FTO working
electrode. The resulting analysis demonstrates for the first
time the feasibility of visible p-type sensitization of TiO2
based on organic adsorbates, providing fundamental insights
on the nature of structural and electronic factors that are
essential for efficient photocathodic mechanisms in a wide
range of applications.

■ EXPERIMENTAL AND COMPUTATIONAL
METHODS

Materials Preparation. All reagents and solvents were purchased
from commercial sources, while Ti17NPA4 and Ti17C3432 were
prepared according to previously reported methods.5 Benzene and
dichloromethane were degassed, prior to transfer and storage in the
glovebox. Because samples are very sensitive to hydrolysis in moist
atmosphere with subsequent decomposition to TiO2, all compounds
containing titanium were stored and handled in a glovebox under
nitrogen atmosphere. Ti17NPA4 and Ti17C3432 were stored in the
dark to be protected from unnecessary exposure to light.

EPR Spectroscopy. Samples for EPR spectroscopy were
prepared in a glovebox under N2 atmosphere by dissolving 5 mg
Ti17NPA4 or Ti17C3432 in 2 mL 1:1 dichloromethane:benzene and
transferring approximately 200 μL of this sample to a 4 mm OD
quartz EPR tube. Samples were frozen in liquid N2 before being
transferred to the cryostat. EPR spectra were measured at 7 K in
perpendicular mode on a Bruker ELEXYS E500 spectrometer
equipped with an SHQ cavity and Oxford ESR 900 liquid helium
cryostat. Samples were illuminated in the cryostat at 7 K using a
1000 W Xe arc lamp equipped with a water filter and various long
pass filters. Spectra were recorded with the following settings:
microwave frequency = 9.3918 GHz, microwave power = 1.0 mW,
modulation amplitude = 4 G, modulation frequency = 100 kHz.

Simulations of EPR Spectra. EPR spectra were simulated using
EasySpin, version 4.0.0, for MATLAB R2009a. Spin systems for
individual species were described by estimating g-values from the
spectrum and refining empirically. Broadening was described using g-
strain, meaning that the inhomogeneous broadening of the spectrum
results from variations in the g-factor caused by similar but not
identical environments of the unpaired electrons. The simulated
experimental parameters included the microwave frequency (9.3918
GHz), temperature (7 K), and modulation amplitude (0.4 mT).
Spectra were simulated using the EasySpin function pepper for solid-
state CW EPR spectra. Basis spectra were calculated for each species
and were scaled using an empirical scaling factor before being
summed and compared to the experimental spectrum. Changes to
the spin system parameters were made manually until a reasonable fit
was achieved. Therefore, spin polarization was not explicitly treated
in the fit to the EPR spectrum. Any hyperfine coupling to the
protons on the organic radical was unresolved, and the broadening
was treated using uncertainty in the g-value.

Photophysical Measurements. UV−vis absorbance spectra of
Ti17NPA4 and Ti17C3432 were collected from dichloromethane
solutions prepared in a glovebox and loaded into a quartz cuvette
that was sealed with a Kontes valve. Spectra were collected using a
Cary 50 UV−vis spectrophotometer in the range of 200−800 nm

Figure 1 . DFTB+ s t ruc tu ra l mode l s : ( a) Ti 1 7NPA 4
(Ti17O24(OPr

i)16(NPA)4); (b) Ti17C3432 (Ti17O24(OPr
i)18(C343)2).

Color Key: Ti, green; O, red; C, cyan; N, blue; and H, white. NPA
and C343 ligands are schematically represented next to the
corresponding nanoclusters.
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with a scanning speed of 600 nm/min. All spectra were baseline
corrected with the pure solvent spectrum.
Photoelectrochemistry. Short-circuit photocurrent action spec-

tra were acquired using instrumentation described elsewhere.6 A
custom-made 500-μL Teflon cell with a sensitized FTO/Ti17NPA4
working electrode and a Pt mesh counter electrode was used. The
electrolyte solution consisted of 0.05 M I2 and 0.5 M LiI in CH3CN.
Electronic Structure and Density Matrix Propagation. The

electronic structure of model systems (cluster, molecule, and cluster-
molecule) was described by a self-consistent density functional tight-
binding Hamiltonian.32 We employed the DFTB+ code to compute
the Hamiltonian matrix elements and to achieve charge self-
consistency.33 The DFTB Hamiltonian matrix elements are defined
as follows:

∑φ φ γ γ= ⟨ | ̂ | ⟩ + + Δμν μ ν μνH H S q
1
2

( )
X

AX BX X
0

0
(1)

where Sμν = ⟨ϕν|ϕμ⟩ is the overlap matrix element between the
localized atomic orbitals ϕμ and ϕν of atoms A and B, respectively,
ΔqX = qX − qX

0 is the change in Mulliken atomic charge of atom X,
when comparing its charge when is part of the system (qX) and its
value in isolation (qX

0). Matrix elements ⟨ϕμ|Ĥ0|ϕν⟩, Sμν, and γAX are
parametrized as a function of interatomic distances, accounting
implicitly for all interacting electron contributions. We have used the
tiorg-0-1 set of Slater−Koster parameters for Ti and O, while the
mio-0-1 set was used for the rest of the atoms. All the geometry
optimizations were done at the DFTB level of theory as
implemented in the DFTB+ code.
Our simulations of electron/hole injection dynamics involve

quantum propagation of the one-electron density matrix ρ = Cf(ϵ)
C†, where C and ϵ are the eigenvectors and eigenvalues obtained by
diagonalization of the Hamiltonian H, while f(ϵ) is the Fermi−Dirac
distribution. The density matrix is propagated by integrating the
Liouville−von Neumann34,35 equation of motion:

ρ ρ∂
∂

= −
ℏt
i

H[ , ]
(2)

where H(t) = H0 + E(t)·μ̂, is the Hamiltonian describing the system
perturbed by the external electromagnetic field E(t). The time step
integration was set to 4.84 attoseconds for all simulations and E0 =
0.01 V/Å. Having propagated ρ̂(t), we compute the evolution of
expectation values, as follows: ⟨A(t)⟩ = Tr(ρ̂(t)Â), where Â is the
operator representing the property of interest. When expressed in the
atomic basis set, the trace operator (Tr(ρ̂Â)) takes the sum of the
diagonal elements of a the matrix representation of ρ̂Â. The time
propagation of the single electron density matrix within a DFTB
formalism is a practical methodology that has been implemented in
previous studies for the description of phenomena such as charge
transport, and photocurrent generation, or the response to strong
laser fields in comparison to linear response methods.36−43 The
efficiency of the methodology is particularly attractive when
compared to other real-time methods based on TDDFT.
Optical Properties. The methodology for calculating optical

properties through propagation of ρ̂(t) and calculation of the
frequency-dependent polarizability have been described in previous
works.44,45 In this section, we briefly discuss the methodology.
The time-dependent dipole moment of the system in the absence

of any dissipative mechanism is calculated as follows: μ(t) = ∑iqi(t)
ri, where the charges qi(t) are computed from the density matrix
ρ(t), and ri is the atomic position. When the applied field is much
smaller than the molecular electric field, the system is in the linear
response regime,46−49 and the dipole moment μ̂ can be expressed as
the convolution between the applied electric field and the response
function (polarizability α, or first-order susceptibility), as follows:

∫μ α τ τ τ⟨ ⟩ = −
∞

t t dE( ) ( ) ( )
0 (3)

or in frequency domain:

μ ω α ω ω⟨ ⟩ = E( ) ( ) ( ) (4)

with the following Cartesian components:
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Diagonalization of the matrix form of α gives three eigenvectors that
indicate the principal polarizability axes (v1, v2, and v3). The average
polarizability can then be defined as α̅ = (αv1 + αv2 + αv3)/3, where
αv1 is the polarizability along v1 and similar for the other terms. The
imaginary part of the average polarizability α̅ represents a measurable
quantity which can be directly related to the photoabsorption cross
section:

σ ω πω α= ̅c
I( )

4
( )

(6)

where c is the speed of light and I(α̅) is the imaginary part of the
average polarizability. In the dynamical process, electrons can
exchange energy among each other through the nonlinear self-
consistent terms of the DFTB+ Hamiltonian. Other dissipative
mechanisms have been neglected in the simulations, although they
would be necessary for longer time simulations.

Electron Injection Simulation. Our simulations of photo-
induced electron/hole injection were based on the DFTB method-
ology reported in previous studies.30,31 The photoinduced dynamics
was triggered by application of a sinusoidal perturbation (laser
excitation) H(t) = H0 + E0 sin(ωt)·μ̂, with frequency ω tuned to the
adsorbate HOMO−LUMO transition. The injection rate was
monitored by computing the time-dependent Mulliken atomic
charges and by projecting the time-dependent density matrix onto
the molecular orbital basis set. The diagonal elements of the
projected density matrix represent the molecular orbital populations,
while off-diagonal elements describe the electronic coherences. An
advantage of our approach, based on the density matrix formalism
along with the use of a self-consistent Hamiltonian, is that the
method allows for the explicit description of electron−hole
interactions.

■ RESULTS
EPR Characterization of Charge Separation. Figure 2

shows the light-minus-dark EPR spectra of Ti17NPA4 (top)5

and Ti17C3432 (bottom) probing a paramagnetic charge-
separated state generated by photoexcitation of the system.
The spectra indicate multiple contributions from charge-
separated states that belong primarily to Ti3+ centers, oxygen-
centered radicals, and organic radicals. In general, signals at g
> 2 derive from oxygen anion holes, and those at g < 2 are
assigned to Ti3+ electrons, consistent with previous reports of
charge separations in TiO2. For example, a similar para-
magnetic charge-separated state was observed when Ti17
particles were illuminated at low temperature.5 The onset
wavelength of excitation of the Ti17 particle was between 295
and 345 nm and shifted toward the visible when the Ti17 core
was functionalized with NPA.

Assignment of EPR spectra. The structure and
stoichiometry of each nanoparticles are known from our
own X-ray diffraction data. Therefore, it is possible to analyze
the EPR spectrum and assign the various contributions from
different charge-separated states. The assignment of super-
imposed signals, however, requires simulation of the basis
spectra that are added to reproduce the experimental data.
We start with the spectrum of unfunctionalized Ti17, which

can be reproduced by the combined spectra of three Ti3+

centers, three different oxygen-centered radicals, and a broad,

Journal of the American Chemical Society Article

dx.doi.org/10.1021/ja509270f | J. Am. Chem. Soc. XXXX, XXX, XXX−XXXC



isotropic background signal (Figure 3). The g-values of the
three titanium signals, shown in Table 1, are comparable to
those observed for anatase or rutile TiO2.

The Ti1 component is assigned to the four reactive five-
coordinate centers in Ti17 because it changes when
coordinated by photosensitizers, as described below. The
three oxygen-centered radicals are similar to those assigned to
oxygen-centered radicals in TiO2. In addition, a broad
isotropic signal at 1.945 is required to fit the overall spectrum.

The origin of this species is uncertain, though the g-value
suggests that it may correspond to Ti, analogous to EPR
signals of bulk TiO2 where isotropic background signals are
typically observed and ascribed to surface Ti centers.50

In a previously reported NMR experiment in which the
oxygen atoms in Ti17 were replaced by 17O, four NMR signals
were observed, suggesting that there are four types of oxygen
present in Ti17.

51 One type is the oxygen in the isopropoxide
capping groups, and the remaining are bridging oxos in the
cluster. The contribution from oxygen-centered holes was
represented by three rhombic signals in the simulation,
suggesting that only three of the four types form stable
radicals or that two of the lattice oxygen types have very
similar g-values. Micic et al. have identified the g-values of
lattice O•− in colloidal aqueous TiO2 as gz = 2.0073, gy =
2.0188, gx = 2.0273,52 which are comparable to the simulated
values for O1. It is unexpected that O2 and O3 are simulated
with g-values slightly below ge, though O2 (gz = 1.994) is
close enough so the shift may represent the combined
uncertainty of calculating the g-values and simulations.
However, O3 is significantly different from what would be
expected for a lattice oxygen radical. In a previous report of
TiO2 colloids prepared in methanol, a rhombic signal centered
at gy ≃ 2.000 was assigned to a methanol radical but was not
discussed in detail.52 By analogy, O3 may be related to radical
formation on the capping isopropoxide groups. While
hyperfine coupling to the C−H protons would be expected
in such a species, it is possible that this coupling is not
resolved in the spectrum of Ti17. In a similar study of TiO2
chelated by mercapto-carboxylate ligands, a signal was
observed above 150 K with gx = 2.013, gy = 1.976, gz =
1.907 and assigned to “trapped electrons”.53 It may be
possible that O3 is related to similar trapped electrons in
these small particles. The species observed for the
unfunctionalized Ti17 particles serve as the basis for
comparison to the functionalized particles.
The EPR spectrum of Ti17 changes upon binding of C343

or NPA, reflecting a change in the coordination environment
of O and Ti centers (Figure 4).
As in the unfunctionalized nanoparticle, the same oxygen-

centered species are observed for Ti17C3432 illuminated with
λ > 345 nm (Table 2).
However, four Ti3+ species are required to reproduce the

region of the spectrum at g < 2. Three of the species are the
same as those observed for Ti17 (Ti1, Ti2, and Ti3). The
additional species (Ti4) is assigned to the Ti center
coordinated by C343. Furthermore, a small contribution
from an isotropic species with g = 1.999 was required for the
best fit of the spectrum which was assigned to an organic
radical centered on the C343 chromophore.
Similar species are observed in the EPR spectrum of

Ti17NPA4 illuminated with λ > 345 nm (Table 3). The Ti
signal of reactive five-coordinate centers is replaced by a signal
that resembles Ti4 in Ti17C3432. The oxygen radicals are very
similar, and an organic radical is simulated at g = 2.001.
Since no direct band gap excitation is observed in

unfunctionalized Ti17 particles,5 upon excitation with λ >
345 nm light, the charge separation in Ti17C3432 or
Ti17NPA4 must be occurring by interfacial electron transfer.
At longer (>400 nm) illumination wavelengths, the simulation
of the Ti17C3432 spectrum produces all of the same species
only differing in ratios (Figure 5 and Table 4).

Figure 2. Light-minus-dark EPR spectra of Ti17NPA4 (top)5 and
Ti17C3432 (bottom) in frozen dichloromethane at 7 K. The
illumination wavelengths were varied with long-λ pass filters.

Figure 3. Light-minus-dark EPR spectra of unfunctionalized Ti17
5 in

frozen dichloromethane solution at 7 K illuminated at λ > 295 nm.
The sum of the simulated basis spectra (red) is compared to the
experimental spectrum (black). The difference between the
experimental and simulated spectra is shown in blue.

Journal of the American Chemical Society Article

dx.doi.org/10.1021/ja509270f | J. Am. Chem. Soc. XXXX, XXX, XXX−XXXD

http://pubs.acs.org/action/showImage?doi=10.1021/ja509270f&iName=master.img-002.jpg&w=196&h=277
http://pubs.acs.org/action/showImage?doi=10.1021/ja509270f&iName=master.img-003.jpg&w=239&h=179


It is interesting to note, however, that the spectrum of
Ti17NPA4 changes significantly when using the λ > 400 nm
filter, as compared to the corresponding spectrum obtained
with λ > 345 nm filter (Figure 5 and Table 5). When
illuminated only with longer wavelengths, the spectrum of
Ti17NPA4 includes a single type of oxygen-centered radical, an
organic radical at g = 2.001, and a broad background signal at

g = 1.959 similar to that observed for other POTs. The
absence of Ti-centered signals suggests the absence of
electron injection, while the signal characteristic of a hole
on an oxygen center with an organic radical is suggestive of
hole injection.

Simulations of Photoabsorption and Interfacial
Electron Transfer. Figure 6 compares the experimental
photoabsorption spectra for C343 and Ti17C3432 to the
calculated spectra obtained at the TD-DFTB level of theory.
The computational structural models are based on the
previously reported X-ray models of Ti17NPA4 and
Ti17C3432,

5,54 optimized at the DFTB+ level. The relaxed
geometries of the full systems are shown in Figure 1, and the
comparison with the crystallographic structure as well as
calculations of rmsd values are reported in the Supporting
Information (SI). The favorable comparison of photo-
absorption spectra partially validates the structural models
for simulations of interfacial electron transfer.
Figure 7 shows the evolution of the time-dependent charge

distribution in C343 and Ti17, upon photoexcitation of
Ti17C3432 with a sinusoidal time-dependent electric field
perturbation at 424 nm, tuned to the maximum of the lowest
frequency band in the absorption spectrum (green arrow in
Figure 6 b). Figure 7b shows that the adsorbate becomes
increasingly negatively charged as a function of time.
Figure 8 shows that the corresponding absorption spectra

for NPA and Ti17NPA4, with the maximum of NPA
absorption in the lowest frequency band obtained at 386
nm (green arrow Figure 8b). Analogous to our findings with
C343, photoabsorption at that low frequency band also
induces charge separation and localizes negative charge on the
chromophore, while the cluster becomes increasingly more
positive (Figure 9b). These results are consistent with our
experimental observations, based on EPR spectroscopy,
suggesting that the charge-separated state involves hole
injection from the adsorbate to the pseudoconduction band
of the Ti17, forming an anion radical on the adsorbate
molecules.

Table 1. Simulation Parameters for the EPR Spectrum of Ti17 Illuminated at >295 nm

gx or g⊥ gy gz or g∥ g-strain x or ⊥ g-strain y g-strain z or ∥ scale coefficient

Ti1 1.950 1.889 0.022 0.030 30
Ti2 1.984 1.948 0.007 0.008 1
Ti3 1.961 1.919 0.020 0.025 38
O1 2.008 2.023 2.033 0.007 0.004 0.007 4
O2 2.020 2.008 1.994 0.006 0.005 0.006 12
O3 2.005 1.997 1.984 0.006 0.006 0.006 5
background 1.945 0.095 300

Figure 4. Simulation of the EPR spectra of Ti17NPA4 (top) and
Ti17C3432 (bottom) illuminated with λ > 345 nm light. The sum of
the simulated basis spectra (red) is compared to the experimental
spectrum (black). The difference between the experimental and
simulated spectra is in blue.

Table 2. Simulation Parameters for the EPR Spectrum of Ti17C3432 Illuminated with λ > 345 nm

gx or g⊥ gy gz or g∥ g-strain x or ⊥ g-strain y g-strain z or ∥ scale coefficient

Ti1 1.956 1.889 0.011 0.018 80
Ti2 1.984 1.940 0.006 0.008 30
Ti3 1.965 1.917 0.011 0.018 80
Ti4 1.977 1.934 0.010 0.01 30
Org radical 1.999 0.009 10
O1 2.007 2.022 2.033 0.010 0.004 0.009 30
O2 2.019 2.008 1.995 0.006 0.005 0.007 70
O3 2.003 1.993 1.984 0.006 0.008 0.005 30
background 1.955 0.085 250
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For completeness, we have also analyzed photoexcitation at
higher frequencies, including photoexcitation at 263 nm for
Ti17NPA4 and at 221 nm for Ti17C3432 (i.e., the second band
in the absorption spectra, shown with magenta arrows in
Figures 6b and 8b). At these shorter wavelengths, the Ti17
clusters becomes increasingly negative as a function of time,
while the photosensitizer becomes increasingly positive

(Figures 7a and 9a), consistent with electron transfer into
the cluster upon photoexcitation of the chomophore.
To better understand the mechanism of hole injection and

to compare the underlying dynamics of electron injection
induced by higher frequency photons, we analyze the
evolution of the electronic population of frontier orbitals
that participate in the response to the external perturbational
field. Figures 10 and 11 show the time-dependent population
of electronic states in Ti17NPA4 and Ti17C3432, respectively.
In both figures, panels a and b compare the population
dynamics triggered by photoexcitation with high and low
frequency fields, respectively. The analysis includes states that
are initially populated (occupied) or unoccupied in the
unperturbed system and that undergo significant changes in
population upon photoexcitation of the system, including
states localized in the Ti17 cluster, depicted in blue, or in the
molecular adsorbates (NPA/C343), depicted in red. Figure 12
shows the states that undergo significant changes in
population after photoexcitation of the systems with high
(magenta dots) and low (green dots) frequency photons,
within the manifold of states mixed with the valence and
conduction bands. For comparison, the Fermi level (EF) was
set to 0.0 eV for all DOS plots. Figure 12 also shows that the
pDOS onto Ti17 for both systems is in good agreement with
previously reported DOS calculations for anatase TiO2 (see
SI).55,56

Figures 10 and 11 show that donor states, below the Fermi
level (EF), are initially fully occupied and become partially
depleted upon photoexcitation, while acceptor states (above
EF) are initially depleted and become partially populated.
Photoexcitation with high frequency photons leads to
depletion of donor states that are mostly localized in the
adsorbates, leading to population of acceptor states localized
in the Ti17 cluster. The response to the external perturbational
field is thus consistent with electron injection through a direct
(type II) transition mechanism. In addition, some of the
donor states belong to Ti17 indicating that the observed

Table 3. Simulation Parameters for the EPR Spectrum of Ti17NPA4 Illuminated with λ > 345 nm

gx or g⊥ gy gz or g∥ g-strain x or ⊥ g-strain y g-strain z or ∥ scale coefficient

Ti1 1.977 1.933 0.006 0.010 2
Ti2 1.988 1.949 0.008 0.008 2
Ti3 1.964 1.912 0.015 0.015 12
Org radical 2.001 0.009 2
O1 2.007 2.023 2.033 0.009 0.004 0.007 3
O2 2.020 2.008 1.994 0.006 0.005 0.006 11
O3 2.005 1.994 1.982 0.004 0.006 0.004 3
background 1.960 0.080 200

Figure 5. Simulation of the EPR spectra of Ti17NPA4 (top) and
Ti17C3432 (bottom) illuminated with λ > 400 nm light. The sum of
the simulated basis spectra (red) is compared to the experimental
spectrum (black). The difference between the experimental and
simulated spectra is in blue.

Table 4. Simulation Parameters for EPR Spectrum of Ti17C3432 Illuminated with λ > 400 nm

gx or g⊥ gy gz or g∥ g-strain x or ⊥ g-strain y g-strain z or ∥ scale coefficient

Ti1 1.956 1.889 0.011 0.018 30
Ti2 1.983 1.938 0.006 0.008 12
Ti3 1.965 1.917 0.011 0.018 30
Ti4 1.977 1.934 0.010 0.010 13
Org radical 1.999 0.009 3
O1 2.007 2.022 2.033 0.010 0.004 0.009 7
O2 2.019 2.008 1.995 0.006 0.005 0.007 17
O3 2.003 1.993 1.984 0.006 0.008 0.005 9
background 1.955 0.085 200
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electron injection is mixed with direct interband transitions
within the Ti17 cluster.
Photoexcitation of Ti17NPA4 at 386 nm triggers a

mechanism with two fundamental steps, including a primary
electronic excitation localized in the NPA adsorbate and a
subsequent hole injection into the cluster. The hole injection
refills the electronic state depopulated by the initial excitation
(Figure 13), completing a photoexcitation process that
effectively transfers an electron from surface states mixed

with the valence states of the semiconductor nanoparticles to
the excited electronic state of adsorbate molecule.
For Ti17C3432, a similar response due to hole injection is

induced by photoexcitation at 424 nm, while direct electron
injection is observed upon excitation at higher energies (e.g.,
at 221 nm, as shown in Figure 14).

Experimental Confirmation of Hole Injection. We
have tested the photoelectrochemical properties of the
Ti17NPA4 complex, upon exposure to visible light, by
assembling Graẗzel-type photovoltaic solar cells with a thin
layer of the complex deposited on an FTO working electrode.
Exposure to light produces a cathodic current in the 400−680
nm wavelength range (see Figure 15), indicating hole
injection and thus confirming the results of the calculation
for exposure in this spectral region. The current is weak

Table 5. Simulation Parameters for the EPR Spectrum of Ti17NPA4 Illuminated with λ > 400 nm

gx or g⊥ gy gz or g∥ g-strain x or ⊥ g-strain y g-strain z or ∥ scale coefficient

Org radical 2.001 0.007 2
O2 2.026 2.009 1.994 0.008 0.004 0.005 18
background 1.959 0.085 300

Figure 6. Simulated absorption spectrum for both free C343 (a) and
Ti17C3432 (b). Magenta and green arrows indicate the wavelengths
at which electron and hole injection take place, respectively.

Figure 7. (a) Charge evolution during electron injection simulations
at 221 nm on Ti17C3432 system. C343 molecules show a gain in
positive charge (black curve), while the Ti17 cluster gets negatively
charged (red curve). (b) Charge evolution during electron injection
simulation at 424 nm for Ti17C3432 system. The C343 molecule
shows a gain in negative charge (black curve), while the Ti17 cluster
gets positively charged (red curve).

Figure 8. Simulated absorption spectrum for both free NPA (a) and
Ti17NPA4 (b). Magenta and green arrows indicates the wavelengths
at which electron and hole injection take place, respectively.

Figure 9. (a) Charge evolution during electron injection simulation
at 263 nm on Ti17NPA4 system. NPA molecules show a gain of
positive charge (black curve), while the Ti17 cluster becomes
negatively charged (red curve). (b) Charge evolution during electron
injection simulation at 386 nm for Ti17NPA4 system. The NPA
molecule shows a gain in negative charge (black curve), while the
Ti17 cluster gets positively charged (red curve).

Figure 10. Occupied (bottom) and unoccupied (top) orbital
population evolution for Ti17NPA4 during electron injection at (a)
263 and (b) 386 nm.

Journal of the American Chemical Society Article

dx.doi.org/10.1021/ja509270f | J. Am. Chem. Soc. XXXX, XXX, XXX−XXXG

http://pubs.acs.org/action/showImage?doi=10.1021/ja509270f&iName=master.img-006.jpg&w=239&h=105
http://pubs.acs.org/action/showImage?doi=10.1021/ja509270f&iName=master.img-007.jpg&w=239&h=103
http://pubs.acs.org/action/showImage?doi=10.1021/ja509270f&iName=master.img-008.jpg&w=239&h=104
http://pubs.acs.org/action/showImage?doi=10.1021/ja509270f&iName=master.img-009.jpg&w=239&h=103
http://pubs.acs.org/action/showImage?doi=10.1021/ja509270f&iName=master.img-010.jpg&w=239&h=210


because of the low absorbance of the Ti17NPA4 layer, the
limited porosity of the polyoxotitanate sample, and the
presence of the isopropoxy shell around the cluster surface
which reduces charge transfer to the FTO electrode.
Nevertheless, the results are fully reproducible, as shown in
the figure for successive measurements. No response was
recorded for a Ti17 reference sample.

■ DISCUSSION
EPR and photocurrent measurements, in conjunction with
simulations of interfacial hole transfer based on TD-DFTB
calculations, represent truly complementary techniques for
studying charge separations in sensitized POTs. EPR allows
the assignment of various species generated by charge
separation, including different signals observed for Ti3+, O•−,
and organic radicals under steady-state conditions. Photo-
current measurements quantify charge collection upon
exposure to light in the 400−680 nm wavelength range, and
TD-DFTB simulations of interfacial charge transfer allow for
examination of the ultrafast charge-separation during the early
time relaxation after photoexcitaiton of the system.
The EPR spectrum of Ti17NPA4, under exposure to visible

light (λ > 400 nm), shows only signals assigned to oxygen
hole and organic radicals. These results are consistent with
holes injected into the cluster as predicted by quantum
dynamics simulations and the alignment of electronic states,
showing that the NPA LUMO is not poised to inject into
Ti17 acceptor states when excited at low frequency as also
shown in previous work.5 When the photoexcitation wave-
length is changed to λ > 345 nm, the EPR spectrum includes
species assigned to Ti3+, suggesting electron injection from the
NPA donor orbitals to the Ti17 pseudoconduction band.

Figure 11. Occupied (bottom) and unoccupied (top) orbital
population evolution for Ti17C3432 during electron injection at (a)
221 and (b) 424 nm.

Figure 12. Left: DOS for Ti17NPA4. Dots indicate the states that
participate the most in the excitation. Right: DOS for Ti17C3432.
Very narrow Lorentzian functions of fwhm = 0.01 eV were employed
for the projections onto the dyes, while 0.1 eV was used for the total
and Ti17 projected DOS. The plots where shifted such that EF = 0.0
eV.

Figure 13. Scheme for hole injection. In this case, we have depicted
the case of Ti17NPA4 at 386 nm.

Figure 14. Scheme for electron injection. In this case we have
depicted the case of Ti17C3432 at 221 nm.

Figure 15. Negative (cathodic) photocurrent recorded for Ti17NPA4
supported by a FTO working electrode. Four successive measure-
ments are shown.
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Analogous Ti3+ EPR signals are observed for Ti17C3432 when
photoexcited with λ > 345 nm. The calculations predict pure
hole injection upon photoexcitation with λ = 424 nm,
although the EPR spectrum also shows Ti3+ signals when
photoexciting with λ > 425 nm (Figure 2, bottom panel). The
reason for this small discrepancy can be attributed to the
offset of 50 nm when comparing experimental and theoretical
photoabsorption bands. The calculations also suggest pure
electron injection into the conduction band (i.e., without hole
injection into state mixed with the valence band), at λ <221
nm, while direct excitation of Ti17 is produced at λ < 345 nm.
A similar electron to hole injection frequency-dependent
transition has already been shown for ruthenium complexes
by Furtado et al.26 We note that in our nanocrystals, the
position of the frontier orbitals could have a strong
dependence on the adsorption geometry. One possible way
to provide independent verification of the band alignment
responsible for hole injection would be by cyclic voltammetry
measurement of the complex and their components. Such
measurements could directly probe the HOMO and LUMO
positions of the Ti17 cluster and C343 as well as changes that
result from complex formation. In fact, we have performed
some preliminary experiments on cyclic voltamperometry that
will be reported elsewhere since multiple nonreversible redox
features are observed and require a further detailed study.

■ CONCLUSIONS
We have characterized the mechanism for hole injection into
surface states of functionalized polyoxotitanate nanocrystals by
combining EPR spectroscopy, photocurrent measurements,
and quantum dynamics simulations of interfacial charge
transfer in crystallographically resolved Ti17O24(OPr

i)20 nano-
particles (Ti17), sensitized with 4-nitrophenyl-acetylacetonate,
or coumarin 343 (C343). We found that hole injection into
surface states, mixed with the TiO2 valence band, can be
induced in Ti17NPA4 and Ti17C3432 by photoexcitation of the
sensitized nanocrystal with wavelengths at the threshold of the
photoabsorption spectrum. The process is initiated by an
electronic excitation localized on the adosrbate molecule and
is followed by interfacial electron transfer from adsorbate
states mixed with the valence band of Ti17 to the electronic
states of the adsorbates depleted during the primary
photoexcitation event. At shorter wavelengths, however, the
photoexcitation populates an electronic state that overlaps
with states in the conduction band of the POT, leading to
interfacial electron injection into the metal-oxide cluster.
Therefore, hole injection into surface states of the POT can
be achieved but only with photoexcitation wavelengths
bracketed by the threshold energy of photoabsorption and
the minimum energy that triggers electron injection. These
findings are confirmed by measurements of negative
(cathodic) photocurrents in DSSCs with a thin layer of the
Ti17NPA4 nanocrystals on FTO working electrodes, providing
fundamental insights on structural and electronic factors that
are critical for photoinducing cathodic mechanisms in a wide
range of applications.
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