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Abstract

It is well known that the use of radiation conditions for the non-linear shallow water equations can lead to an incorrect model
response in a variety of dynamical settings. In this study, we show that conditions aimed to handle the radiation of outgoing
disturbances are not sufficient to ensure the correct mass and energy fluxes at the open boundaries in long-term wind-forced
flows and short-term simulations dominated by wave radiation. Moreover, the mass and energy flux imbalance across the open
boundaries introduces an accumulating error that deteriorates the interior solution. To ameliorate this problem, we tested
damped schemes and integral constraints on surface elevation and mass flux. A comparison of the model results indicates
that the proposed schemes improved the overall performance of the open boundary conditions in a series of experiments
conducted in a rotating channel, although there are limitations when the oceanic response consists of dispersive wave packets.
The practical experience gained from the idealised studies shows that a modified gravity wave is the only scheme that provides a
reasonable response in all cases studied. It is also found that consistent with the ill-posedness of the analytical problem, the
numerical behaviour of the corrected schemes depends on the nature of the problem to be investigated. © 2001 Elsevier Science
B.V. All rights reserved.

Keywords: Coastal oceanography; Mathematical modelling; Boundary conditions; Open boundary conditions; Radiation conditions; Shelf
dynamics

1. Introduction where Cy is the local phase speed of the dependent
variable ¢; ¢, the time and # is the coordinate perpen-
dicular to the open boundary.

It has been observed in several numerical studies

Radiation conditions have been used in computa-
tional fluid dynamics well beyond its theoretical range

of limitation (i.e. for flows obeying hyperbolic
equations). Among the reasons for its widespread
use are its easy implementation and reported success.
Originally suggested by Sommerfeld (1949), radiation
conditions can be generically written as:

I o _
= TCom =0 (1
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that under certain circumstances, the prescribed
radiation open boundary conditions (OBCs) lead to
spurious changes of mass in the interior domain.
Blumberg and Khanta (1985) proposed a modified
version of Eq. (1) based on a numerical scheme
originally developed by Orlanski (1976). The new
scheme was then used to set up a prognostic simula-
tion of the South Atlantic Bight with tidal and wind
forcing using a regional version of the Princeton
Ocean Model (POM). They reported a steady empty-
ing of the basin for a pure radiation condition with no
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boundary forcing. Chang (1994) studied the propaga-
tion of Kelvin and Rossby waves in a meridional
channel with a linearised two-layer shallow water
model applying Orlanski’s scheme. The simulations
with the pure outflow radiation condition produced a
steady filling of the basin. Johnsen and Lynch (1995)
described a series of numerical experiments
conducted to study the behaviour of several radiation
conditions as applied to a barotropic finite element
model. The results using a first order discretisation
of Eq. (1) showed a spurious filling of the basin
under constant along-shore wind stress forcing.
Palma and Matano (1998) implemented and tested
different types of OBCs for the barotropic mode of
POM employing a zonal channel. They found
artificial changes in the basin average mean sea
level when using radiation conditions in cases where
the oceanic response consists in dispersive wave
packets.

In this study, we will test a suite of radiation condi-
tions applied to the shallow water equations to
identify and offer solutions to some of the reported
problems. The focus will be on passive OBCs where
the response of the flow at the open boundaries is
determined by the interior circulation. The numerical
experiments are designed to emphasise flow condi-
tions dominated by wind forcing and/or wave
radiation.

This article has been organised as follows: Section
2 contains a description of the numerical model and
the OBCs schemes. Section 3 describes the numerical
experiments and, finally, Section 4 summarises and
discusses the results.

2. Numerical model

The numerical model to be used in our experiments
is the Princeton Ocean Model (POM). It solves the
three-dimensional primitive equations in finite
differences on an Arakawa C grid. The numerical
scheme conserves linear and quadratic quantities,
like mass and energy. It uses sigma coordinates in
the vertical and curvilinear coordinates in the
horizontal. Spatial differences are explicit in the
horizontal and implicit in the vertical. A detailed
description of the model can be found in Blumberg
and Mellor (1987). In the following calculations, only

the equations corresponding to the barotropic mode
will be used:
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where m is the sea surface elevation, {U,V}, the
horizontal components of the depth averaged velocity,
H, the depth below mean sea level, D, the total depth,
f=1.028X% 107, the Coriolis parameter, g, gravity,
{TE, 'r';, }, the bottom stress components (the coefficient
of bottom friction was 0.0025), {7}, 7, }, the wind
stress components and Ay; = 200 m” s~ !, a constant
horizontal mixing coefficient.

The numerical experiments were conducted in a
zonal channel 1000 km long and 500 km wide, with
a horizontal grid resolution of 20 km. The channel has
two open boundaries on the western and eastern sides.
Fig. 1 shows the two bottom configurations used in the
experiments. These particular profiles were chosen to
allow comparison between our results and previous
experiments (Chapman, 1985; Tang and Grimshaw,
1996) and to resolve physical phenomena of particular
interest in coastal oceanography (e.g. the propagation
of continental shelf waves).

The OBCs tested in this study are variants of the
Sommerfeld condition (1). The schemes considered
can be divided into two groups:

(1) Fixed Cy(= C,). This approximation assumes
that the waves approaching the open boundary are
non-dispersive surface gravity waves (Chapman,
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Fig. 1. Model bathymetry used in the numerical experiments. (a) Plan view of linear profile (along-shelf wind experiment). (b) Plan view of
hyperbolic tangent profile (eddy relaxation and travelling storm experiments).

1985; Vastano and Reid, 1967). We tested the
following variants:

GWI: A straightforward implementation of Eq. (1)
with an implicit method and upstream scheme for the
evaluation of the partial derivatives (Chapman, 1985).

BKI: It has been shown that in certain circum-
stances the implementation of GWI at the open
boundaries can produce spurious changes in mean
sea level (Blumberg and Khanta, 1985). To minimise
this problem, Blumberg and Khanta developed a
‘damped’ version of the GWI scheme:

W, 0 b b

3
ot ® an T; =2

where T is the relaxation time scale within which the
numerical solution is restored to its reference value
(drep) at the open boundary. It will be shown that the
selected value of T has a strong influence on the
nature of the solution inside the domain.

FLA: This OBC was originally proposed by Flather
(1976) and combines Eq. (1) with a one-dimensional
version of the continuity equation to yield an equation
for the normal velocity that allows conservation of
mass in the interior domain. It can be written as:

C
U=U,1n=* ﬁO[n — Mo(0] “4)

where U, and 7, are prescribed values. The plus sign
is applied at the eastern boundary while the minus
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sign is used at the western open boundary. This OBC
scheme is specified to account for the effects of outer
regions (not modelled) to the degree possible through
U, and 7,, and differences from this are treated as a
radiation condition to minimise reflections at the
boundary of waves generated within the model
domain. Since in the case of passive OBCs, the
exact values of U, and 7, are generally unknown,
they are assumed to be zero at the boundary.

(2) Variable C,. Orlanski (1976) proposed to
compute the phase speed of waves approaching the
open boundary using a diagnostic version of Eq. (1),
ie.

__odlar
¢ aplan

&)

where the partial derivatives are evaluated at previous
time steps and from interior values. The computed
phase speed is then used in Eq. (1) for outflows and
set to zero for inflows. Given its widespread use, we
tested three different versions of Orlanski’s condition.
They are:

SOE: Miller and Thorpe (1981) modified the
original Orlanski scheme using a forward scheme
for time differences and an upstream scheme for
space differences, which are more accurate.

ORI: Uses an implicit version of the original leap-
frog time-splitting technique. This scheme showed the
best performance of those tested by Chapman (1985),
with a linear shallow-water model.

SRE: Tang and Grimshaw (1996) suggested this
modification to the Orlanski scheme. They proposed
a second order Lagrangian interpolation scheme to
improve the accuracy and consistency of the original
discretisation.

The numerical implementation of the OBCs
schemes has two additional requirements: (a) the
selection of the variables to be updated; (b) the
selection of the boundary node to perform the dis-
cretisation. We found through numerical experimen-
tation that the correct selection strongly depends on
the chosen grid type (C grid) and model internal
discretisation. For the scheme based on normal
velocities (FLA), the OBCs were successfully applied
at = 2 and I = Iy, where [y is the maximum number
of nodes in the zonal direction. The scheme is comple-
mented with a GWI scheme on surface elevation (7))
and the tangential velocity component (V). For the

remaining radiation schemes, we tested the following
possibilities:

(i) Radiation for the three variables: the model
response becomes unstable for non-linear flows.
(ii) Radiation on 1 and V and gradient condition
(zero normal derivatives) on U at I =1 and I =
Iy : the variables are not properly updated and
the interior solution resembles the response of a
closed domain.

(iii) Radiationon np and VatI =2 and I = Iy — 1
supplemented with a gradient condition for the
normal velocity U gives the best results and there-
fore, is used in all the following numerical
experiments. Similar conclusions are obtained
using radiation on i and V at I =1 and I = Iy
and computing U with a linearised version of the
momentum equation.

3. Numerical experiments

To evaluate the performance of the different
schemes, we conducted three numerical experi-
ments: (1) a wind set-up, (2) relaxation to an
initial perturbation, (3) the oceanic response to
the passage of a travelling storm. The first experi-
ment allows us to evaluate the performance of the
different OBCs in strong advective flows with a
non-steady state solution. The second experiment
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Fig. 2. Time evolution of basin averaged mechanical energy for the
wind driven spin-up experiment using cyclic conditions.
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Fig. 3. Time series of sea surface elevation at a central coastal node from the wind-driven spin-up experiment. The dashed line is the result from
the benchmark (cyclic OBC), solid lines are results obtained using the OBC scheme indicated on top of each panel. The results using ORI are

similar to those shown in the SOE panel.

focuses on the behaviour of OBCs in flows domin-
ated by wave radiation. Finally, the third experi-
ment combines the characteristics of the previous
two experiments, i.e. direct wind forcing and wave
radiation.

3.1. Wind set-up

This experiment investigates the oceanic adjust-
ment to the switch-on of a constant wind stress
forcing. The uniform wind ¢y = 0.1 Pa, is switched
on at r = 0 and kept constant during the entire simula-
tion. Fig. 1la shows the bottom topography used in
this experiment. Since there is no analytical solution
to this problem, we evaluated the performance of the
different schemes using the results of a twin experi-
ment in which the OBCs were replaced by cyclic
conditions. Fig. 2 shows the time evolution of the
averaged mechanical energy in the benchmark case.
During the spin-up of the model, Ekman transports
along the solid boundaries generate cross-shore
pressure gradients that lead to an along-shore

geostrophic flow. By day 10, the model reaches a
steady state, where the energy input by the wind is
dissipated by bottom friction.

The results of the different experiments are
summarised in Fig. 3, which shows the time series
of the coastal sea surface elevation in the middle of
the channel. GWI, SOE, and ORI (not shown) show a
slightly slower temporal evolution during the first
week compared to the CYC condition, and a steady
increase in sea surface elevation thereafter. This
behaviour has also been reported by Chang (1994)
in a long-term simulation with a two-layer shallow
water finite difference model and by Johnsen and
Lynch (1995) with a barotropic finite element
model. Of all the schemes, SRE has the poorest
performance. The solution is contaminated by the
inward propagation of short waves, a constant
increase of the sea surface elevation and the growth
of instabilities. The solution using FLA reaches an
incorrect steady state value after a short period; its
numerical scheme prevents the normal evolution of
the cross-shore surface slope at the open boundaries,
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Fig. 4. As for Fig. 3 but showing results using the BKI scheme
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Fig. 5. As for Fig. 3 but showing results using the integral constraint on surface elevation (ICE) for SOE and SRE radiation conditions (ORI
results are similar to SOE) and the FLA scheme with the local solution (LS).
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Fig. 6. The time evolution of the energy flux through the western
boundary for the barotropic adjustment experiment (benchmark
run).

which in turn reduces the along-shore transport
(Hayashi et al., 1986).

As a first attempt to alleviate the steady filling of
the basin, we employed the BKI scheme. Additional
information is necessary to determine the appropriate
value of Ty According to Blumberg and Khanta
(1985), Tris related to the time it takes for a perturba-
tion to cross the entire shelf. A numerical experiment
where a symmetrical mound of water was released at
the middle of the domain was employed to access this
time scale. The experiment was conducted with the
same bathymetry but on a zonal extended domain
(10 000 km) to avoid the imposition of OBCs during
simulation time (a detailed description of this experi-
ment can be found in Palma and Matano (1998)). The
time evolution of the energy flux through the eastern
boundary shows that the perturbation takes approxi-
mately 5 h to reach the open boundary, suggesting a
relaxation time scale Ty of 10 h. The energy flux is
defined as:

w

EF = (1/W) JO DU(gn + %Uz + %Vz)dy (6)
where W is the basin width. The results of the BKI
scheme applied to the wind-forced experiment are
shown in Fig. 4. BKI with 7y = 10 h stops the basin
filling, but induces an excessive clamping of the
boundary which in turn results in an improper
decrease in elevation (Fig. 4a). Further increase of

T; improved the overall response (Fig. 4b and c) as
expected. A time scale of four days seems to be an
adequate compromise among the clamping and
radiation characteristics of the scheme for this
advection-dominated dynamical setting (Fig. 4d).

An alternative method to improve the performance
of the different schemes is through the use of an
integral constraint on sea surface elevation (ICE)
which forces mass conservation at the boundaries i.e.

w
JO ndy=0 atx=0,L 7)

All the experiments using ICE (GWI, SOE and ORI
(not shown)) correctly reproduce the benchmark
experiment (Fig. 5). Although ICE prevents the
mass imbalance associated to SRE, the simulation
does not reach the benchmark steady state after 100
days of simulation.

Although the FLA condition assumes that no
information on the boundary was available and con-
sequently U, and n, were set to zero in Eq. (4), an
improvement to the performance of this scheme can
be obtained by employing a local solution (LS) where
the governing equations are linearised and all
gradients in the alongshelf direction are neglected
(Roed and Smedstad, 1984). With this correction,
the FLA scheme also performs correctly, as seen in
Fig. 5.

3.2. Barotropic adjustment

The objective of this experiment is to test the
reflection properties of the different OBCs schemes
in flows dominated by wave radiation. Following
Tang and Grimshaw (1996), the experiment consists
of the free (no forcing) adjustment of a kinetic energy
input in a fluid otherwise at rest. The initial perturba-
tion corresponds to a localised eddy of the form:

1 ay, 1 ay,
Us(x,y) = H oy’ Vo(x,y) = H ox
3
2 2
. x O+ o)
Wlth l!lo = l!fm exp(—ﬁ - TO)

The eddy has maximum radial velocity V, =
0.86¢,/H,R, = 25 cm/s, radius R, =75 km, and
centred at x = 500 km, y, = 150 km, where H, =
H(y,). The model topography is shown in Fig. 1b.
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Fig. 7. Snapshots of sea surface elevation contours after 3 days from the barotropic relaxation experiment. The upper left panel shows the result
from the extended domain experiment (EXT), other panels are results obtained using the OBC scheme indicated on top of each panel. Results
using ORI and SRE are similar to those of SOE. Contour interval is 2 cm, dashed lines indicate negative values and the thick solid line is the
zero elevation contour. Note that the averaged mean sea level is higher than zero for the SOE scheme.

The benchmark experiment for this test was con-
ducted in a closed basin with a zonal extension of
10 000 km. The analysis was focused on the central
1000 km of the basin, and the time integration was
stopped before reflections from the closed boundaries
could reach the domain of interest. The results of the
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benchmark experiment are summarised in Fig. 6,
which shows the time evolution of the energy flux
across the western boundary. The oceanic adjustment
to the initial perturbation is accomplished by the
propagation of Kelvin waves which reaches x = 0, L
in about 1 h, followed by edge waves travelling in
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Fig. 8. Time series of area averaged mean sea level (AMSL) from the barotropic adjustment experiment.
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Fig. 9. As for Fig. 7 but showing results for SOE and GWI plus the integral constraint in elevation (ICE). Results using SRE and ORI are similar

to those of SOE.

both directions. The continental shelf acts as a wave-
guide, and after about 10 h, most of the initial energy
is lost by radiation.

The behaviour of the most representative OBCs is
shown in Fig. 7, which shows the sea surface elevation
field at day three of the simulation. For this particular
experiment, the only OBC that simulates the response
of the benchmark case is FLA, which allows the
propagation of the incoming waves, although there
is a small cross channel perturbation on the eastern
open boundary. GWI, SOE, ORI and SRE (last two

EXT

500

not shown) shows spurious sea surface displacement
inside the computational domain.

The artificial filling of the basin during the
numerical simulation can be quantified by the average
mean sea level elevation:

1
AMSL = — J n dA 9)
[4T A
where At represents the area domain. This quantity

is a measure of the mean sea level deviation away
from the equilibrium depth (zero for the present

GWI + ICF

500

800 1000

Fig. 10. As for Fig. 7 but showing results for SOE and GWI using the flux integral constraint (ICF). Results using ORI and SRE are similar to
those of SOE. Also shown is the result for the BKI scheme with a time relaxation 7y = 1 h.
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Fig. 11. Time-zonal plots of sea surface elevation along the transect y = 20 km for the travelling storm experiment. The upper left panel shows
the result from the extended domain experiment (EXT), other panels are results obtained using the OBC scheme indicated on top of each panel.
Results using ORI and SRE are similar to those of SOE. Contour interval is 1 cm, dashed lines indicate negative values and the thick solid line is
the zero elevation contour. Note that the averaged mean sea level is higher than zero for the GWI scheme.

experiment). Fig. 8 shows the time evolution of the
AMSL curves during the simulation time. GWI
presents an oscillating behaviour with average ampli-
tude around 5 cm, while SOE shows a maximum
increase of near 60 cm. At difference with the
previous experiment, in this case the use of the ICE
constraint did not improve the results. Although the

ICE constraint stops the artificial filling of the basin,
it also creates an artificial clamping of the open
boundary which reflects in spurious oscillations
(Fig. 8). These oscillations eventually lead to errors
that deteriorate the interior solution, as seen in Fig. 9
showing the sea surface elevation field for the
corrected schemes. Travelling waves appear along
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Fig. 12. Time series of area averaged mean sea level (AMSL) from the travelling storm experiment.

the eastern boundary for the SOE, SRE and ORI
schemes, while the perturbation is more pronounced
on the western side for GWL.

Another constraint that can be used to boost the
performance of the OBCs is an integral flux constraint
(ICF) of the form:

w w
J’O [U(H + n)]west dy - J’O [U(H + T])]east dy =0
(10)

This constraint was employed to supplement an
active boundary condition by Chang (1994) and
Thompson and Schmitz (1989) among others. Fig.
10 shows the results for GWI and SOE supplemented
by the ICF; now the response closely resembles the
benchmark solution. Results using ORI and SRE (not
shown) are similar to those of SOE. Also shown in the
figure is the correct response obtained using BKI with
a time scale Ty = 1 h (as suggested by Fig. 6).

3.3. Travelling storm experiment

In this experiment, we test the OBCs schemes in
flows dominated by the simultaneous effects of direct
wind forcing and wave radiation. Following Roed and
Cooper (1987), we simulated the passage of a
relatively strong cyclone over the channel. The wind
stress has a Gaussian distribution and shape a
maximum of 3 Pa. It translates at a speed of 8 ms ™'
from the northwest to the southeast. The storm has a
radius of 100 km and its centre enters the computa-

tional domain at x = 250 km, y = 500 km and ¢ =
20 h. At hour 32, the storm is located in the middle
of the computational domain, leaving it 12 h later at
x ="750km, y =0.

Since there is no analytical solution to this problem,
the experiments using OBCs were compared to a
benchmark case conducted in the extended domain
described in Section 3.2. The total simulation time
was 96 h. Fig. 11 (top left panel) shows the time
evolution of the free surface elevation for a slice
taken along y =20 km. The maximum elevation
occurs at approximately hour 40, just before the
storm centre hits the coast. The coastal adjustment is
achieved through the propagation of surface gravity
waves, high frequency edge waves propagating along-
shore in both directions, and low frequency coastal
shelf modes propagating in the positive x direction.
The westward propagation of these waves is evident
from the positive slope of the contour lines; the
change in the slope between hour 40 and 50 denoting
a change in phase speed. The dominance of the low-
mode shelf response to cyclones can be related to the
similarity in space and time scales of the forcing and
these waves (Tang and Grimshaw, 1996).

The qualitative performance of the OBCs can be
evaluated in Fig. 11, which shows time-longitude
plots of the sea surface elevation. Of all the condi-
tions, only FLA produces results similar to the bench-
mark case, albeit some tilting of the contour lines is
evident near the eastern open boundary. Orlanski’s
type radiation conditions (only SOE is shown) show



128 E.D. Palma, R.P. Matano / Journal of Sea Research 46 (2001) 117132

SOE + ICE

90 1

80 1

~
o

Time [hrs]
3

o
=]

40

30 1

20 - - " : .
0 200 400 600 800 1000
Zonal Direction [Km]

GWI + ICE

Time [hrs]

20

0 200 400 600 800 1000
Zonal Direction [Km]

SOE + ICF

Time [hrs]

0 200 400 600 800 1000
Zonal Direction [Km]

90 1

80

~
o

Time [hrs]
3

o
=]

40

30 A

20

200 400 600 800 1000
Zonal Direction [Km]

(=]

Fig. 13. As for Fig. 11 but showing results using the SOE and GWI radiation conditions boosted by integral constraints in elevation (ICE) and
flux (ICF). Results using ORI and SRE are similar to those of SOE. Contour interval is 1 cm, dashed lines indicate negative values and the thick

solid line is the zero elevation contour.

strong reflections, with short waves propagating
inward as evidenced by the wiggling contours and
slope changes after the first wave packet passes
through the boundary (hour 50). GWI also exhibits
reflections at the same boundary, but their deviations
are more pronounced at the western boundary. The
reflective behaviour of these schemes appears to be
related to the highly dispersive nature of the problem,

the shelf waves having large differences in phase
speed. The absence of dashed (negative) contour
lines in SOE, GWI as compared with the extended
(EXT) solution is associated with spurious changes
in mean sea level produced by the OBCs. This
problem is more apparent in Fig. 12, which shows
the average mean sea level (AMSL) for the GWI
and SOE schemes, both displaying an artificial filling
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Fig. 14. As for Fig. 11 but showing results using the BKI scheme for different values of the time relaxation parameter 7;. Contour interval is
1 cm, dashed lines indicate negative values and the thick solid line is the zero elevation contour.

of the basin. FLA (not shown) conserves mass during
the entire simulation.

We investigated the possibility of improving the
response of GWI and SOE by imposing integral
constraints on surface elevation (ICE) and transport
(ICF) and by using the damped radiation condition
(BKI). Fig. 13 (left panels) shows the results using
ICE. In this case, the sea level is forced towards an
incorrect steady state value. The ICF (right panels)

improves the solution although the problems persist
for both schemes, at the western and eastern
boundaries of the domain. Results obtained using
the damped radiation scheme (BKI) for different
values of the relaxation time scale 7 are shown in
Fig. 14. The best response is for 7, = 1 h (correspond-
ing to the travel time of the fastest wave across the
domain), although distortions of the contour lines are
evident after the passage of the dispersive packets at
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Fig. 15. Time series of west energy flux from the travelling storm experiment. Solid lines are the result from the extended domain simulation
(EXT), dashed lines are results obtained using the OBC schemes indicated on top of each panel.

the eastern boundary (hour 50). Higher values of Ty
further deteriorate the overall solution due to the
enhanced radiation properties of the scheme (compare
with the GWI panel of Fig. 11).

To further asses the OBCs’ related distortions at the
inflowing boundary, we calculated the energy fluxes
at the western boundary. Fig. 15 shows the temporal
evolution of the energy flux through the western side
of the domain for the SOE and GWI schemes.
Although the ICF improves the mass conservation
properties of the schemes, it is clear from the figure
that at the same time it perturbs the energy flux at the
boundary, producing unwanted reflections. Similar

conclusions can be drawn for the energy flux
properties of the BKI scheme. The reflected energy
accumulates inside the domain and could eventually
lead to instabilities in long-term simulations if friction
is not strong enough to prevent their growth.

4. Summary and conclusions

In this article, we analysed several problems
associated to the implementation of different radiation
OBCs in primitive equation models. The observed
response included erroneous mass and energy fluxes
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that ultimately deteriorated the overall interior solu-
tion. To ameliorate the problem and avoid the spurious
changes in sea surface elevation and total volume, we
used damped radiation conditions (BKI), integral
constraints on sea surface elevation (ICE) and volume
fluxes (ICF), and local solutions (LS).

In advection-dominated flows, the ICE improved
the performance of SOE, ORI and GWI, while the
SRE scheme did not reach a steady state even after
100 days of simulation time. A local solution
approach adapted from Roed and Smedstad (1984)
improved considerably the response of the FLA
scheme. The BKI scheme with a relaxation time
scale Ty =4 days also gave a correct response,
although lower values of T, reduced the along-shore
and cross-shore flows, preventing the normal
evolution of the sea surface slope at the boundaries.

In cases where the oceanic response involves wave
radiation of non-dispersive waves (barotropic adjust-
ment experiment), ICE produces an incorrect oscilla-
tory solution for the SOE scheme and a contaminated
steady state for the GWI. Both results could be related
to partial clamping of the open boundary induced by
the ICE, and therefore, this constraint is not recom-
mended for radiation dominated problems. In this
particular dynamical setting, the use of an ICF and
the BKI (7; = 1 h) and FLA schemes proved to be a
better alternative. Radiation conditions supplemented
by an ICF have been successfully used in realistic
model simulations driven by inflows/outflows at the
open boundaries (Thompson and Schmitz, 1989;
Chang, 1994).

For problems involving the generation of dispersive
wave packets as in the travelling storm experiment,
we do not recommend the use of radiation conditions
with constant phase speed (GWI) or radiation condi-
tions of the Orlanski type (SOE, ORI, SRE). The use
of integral constraints for these schemes, either on
free surface elevations (ICE) or volume flux (ICF),
severely perturbs the flux of energy at the open
boundaries and produces unwanted reflections that
contaminate the interior solution. Similar results
were obtained with the BKI scheme for different
values of the relaxation time scale (7). In this type
of coastal circulation models, associated with the
propagation of continental shelf waves, the radiation
condition type proposed by Flather (1976), although
with limitations, is a better choice.

Overall FLA is the only radiation scheme that
provides reasonable responses in all cases studied. It
is interesting to note that the scheme has been success-
fully applied in simulations where the model included
the effects of realistic bottom topography and wind
forcing (Matano et al., 1998; Oke and Middleton,
2000) and the combined effect of wind and tidal
forcing (Glorioso and Flather, 1995).
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