
Microchemical Journal 112 (2014) 25–33

Contents lists available at ScienceDirect

Microchemical Journal

j ourna l homepage: www.e lsev ie r .com/ locate /mic roc
Modeling of second-order spectrophotometric data generated by a
pH-gradient flow injection technique for the determination of
doxorubicin in human plasma
Mirta R. Alcaráz, Agustina V. Schenone, María J. Culzoni, Héctor C. Goicoechea ⁎
Laboratorio de Desarrollo Analítico y Quimiometría (LADAQ), Cátedra de Química Analítica I, Facultad de Bioquímica y Ciencias Biológicas, Universidad Nacional del Litoral-CONICET,
Ciudad Universitaria, 3000 Santa Fe, Argentina
⁎ Corresponding author. Tel.: +543424575205.
E-mail address: hgoico@fbcb.unl.edu.ar (H.C. Goicoech

0026-265X/$ – see front matter © 2013 Elsevier B.V. All r
http://dx.doi.org/10.1016/j.microc.2013.09.012
a b s t r a c t
a r t i c l e i n f o
Article history:
Received 8 August 2013
Received in revised form 16 September 2013
Accepted 17 September 2013
Available online 25 September 2013

Keywords:
Multivariate curve resolution
Doxorubicin
Human plasma
Second-order calibration
In this paper, the development of a pH-gradient flow-injection method with diode-array spectrophotometric
detection combined with extendedmultivariate curve resolution–alternating least-squares (MCR–ALS) to quan-
titate doxorubicin in the presence of rifampicin in plasma samples is presented.
Quantitation of doxorubicin was based on acid–base and spectral differences between its species and those for
the interference. Overlapped profiles among the analyte and the interference were mathematically solved by
data modeling with the well-known extended MCR–ALS algorithm.
The method, which involves a simple sample pretreatment consisting in the addition of trichloroacetic acid
followed by centrifugation, was applied to resolve validation mixtures composed of human plasma spiked
with doxorubicin. Acceptable analytical figures of merit were obtained, i.e. recoveries from 96 to 107%, coeffi-
cients of variation between 0.2% and 7.8%, and limits of detection and quantification of 0.77 and 2.32 μg L−1,
respectively.

© 2013 Elsevier B.V. All rights reserved.
1. Introduction

Doxorubicin (DXR) is an anthracycline antibiotic produced by
Streptomyces peucetius varieta caesius. Due to its broad spectrum
antineoplastic activity, DXR is one of the most important anticancer
agents currently in use [1–4]. From a medical or clinical point of view,
monitoring drug levels in body fluids such as urine and plasma has be-
come increasingly demanded in order to assess toxicity, adverse effects,
interactions and therapeutic efficiency.

A variety of HPLC procedures to resolve and quantitate DXR and its
metabolites in pharmaceutical dosage forms and biological fluids have
been published [5–11]. Several approaches for the quantitation of DXR
and other anticancer agents in biological fluids, including capillary elec-
trophoresis, UV–visible spectroscopy and HPLC techniques, have been
summarized by Zagotto et al. [12]. Recently, a rapid analysis of DXR
and daunorubicin using microchip capillary electrophoresis was devel-
oped by Lu and co-workers [13]. In spite of providing satisfactory
results, many of these techniques are laborious and time consuming.
On the other hand, flow-injection analysis (FIA) and other related flow
techniques with diode-array spectrophotometric detection can be used
to generate large amounts of data of different dimensions, i.e. data rang-
ing from traditional peak-height values to multivariate vectors and
matrices that comprise instrumental responses in the temporal and/or
ea).
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spectral domains, in a very simple and fast way [14,15]. However, due
to the fact that FI methods do not physically separate components that
flow together and reach the detector concurrently, their combination
with alternative techniques is necessary to ensure selectivity. Numerous
methods regarding the coupling of FIA systems to chemometric model-
ing aimed at determining one or several analytes in a rapid, simple and
inexpensive way have been published [16–19]. Furthermore, the capa-
bilities of FIA in combination with chemometric methods to simulta-
neously determine several analytes present in multicomponent drugs
were discussed by Saurina [20]. Analyte quantitation in the presence
of responsive interferences can be performed by measuring second-
order signals and processing them with appropriate multivariate algo-
rithms to achieve the second-order advantage [21]. Direct determina-
tion of DXR in human plasma based on fluorescence recording of
excitation–emission matrices coupled to the multiway chemometric
methods PARAFAC and N-PLS was accomplished [22]. Very recently,
quantitation of DXR in human plasma has been performed by using
total synchronous fluorescence spectroscopic data modeled with the
first- and second-order algorithms [23].

In this paper, a pH-gradient FI methodwith diode-array spectropho-
tometric detection for the determination of DXR in plasma samples in
the presence of rifampicin (RFP) is presented. RFP is a semisynthetic
compound derived from Amycolatopsis rifamycinica typically used to
treatMycobacterium infections, including tuberculosis andHansen's dis-
ease. Considering that the spectrum of RFP highly overlapswith those of
DXR, RFP was selected as the uncalibrated interference with the aim of
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evaluating the potentiality of the method to accurately quantitate the
analyte in extreme conditions. The instrumental responses recorded
over two measurement domains, i.e. spectral and temporal, were
arranged in data matrices and subjected to the extended multivari-
ate curve resolution method based on alternating least squares
(MCR–ALS).

Deprotonation constants (Ka) of ionizable compounds are important
properties that describe the charge state of the drug at a certain pH. This
information is essential in the estimation of the pharmacokinetic and
pharmacodynamic properties of drugs, since they may considerably
vary according to the different protonation/ionization forms of themol-
ecules. Moreover, Ka values of ionizable drugs affect their lipophilicity
and permeability, which are important physical and chemical features
to be considered in order to predict bioavailability [24]. For this reason,
the determination of the pKa values of DXR was also accomplished in
the present work by the application of an UV–Vis spectrophotometric
titration technique.

2. Experimental

2.1. Apparatus

The FIA system was developed using five modules (degasser, pump,
injection valve, autosampler and DAD detector) of an Agilent 1100 Series
instrument (Agilent Technologies, Waldbronn, Germany). The carrier
buffer (CB) was pumped through an 800 mm length and 0.5 mm i.d.
flexible mixing coil flowing at 0.5 mL min−1. Spectra were registered
in the range of 300–800 nm each 2 nm. In this way, absorbance–time
matrices were of size 174 × 251. Thesematrices were saved in ASCII for-
mat, and transferred to a PC based on an Intel® Core™ i7 microprocessor
for subsequent manipulation.

The pH of solutions was measured with an Orion (Massachusetts,
United States) 410 A potentiometer equipped with a Boeco (Hamburg,
Germany) BA 17 combined glass electrode.

Absorbance measurements were obtained with a PerkinElmer
(Waltham, Massachusetts, USA) Lamba 20 spectrophotometer.

2.2. Software

Multivariate methods discussed in the present work were run in
MATLAB 7.9 [25]. MCR–ALS algorithms were implemented using the
graphical interface downloaded from www.mcrals.info. Deprotonation
constants were determined using the PKFIT program [26], which is
based on a full-spectrum least-squares procedure, and can be obtained
from the authors on request.

2.3. Reagents and solutions

Doxorubicin hydrochloride (94.0%) was obtained from Richmond
Laboratory S.A.C.I.F. (Pilar, Buenos Aires, Argentina). Rifampicin (99.4%)
was obtained from Laboratory of Pharmaceutical Quality Control (Facul-
ty of Biochemistry and Biological Sciences, National University of
Litoral, Argentina). Sodium phosphate monobasic, sodium hydrox-
ide, hydrochloric acid, phosphoric acid and sodium carbonate were
purchased from Cicarelli (San Lorenzo, Santa Fe, Argentina). Trichlo-
roacetic acid (TCA) was obtained from Anedra (San Fernando,
Argentina). Ultrapure water was obtained from a Milli-Q water pu-
rification system from Millipore (Bedford, MA, USA).

A 70 μg mL−1 stock solution was prepared by dissolving the appro-
priate amount of DXR in ultrapure water. This solution was stored in a
glass bottle at 4 °C, protected from light, for a maximum period of
3 days. A 620 μg mL−1 stock solution of RFPwas prepared by dissolving
the suitable amount of drug in 1% phosphoric acid, and stored at 4 °C.

The 0.5 mol L−1 CB solutionwas prepared by dissolving the suitable
amount of Na2CO3, adjusting the pH to 9.5 with 1 mol L−1 HCl, and
diluting to the mark with ultrapure water in a 500.0 mL volumetric
flask. The 0.5 mol L−1 sample buffer (SB) was prepared by dissolving
the appropriate quantity of Na2CO3, adjusting the pH to 6.0 with
1 mol L−1 HCl, and diluting to the mark with ultrapure water in a
50.0 mL volumetric flask.

Heparinized human plasma samples from untreated healthy volun-
teers were obtained from Hospital Iturraspe of Santa Fe City, Argentina,
and stored at−20 °C until the experiments were performed.

2.4. Spectrophotometric titration

The spectrophotometric titration was conducted on an acidified
solution (pH ~ 4) containing 23.0 μg mL−1 of DXR. The general pro-
cedure involved the addition of small aliquots of 0.01 or 5 mol L−1

NaOH to 50.0 mL of the stirred original solution, in order to obtain
small pH increments. As each new pH point was reached, the corre-
sponding spectrum was acquired by extracting 2 mL of solution
from the vessel, which were then restored, until pH ~ 13 was achieved.
At the end of the titration, approximately 40 spectra were recorded,
which were subsequently processed by means of the PKFIT program.

2.5. Calibration and validation samples

A calibration set composed of five standard sampleswas prepared in
triplicate by transferring appropriate aliquots of DXR stock solution to
2.0 mL volumetric flasks and completing to the mark with heparinized
human plasma. After vortex mixing, solutions were allowed standing
for 30 min to reach equilibrium. Then, plasma deproteinization was
performed by adding 200 μL of 50% TCA acid to each calibration solution
and centrifuging for 20 min at 3000 rpm. Subsequently, 600 μL aliquots
of each solution and 200 μL of SBwere transferred to Eppendorf® tubes.
The mixtures were centrifuged for 5 min at 10,000 rpm. After complet-
ing the latter experimental procedure, the final concentrations of the
calibration samples were between 1.5 and 15.0 μg mL−1. Eventually,
500 μL aliquots of each sample were transferred to vials, and 100 μL
were injected into the FIA system.

A 6-sample validation set was built considering concentrations of
DXR different than those used for calibration, and following a random
design. Besides, the interference RFP was incorporated at different con-
centrations in samples 3 to 6 (10.7, 14.3, 12.5 and 10.0 μg mL−1,
respectively).

A 27-sample precision setwasprepared at three different concentra-
tion levels (4.0, 7.0 and 12.0 μg mL−1) in triplicate, and in three differ-
ent weeks.

The validation and precision sets were prepared by transferring ap-
propriate aliquots of stock solution of DXR for precision samples, and
DXR and RFP for validation samples to 2.0 mL volumetric flasks and
completing to the mark with plasma. Then, these solutions were
processed in the same way as the calibration samples.

3. Theory

3.1. MCR–ALS

Oneof themost interesting properties of this algorithm is its capabil-
ity of dealing with data sets deviating from trilinearity. Instead of
forming a three-dimensional data array, the latter is unfolded along
the mode that is suspected of breaking the trilinear structure, i.e. if a
matrix-to-matrix variation of profiles occurs along the column direc-
tion, a column-wise augmented matrix is created. The bilinear decom-
position of the augmented matrix D is performed according to the
expression:

D ¼ C� ST þ E ð1Þ

where the rows ofD contain the absorption spectrameasured as a func-
tion of time, the columns of C contain the time profiles of the

http://www.mcrals.info


Fig. 1. Representation of how the closure vector is obtained for a calibration sample data matrix.

Fig. 2. Chemical structure of DXR.
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compounds involved in the process, the columns of S their related spec-
tra, and E is a matrix of residuals not fitted by the model. Appropriate
dimensions of D, C, S, and E are thus (1 + I) K × J, (1 + I) K,J × K and
(1 + I) K × J, respectively (I = number of calibration samples).

Decomposition of D is achieved by iterative least-squares minimiza-
tion of ||E|| under suitable constraining conditions (non-negativity in
spectral profiles, unimodality and non-negativity in concentration pro-
files, and closure).

Typically D is built by placing one on top of another calibration
submatrices and each of the test submatrices. While the pure spectrum
of each compound should be the same in all experiments and the spec-
tral mode must be selective, the temporal profiles in the different C
submatrices need not to share a common shape.

In the present context, it is necessary to point out that MCR–ALS
requires initialization with system parameters as close as possible
to the final results. The spectra of the species are required in the
column-wise augmentation mode, as obtained from either pure an-
alyte standards or from the analysis of the purest spectra based on
the so-called SIMPLISMA (simple interactive self-modeling mixture
analysis) methodology [18], which is an MCR algorithm useful to
extract pure component spectra from a series of spectra of mixtures
of varying composition.

Finally, successful MCR is also aided by the inclusion of information
about the correspondence among species in each matrix (i.e. informa-
tion as to whether a given component exists or not in a given sample).

3.2. Calculation of pH gradient in FIA

A temporal region from 20 to 60 s (0.33 to 1 min) was selected for
the calculation of the pH gradient, inwhich both acidic and basic species
were simultaneously detected in the system. Several single calibration
matrices were used in order to obtain the gradient.

Three constraints were applied during the ALS optimization of
the species profiles in matrices C and ST. These constraints were
non-negativity in spectral and concentration profiles, and variable
closure in concentration profiles. The second constraint is further
explained in more detail.
For an accurate calculation of pH values, the concentration of the
acidic and basic species (referred to as [HD] and [D], respectively) in
the FI peak should be recovered without scale or intensity ambiguities.
In acid–basic equilibrium, the whole system should fulfill mass-
balance and mass-action laws. For a particular compound, its analytical
concentration CD is the sum of the concentration of the acidic HD and
basic species D; CD = [HD] + [D]. In the flow-injection system under
study, the sample injection into the carrier stream produced a disper-
sion of the analyte along the peak with a non-constant total CD over
time. However, at each point of the process the mass-balance equation
between specieswas still obeyed. A good estimation of theCD shape var-
iation in the FI peak was obtained from the absorbance variation of one
standard sample at an isosbestic wavelength. The latter was chosen be-
cause in the isosbestic wavelength both species have the same absor-
bance, so at each point of the process, the sum of their concentrations
should be equal to the total analyte concentration estimated from the
isosbestic point. This estimate was used as a closure vector during the
ALS optimization. Fig. 1 shows how the selected closure vector was ob-
tained at 530 nm from the experimental data matrix. The proper use of
all of these constraints drastically reduces the rotational and intensity



Fig. 3.PKFIT results. (A) Spectra of the three species ofDXR (solid blue line: acidic form; dashed green line: amphiphilic form; anddotted red line: basic form). (B)Distribution of species for
DXR (solid blue line: acidic form; dashed green line: amphiphilic form; and triangles red line: basic form). (C) Titration curve (blue triangles: experimental result at 400 nm; solid green
line: fitted curve). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 4. Scheme of the pH gradient profile.
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ambiguities associated with the decomposition of the experimental
data matrix [28].

In order to establish the relationship between measured times and
pH values, a standard solution of DXR with pKa1 value previously ob-
tainedwith the PKFIT programwas used. Once the concentration profile
was retrieved by MCR–ALS, the concentration of each species was ob-
tained at each time, and the pH profile was obtained as follows:

pH ¼ pKa1− log
HD½ �
D½ � ð2Þ

in which pKa1 is the first acidity constant of DXR.
An advantage of this procedure is that there is no need of performing

experimental pH measurements.

4. Results and discussion

4.1. Spectral characteristics of DXR

Previous to thequantitative study, and in order to establish adequate
working conditions, both the absorption features of DXR and its acid–
base behavior were evaluated.

DXR has three significant prototropic functions with associated
pKas: (1) the amino group in the sugar moiety (pKa1 = 8.15), (2) the
phenolic group at C11 (pKa2 = 10.16), and (3) the phenolic group at
C6 (pKa3 = 13.2) [29]. At pH b 8 DXR presents a characteristic orange
color with a maximum at 475 nm. On the other hand, at pH N 9 the ab-
sorbance maximum is located at around 550 nm, which is related to its
violet color. Fig. 2 displays the chemical structure of DXR.

The deprotonation constants of DXR in the ground state could be
determined from pH titration multi-wavelength spectrophotometric
data. Fig. 3 shows the variation of the absorbance vs. pH, the distribu-
tion of species and the titration curve obtained bymeans of the PKFIT
program. As can be seen in Fig. 3A, three species are present in the
system, i.e. acidic, amphiphilic and basic species. The distribution of
these species appreciated in Fig. 3B reveals the existence of two de-
protonation constants (pKa1 = 8.84 and pKa2 = 11.36). In Fig. 3C,
the same conclusion can be reached by inspection of the inflection
points situated in those pH values.
4.2. Flow-injection system

In this work, the sample dispersion was responsible for the genera-
tion of a double pH gradient after the samplemergedwith the basic car-
rier. It can be appreciated in Fig. 4 how the pH decreases from the front
of the flow-injection peak reaching its minimum value at the center of
the sample bolus, and then progressively increases to reach its original
pH value.

4.3. Calculation of pH gradient

Due to the fact that the instrument used to perform FIA does not
allow working at pH N 10, the pH range was restricted from 6.0 to 9.5.
Therefore, only the acidic and amphiphilic species were observed with-
in this pH range given by the value of DXR pKa1 (8.84). Because the basic
form is not present in this pH range, from this point forward, the am-
phiphilic species will be considered as the basic species for labeling
purposes.

In order to study the behavior of DXR and the pH gradient profile
generated in the flow-injection system, all the matrices used for this
purpose were restricted in the time direction from 20 to 60 s (0.33 to
1 min), where both acidic and basic species were simultaneously pres-
ent in the system, and in the spectral dimension from 370 to 650 nm.
Five single matrices corresponding to the five calibration samples (one
replicate was used for each concentration level) were analyzed sepa-
rately with MCR–ALS in order to obtain this gradient.

When applying singular value decomposition (SVD) to determine
the correct number of compounds in the model, it was not possible to
detect the right number of contributing components which explain
the variance of the system, because in this case, the number retrieved



Fig. 5. (A)MCR–ALS spectral profiles (solid blue line: acidic form; dashed green line: basic form). (B)MCR–ALS FIA profiles (solid blue line: acidic form; dashed green line: basic form) and
closure vector (diamond cyan line). (C) Resolved pH gradient profile. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)
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by SVDwas higher than the real one due to spectral combination of the
acidic and basic species. The plasma does not present absorbance in
the wavelength region under study. Therefore, two components
were used. To build the initial estimations, the spectra of the acidic
and basic species were obtained from the analysis of the purest spec-
tra based on the SIMPLISMA methodology [27].

The flow-injection peak profile of DXR at 530 nm, which was re-
stricted to the same temporal region of the data matrix, was used as
Table 1
Analytical figures of merit.

Figures of merit MCR–ALS

Lineal range (μg mL−1) 1.5–12.0
Intercept ± SDa (−28 ± 4) × 103

Slope ± SDa (L μg−1) 30 ± 1
Determination coefficient (r2) 0.994
γb (L μg−1) 2.6
Inverse of analytical sensitivity (γ)−1 (μg L−1) 0.23
LODc (μg L−1) 0.77
LOQd (μg L−1) 2.32

a SD: Standard deviation for n − 1 degree of freedom.
b Analytical sensitivity.
c LOD: Limit of detection calculated according to Ref [30].
d LOQ: Limit of quantification calculated as LOD × (10/3.3).

Table 2
Results obtained when analyzing the precision set, coefficients of variation and ANOVA probab

DXR (μg mL−1) Week 1 Week 2

Prediction Average CV%a Prediction Avera

4.0 4.2 5.2 4.3
4.1 4.0 4.2 4.3
3.8 4.3

7.0 8.3 4.5 8.4
8.1 8.0 8.4 8.4
7.6 8.4

12.0 13.4 7.8 12.3
12.2 12.4 13.7 13.1
11.5 13.4

a CV%: Percentage variation coefficient. CV% = (SD/average conc.) × 100, in which SD is the
b Analysis of variance: all the means are equal when p N 0.05.
the total concentration profile, i.e. as a closure vector. Non-negativity
in concentration and spectral profiles was also applied to constrain the
ALS procedure. The spectra of both species recovered in these condi-
tions are shown in Fig. 5A. The obtained concentration profile and the
closure vector can be observed in Fig. 5B, being the latter the sum of
the contribution of both species. As explained in Section 3.2, the gradi-
ent profile depends on time, and this trend can be observed in Fig. 5C.

With the aim of analyzing the pH gradient profile of five different
data matrices, the time in which the concentration of both species
remained the same (pH = pKa1) was taken into account. Therefore,
the latter was accomplished at 23.5 ± 0.1 s (± term refers to the confi-
dence interval for n = 5 experimental points, 4 degrees of freedom, at a
significance level α = 0.05).

4.4. Calibration and validation: analytical figures of merit and predictions

4.4.1. Sensitivity, limit of detection and limit of quantitation
For both calibration and validation studies, the data generated in

each sample injectionwere restricted in the sameway as in the previous
section, i.e. 20 to 60 s (0.33 to 1 min) in time direction and 370 to
650 nm in wavelength direction.

In order to quantitate the analyte concentration, aD augmentedma-
trix was built by appending the second order calibration data matrices.
During the ALS optimization the following constraints were applied to
ilities.

Week 3 ANOVAb (p-value)

ge CV %a Prediction Average CV%a

1.4 4.4 3.6 0.178
4.3 4.3
4.1

0.2 8.4 0.7 0.079
8.5 8.5
8.5

5.6 13.8 1.5 0.085
14.2 14.0
13.9

standard deviation for n − 1 degree of freedom.



Table 3
Determination of DXR in the validation samples.

DXR RFP

Sample Nominal (μg mL−1) Predicted FIA (μg mL−1) ± SDa Predicted HPLC (μg mL−1) ± SDa Mean recovery (%) FIA/HPLC t(3,0.05) (p)b Nominal (μg mL−1)

1 6.0 6.4 ± 0.3 – 106 –

2 10.0 9.6 ± 0.7 – 96 –

3 8.0 7.9 ± 0.1 – 99 10.7
4 7.5 7.7 ± 0.1 7.5 ± 0.1 109/100 2.47 (0.09) 14.3
5 6.0 6.3 ± 0.1 6.08 ± 0.04 105/101 2.84 (0.07) 12.5
6 5.5 5.6 ± 0.1 – 102 10.0
RMSEc (μg mL−1) 0.22
REP%d 3.1
tcalculated

e −0.697 (0.517)

a SD: Standard deviation.
b t value obtained for means comparison (ν = 3 − 1 and α = 0.05). Between parenthesis is the probability value.

c RMSE: Root mean square error, RMSE ¼ 1
I ∑

I

1
cact−cpred
� �2" #1=2

, where I = 6.

d REP: Relative error of prediction, REP = 100 × RMSE/c, where c is the mean calibration concentration.
e t value obtained from paired t-test with α N 0.05. Between parenthesis is the probability value.

Fig. 6. (A) Nominal vs. predicted values plot and its corresponding least square fitting line.
The ideal line corresponds to slope = 1 and intercept = 0. (B) Prediction region for the
joint statistical test for the slope and the intercept of the linear regression between the
nominal and predicted analyte concentrations of the global data set obtainedwith the ex-
tended MCR–ALS algorithm (95% of confidence). The star shows the theoretically
expected values of the intercept (0) and the slope (1).
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get physically meaningful solutions: (a) the concentration and spectra
profiles were non-negative, and (b) correspondence between common
species in the different data matrices. In this FI system, the unimodality
constraint in the concentration profile is not applicable. After MCR–ALS
decomposition of D, the concentration information contained in C was
used to construct the pseudounivariate graph by plotting the analyte
concentration scores against the nominal analyte concentrations. The
analyte concentration score can be defined as the area under the profile
for the ith sample:

a i;nð Þ ¼
XiJ

j¼1þ i−1ð Þ JC j;nð Þ ð3Þ

in which a(i,n) is the score for the component n in the sample i. In this
work, the acidic specie was used for all the following studies, because
it has higher sensitivity in the whole concentration range.

Sensitivity (SEN), defined as the variation in net response for a given
change in analyte concentration, can be considered as one of the most
relevant figures of merit in the field of analytical chemistry due to the
fact that it is a decisive factor in estimating others, such as limit of detec-
tion (LOD) and limit of quantitation (LOQ).

According to Bauza and coworkers [30], the following expression es-
timates the SEN when extended MCR–ALS is applied:

SENMCR ¼ mn J STS
� �−1

nn

� �−1=2
ð4Þ

in which n is the index for the analyte of interest in a multicomponent
mixture, mn is the slope of the MCR pseudounivariate calibration graph
for this analyte, ST is a matrix containing the profiles for all sample com-
ponents in the non-augmented MCR direction, and J is the number of
channels in the test sample data matrix in the augmented MCR direc-
tion. Table 1 summarizes the obtained figures of merit.

DXR is usually injected as a dose of 60–75 mg m−2, giving an initial
concentration of about 20 μg mL−1 in an adult male. Only a fraction of
this injected drugwill be present in the plasma [22]. As can be observed,
the LOQ value (2.32 μg L−1) is below the plasmatic DXR concentration
usually found in treated patients with cancer.

4.4.2. Precision study: repeatability and intermediate precision
Table 2 summarizes the results of the precision study carried out on

the precision test samples. For this purpose, repeatability and interme-
diate precision were calculated. In the first case, three different concen-
tration levels were analyzed in triplicate (nine independent samples).
On the other hand, the same three levels were evaluated in triplicate
during three different weeks in order to compute intermediate precision,
i.e. a total of 27 independent samples. As can be appreciated, both results
can be considered satisfactory as the CV% are all far below the 15% recom-
mended by the European Medicines Agency in a document presented
very recently [31].
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In addition, in order to compare the results obtained in each week
and at every concentration level, an analysis of variance (ANOVA) was
performed. Table 2 shows the obtained p-values, which are all higher
than 0.05. In the three cases the null hypothesis was true, showing
that no effect on themean response is observed betweenweeks. Conse-
quently, it can be concluded that the precision of the proposed method
is acceptable.

4.4.3. Predictions and accuracy
As it was commented in Section 2.5, validation samples 3 to 6 were

spikedwith different concentration levels of RFP. Thiswas done in order
to show the ability of the studied algorithm to achieve the second-order
advantage. To predict DXR concentration in these validation samples, a
D augmented matrix was built by appending the second order data
gathered for the validationmixtures together with those for the calibra-
tion samples. As it occurred with the calibration samples, when apply-
ing SVD to determine the correct number of compounds in the model,
it was not possible to detect the right number of contributing compo-
nents which explain the variance of the system. Therefore, based on
the knowledge of the system under study three compounds were
used. To build the initial estimation, the spectra of the acidic and basic
Fig. 7. (A) MCR–ALS FIA recovered profiles (solid blue line: DXR acidic form; dashed green line
sample number 4 (solid blue line: DXR acidic form; dashed green line: DXR basic form; and cir
reader is referred to the web version of this article.)
species of DXR, and the spectrum of RFP were obtained from the analy-
sis of the purest spectra based on the SIMPLISMAmethodology [27]. Al-
though RFP has a pKa = 7.9 [32], its spectrum does not change with pH
variations, and thus only one component was considered to model this
interference.

The pseudounivariate calibration curve allowed us to predict the
concentrations of the analyte in the validation samples (Table 3). The
recovery values as well as the relative error of prediction were satisfac-
tory (96 to 107%, and 3.1%, respectively). In order to compare the pre-
diction results a paired t-test was carried out. The p-value for five
degrees of freedomandα = 0.05was 0.517, indicating that the null hy-
pothesiswas accepted. Consequently, it can be concluded that no signif-
icant differences exist between every pair, i.e. nominal vs. predicted
values.

In addition, accuracy was assessed by comparing predicted vs. nom-
inal analyte concentrations in the validation set (six samples), and in the
samples used to perform the precision study (nine average values ob-
tained from 27 samples). The comparison was made applying the joint
statistical test for the slope and the intercept of the linear regression be-
tween the nominal and predicted analyte concentrations [33]. Themul-
tivariate model is accurate if the theoretical values of intercept and
: DXR basic form; and circles gray line: RFP). (B) MCR–ALS spectral profiles for validation
cles gray line: RFP). (For interpretation of the references to color in this figure legend, the



Fig. 8.Chromatogramregistered at 254 nm for validation sample number 4 corresponding
to a plasma sample spiked with DXR (7.5 μg mL−1) and RIF (14.3 μg mL−1).
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slope (zero and unity, respectively) are included within the ellipse that
describes the mutual confidence region. Fig. 6A shows the plot of nom-
inal vs. predicted values and the corresponding least square fitting line.
This figure also shows the ideal linewhich corresponds to slope =1 and
intercept = 0. Fig. 6B shows the prediction region of the global data set
obtained with the extendedMCR–ALS algorithm. As can be seen, the el-
lipse built with a confidence level of 95% contains the theoretically
expected values for the intercept and the slope. This fact is indicative
of the absence of both proportional and constant errors, in spite of the
high spectral overlapping between the analyte species and the
interference.

Finally, and in order to get further insight about the accuracy, two
samples corresponding to the validation set were analyzed by HPLC
following the procedure proposed by Alvarez et al. [34] adapted to
present samples. The two studied samples were: (a) sample number
4 (plasma spiked with DXR at 7.5 μg mL−1 and RIF at 14.3 μg mL−1);
and (b) sample number 5 (plasma spiked with DXR at 6.0 μg mL−1

and RIF at 12.5 μg mL−1). Fig. 8 shows the chromatogram registered
at 254 nm corresponding to sample number 4. Results obtained by
the comparative method are displayed in Table 3. A statistical t-test
of comparison between average values obtained by both methods
was performed allowing us to conclude that no significant difference
exists (p = 0.09 and 0.07, respectively).

4.4.4. Achieving physicochemical information
Fig. 7A shows the concentration profiles obtained for validation sam-

ple number 4 (see Table 3), and some of the calibration samples. Re-
garding the concentration gradient in this pH range, RFP (pKRFP =
7.9) has the same behavior as DXR, but its spectrum does not depend
on pH. Because of this, the FIA profile of RFP presents only one com-
pound whose shape is only determined by the sample dispersion.

The spectra of RFP and the two species of DXR provided byMCR–ALS
are shown in Fig. 7B. In this figure it can be appreciated that the spec-
trum of RFP is highly overlapped whit those of DXR, which could be a
drawback in the mixture resolution. MCR–ALS results showed that the
method was able to give some information about the interferent in
the validation samples, i.e. RFP, by recovering both its pure spectra
and flow-injection profile.

In order to quantitate the degree of spectral overlap (S12) between
the spectra recovered by PKFIT (s1) andMCR–ALS (s2), the following ex-
pression was employed:

S12 ¼
s1

T s2

����
����

s1k k s2k k ð5Þ

The value of S12 ranges from0 to 1, corresponding to the extreme sit-
uation of no overlapping and complete overlapping, respectively. The
application of the latter equation retrieved S12 values of 0.9997 and
0.9917 for the acidic and the basic species, respectively. These figures
allow us to conclude that the modeling quality is highly satisfactory.

5. Conclusions

A pH-gradient FIA systemwith diode-array detection can be used to
generate second-order data that can be conveniently managed to accu-
rately determine DXR in human plasma. The second-order advantage
allows for the quantitation of the analyte of interest in the presence of
any number of uncalibrated compounds.

Whenmanaging this kind of data, a deep study of the acid–basic and
concentration gradients in the FIA systemproperties should be performed
in order to better exploit the potentiality of the generated data.

Extended MCR–ALS has proved to be a convenient algorithm to
model this kind of data, which allows obtaining not only good analytical
figures of merit, but also physicochemical interpretation of the systems
under study.

In the light of these results, the present methodology can be recom-
mended for the routine determination of DRX in plasma, with the pos-
sibility of being extended to other sort of samples owing the low LOQ
obtained, i.e. application in environmental fields.
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