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a b s t r a c t

This work presents a design methodology for a hybrid energy system based on multiple

renewable power sources and bioethanol. The new concept of generation consists on

having multiple power sources such as a PEM fuel cell system fed by the hydrogen pro-

duced by a bioethanol reformer and wind-solar sources working all together supervised by

the energy management system. The necessary heating for the bioethanol reforming re-

action can be provided by the renewable sources to enhance the efficiency of the hydrogen

production. It is worth noting that, from the power balance as well as backup point of

views, the hybrid system is equipped with energy storage devices. An optimal sizing

methodology integrated with the energy management strategy is proposed here for

designing the overall hybrid system. The suggested approach is based on genetic algo-

rithms, using historical climate data and load demands over a period of one year. Several

simulation results are given to show the methodology performance in terms of loss of

power supply probability (LPSP), costs and bioethanol consumption.

Copyright ª 2014, Hydrogen Energy Publications, LLC. Published by Elsevier Ltd. All rights

reserved.
1. Introduction

Currently, there is a growing concern for the environment

based primarily on the climate change and desertification

caused by the large amounts of CO2 emissions into the at-

mosphere. In this context, the use of renewable energies can

contribute to alleviate these situations. Moreover, the pro-

duction of biodiesel and bioethanol is expanding as a result of

measures to encourage the change of the energy matrix,

making it less dependent on fossil fuels.
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Renewable energy sources have a lot of advantages

including sustainability, low pollution and economic benefits.

However, due to the intermittent nature of many renewable

resources, it is necessary to combinemore than one source for

a reliable system, constituting a hybrid system based on

renewable energy sources. For instance, wind and solar en-

ergy in a given area can be complementary in a certain period

of time. However, in order to meet the load requirements in

stand-alone applications, it is also necessary to incorporate

some kind of energy storage. The use of batteries with high

specific energy is continuously rising, although storing large
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amounts of energy may not be feasible. Therefore, the use of

other energy source to act as a backup for the wind-solar

system is necessary to achieve a reliable system that can

feed an isolated load for awide range ofweather conditions. In

this sense, a PEM (Polymer Electrolyte Membrane) fuel cell

together with a bioethanol reformer, to produce hydrogen

from bioethanol, can provide a power supply for a long time in

an environmentally friendly way.

In viewof the foregoing, this paperdealswith anewconcept

of hybrid systemwithmultiple sources to ensure a reliable and

efficient power supply. The systemconsist of renewable energy

sources (wind and solar) and hydrogen production from bio-

ethanol. The bioethanol reformer produces hydrogen with

sufficientquality to feedaPEMfuel cell. This fuel cell can in turn

power the load. The load can also be powered from wind tur-

bines, an array of photovoltaic panels (PV), and a battery bank.

In the present paper, a new methodology for the design of

hybrid systems with multiple sources is addressed. The

design methodology is based on historical data (meteorolog-

ical and power consumption data) and it is integratedwith the

energy management strategy (EMS). The EMS is an algorithm

capable of commanding in real time the energy sources

involved in order tomeet the load requirements in an efficient

and secure manner [1].

The organization of this paper is as follows. In Section 2 a

detailed description of the power generation system is per-

formed. Section 3 deals with the energymanagement strategy

used to manage the flow of energy within the designed sys-

tem. Section 4 deals with the component sizing of the hybrid

renewable energy system. In Section 5, the obtained results

are presented and discussed. Finally, in Section 6 the conclu-

sions are stated.
2. Description of the system

This section describes the hybrid power system and also ad-

dresses the modeling of the different parts. The topology of

the system under study in this work is shown in Fig. 1. This

figure shows how the load power is supplied by the PEM fuel

cell, the wind turbine and the PV array. The battery bank can

also provide power to the DC bus when necessary. It further
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Fig. 1 e Schematic diagram of the hybrid generation sy
notes that the reformer heater can be fed, at least partially,

with power from the DC bus. The power from the sources can

be fully sent to the load, but if required, it can be partially sent

to the battery bank to be stored temporarily and used a pos-

teriori according to the demand. The power from the sources

can be also sent to the heater of the bioethanol reformer when

it is necessary to turn on the PEM fuel cell. A proper energy

management strategy is responsible of commanding this

operation, which is explained in detail in Section 3.

The power balance in the DC bus in Fig. 1 can be expressed

as follows:

PLðtÞ ¼ hDAðhADPwðtÞ þ hDDPPVðtÞ þ hDDPFCðtÞ þ hDDPbðtÞ � PhðtÞÞ;
(1)

where Pw(t), PPV(t), PFC(t), and Pb(t) are the power provided by

the wind turbines, the PV array, and the fuel cells, and the

battery bank, respectively, and Ph(t) is the power consumed by

the heater in the reformer. The constants hDD, hAD, and hDA are

the efficiencies of the DC/DC, the AC/DC, and the DC/AC

power converter, respectively. These efficiencies are assumed

to be constant, being hDD ¼ 0.95 and hAD ¼ hDA ¼ 0.9. On the

other hand, Pb(t) is negative by convention when the battery

bank is charging and positive when is discharging.

Due to physical and operative limitations, the power bal-

ance is subjected to the following constraints:

0 � PwðtÞ � Pav
w ðtÞ

0 � PPVðtÞ � Pav
PVðtÞ

Pmin
FC � PFCðtÞ � Pmax

FC

DPmin
FC � DPFCðtÞ � DPmax

FC

Pmin
b � PbðtÞ � Pmax

b

(2)

where Pav
w ðtÞ is the available power from the wind turbines;

Pav
PVðtÞ is the available power generation from the PV array; Pmin

FC

and Pmax
FC are the minimum and maximum fuel cells power,

respectively; DPmin
FC and DPmax

FC are the maximum fuel cells

power fall rate and power rise rate, respectively; Pmin
b and Pmax

b

are the minimum and maximum battery bank power.
2.1. Wind turbines

The mechanical power captured by a wind turbine is propor-

tional to the swept blade area (A), the air density (ra), the wind

velocity (v) and the coefficient of power (CP), which expresses
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Table 1 e Parameters used in the solar system.

Parameter Value

q 1.6�10�19 C

Ac 1.6

K 1.3805�10�23 NmK�1

Kl 0.0017 AoC�1

Ior 2.0793�10�6 A

Tref 301.18 K

Ego 1.10 V
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the efficiency of the turbine as a function of the ratio l defined

as l ¼ rum/v, where r is the radius of the blades and um is the

speed angle of the turbine shaft [2]. The ratio Cp, depending on

l and the blade pitch angle b, can be expressed as [3]:

Cpðl;bÞ ¼ 1

2

�
rCf

l
� 0:022b� 2

�
e�0:255

rCf
l ; (3)

where Cf is a design constant of the blades. The values of the

parameters used are as follows: ra ¼ 1.2 kg m3, r ¼ 1.84 m,

A ¼ 8 m2, Cf ¼ 19.92. Therefore, the power from a wind turbine

can be expressed as follows [2]:

PwðtÞ ¼ 1
2
Cpðl;bÞraAv3ðtÞ: (4)

However, this power is only possible for a certain range of

wind speeds.

The wind turbine operation can be divided into two re-

gions: i) above a rated wind speed v r¼ 9m s�1 (full load) and ii)

below-rated wind speed (partial load) [4]. When the load is

below the rated power Prw, the turbine operates at variable

rotor speeds, fixing the blade pitch angle. For wind speeds

above the rate value, the turbine is operated at constant

output power, varying the blade pitch angle [5]. On the other

hand, the wind turbine is stopped for wind speeds below a

lower limit (vl ¼ 5 m s�1) and above an upper limit

(vu¼ 20m s�1). Therefore, on the basis of the above and (4), the

available power from a wind turbine as a function of the wind

speed can be expressed as follows:

Pav
w ðtÞ ¼

8>>>>><
>>>>>:

0 if v < vl

1
2Cpðl;bÞraAv3ðtÞ if vl � v � vr

Pr
w if vr < v � vu

0 if v > vu

: (5)

2.2. PV array

The electric behavior of a PV cell can be modeled by a

nonlinear current source connected in series with the

intrinsic cell series resistance. The current provided by this

equivalent nonlinear source (IPV) depends mainly on the

actual insolation and the temperature [6]:

IPVðtÞ ¼ IphðtÞ � IrsðtÞ
�
exp

�
qðVPVðtÞ þ IPVðtÞRsÞ

AcKTðtÞ
�
� 1

�
; (6)

where Iph is the generated current under a given insolation, Irs
is the cell reverse saturation current,VPV is the voltage level on

the PV panel array terminals, q is the charge of an electron, Rs

is the intrinsic cell resistance, Ac is the cell deviation from the

ideal p-n junction characteristic, K is the Boltzman constant,

and T is the cell temperature. The reverse saturation current

and the photocurrent depend on insolation and temperature

according to the following expressions:

IrsðtÞ ¼ Ior

�
TðtÞ
Tref

�3

exp

�
qEgoð1=Tr � 1=TðtÞÞ

KTðtÞ
�
; (7)

IphðtÞ ¼ ðIsc þ KlðTðtÞ � TrÞÞlðtÞ=100; (8)

where Ior is the reverse saturation current at the reference

temperature Tref, Ego is the band-gap energy of the
semiconductor used in the cell, Isc is the short-circuit cell

current at the reference temperature and isolation, Kl is the

short-circuit current temperature coefficient and l is the

insolation inmW/cm2. The values of these constants are given

in Table 1.

A PV array is a group of several PV modules which are

electrically connected in series and parallel circuits to

generate the required current and voltage. Thus, the available

current for a PV array can be expressed as follows:

IavPVðtÞ ¼ npIphðtÞ � npIrsðtÞ
�
exp

�
qðVPVðtÞ þ IPVðtÞRsÞ

nsAcKTðtÞ
�
� 1

�
; (9)

where np is the number of parallel modules, and ns is the

number of cells connected in series in each parallel module.

Therefore, the available power generation from a PV array is

Pav
PVðtÞ ¼ VPVðtÞIavPVðtÞ; (10)

where VPV(t) is the output voltage of the PV module.
2.3. PEM fuel cell

PEM fuel cells are electrochemical devices that produce elec-

trical energy with high efficiency. In a basic fuel cell, there are

two electrodes (anode and cathode) separated by an electro-

lyte composed of a polymeric membrane, which has the

characteristic that it allows the passage of protons when the

membrane is conveniently hydrated but, on the contrary, is an

excellent insulator for electron [7]. The anode is fed with

hydrogen, while the cathode is fed with air.

The rate of hydrogen consumed in the electrochemical

reaction in the fuel cell anode is a function of the fuel cell

current:

WH2 ;rct ¼
MH2

nFC

2F
IFC; (11)

where WH2 ;rct is the rate of hydrogen reacted,

MH2
¼ 2:016� 10�3 kg mol�1 is themolarmass of oxygen, nFC is

the number of cells in the stack, F ¼ 96485 C mol�1 is the

Faraday number, and IFC is the stack current. This is the

amount of hydrogen that is required to the bioethanol pro-

cessor system presented in Section 2.4.

The hydrogen consumption map of a PEM fuel cell system

clearly reveals a zone, below a limit power, where the effi-

ciency is very poor, while the zone above this limit power has

a significant higher efficiency [1]. Therefore, the PEM fuel cell

systemmust be operated in this advantageous zonewhere the

efficiency is high. Themaximumpower is limited by the rated

power, whereas the minimum must be limited to a value
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below which it is not suitable to operate because the parasitic

load is too large, reducing the system net power:

Pmin
FC � PFCðtÞ � Pmax

FC : (12)

On the other hand, the fuel cell power can not be increased

faster than a certain power rise rate ðDPmax
FC Þ to avoid a lack of

reactants and the power can not be decreased faster than a

certain power fall rate ðDPmin
FC Þ to prevent overpressure into the

stack [1]:

DPmin
FC � DPFCðtÞ � DPmax

FC ; (13)

where DPFC(t) ¼ PFC(t) � PFC(t � DT) and DT is the sample time.

The main parameters of the fuel cell modules used in this

paper are in Table 2.
2.4. Bioethanol reformer

The bioethanol reformer (BRS) system consists of an ethanol

steam reformer (ESR), which performsmost of the conversion

of bioethanol to hydrogen, followed by two wateregas shift

reactors (WGS) and a preferential oxidation reactor of CO (CO-

PrOx) that perform the hydrogen cleaning [8]. In the first step

to produce the decomposition of ethanol, the bioethanol is

mixed with vaporized water, and then supplied to the ESR:

ðESRÞ CH3CH2OHþ 3H2O44H2 þ 2CO

The reaction produced in the WGS is as follows:

ðWGSÞ COþH2O4CO2 þH2:

This reaction produces heat and more hydrogen.

After the two WGS (high-temperature shift (HTS) and low-

temperature shift (LTS) reactors), the CO levels are still too

high to fed a PEM fuel cell, so that the final elimination takes

place in the CO-PrOx reactor where is produced CO oxidation.

For this, air is injected into the CO-PrOx reactor to provide

oxygen for the CO oxidation:

ðCO� PrOxÞ COþ 1
2
O24CO2:

The ESR reaction is endothermic, thus it requires a heat

supply. The amount of heat necessary to supply is

DHo
298 ¼ 254:8 kJ mol�1. In the present work, it is proposed to

provide this heat through a heating resistor, which is supplied

with energy provided by a hybrid wind-solar system and part

of the energy previously stored in the batteries. The heat

transfer is achieved by passing the gases through the jacket of

the reformer. Derived from the ESR reaction, the necessary

power to supply the heater reformer is

PH ¼ WH2 ;rctDH
o
298

4
: (14)
Table 2e Parameters of the PEM fuel cell modules.

Parameter Value

Type PEM

Rated power 1.2 kW

Maximum rise rate power 60 W

Maximum fall rate power �90 W
2.5. Energy storage system

Each battery in the energy storage system is modeled as an

equivalent circuit comprising a voltage source, which repre-

sents the open circuit voltage (Voc), in series with an internal

resistance (Rint). Therefore, the terminal voltage of the battery

is Vbat ¼ Voc � IbatRint. In this model, both Voc and Rint depend

on the battery state of charge (SOCb), which represents the

remaining capacity still available to be discharged from the

battery. In themodel, the nonlinear interactions ofVoc and Rint

depending on SOCb are expressed as data vectors and their

values are obtained by interpolating within the corresponding

vector according to the current SOCb. These vectors are based

on experimental data of the manufacturer and can be ob-

tained from the modeling tool of hybrid automation systems

called ADVISOR [9].

The SOCb can be expressed as

SOCb ¼ C�;max
b � C�;u

b

C�;max
b

$100 ½%�; (15)

where C�;max
b is the maximum capacity, in units of ampere-

hour, and C�;u
b is the amount of ampere-hour already used,

which can be computed as

C�;u
b ¼

Z t

0

hcIb
3600

dt ½Ah�; (16)

where hc is the charge/discharge battery Coulombic efficiency,

in this case hc ¼ 0.975, and Ib is the battery current in units ofA

at the current instant, being Ib> 0when the battery discharges

and Ib < 0 when it charges. The initial SOCb is represented

using a non-zero initial value of C�;u
b . The SOCb must be kept

within certain limits, SOCmin
b � SOCb � SOCmax

b , to ensure good

performance and battery life.

The battery current is also limited, where these limits

depend on Voc and Rint through the following expressions:

Ilimb ¼

8><
>:

ðVoc�Vmax
b Þ

Rint
during charging

ðVoc�Vmin
b Þ

Rint
during discharging

; (17)

where Vmin
b and Vmax

b are the minimum and maximum allow-

able battery bank voltage, respectively. Additionally, Ilimb
depend indirectly on SOCb through the previously mentioned

nonlinear relationships. Furthermore, there is another

mechanism for limiting the battery bank current in order to

force a current zero when the SOCb reaches its maximum or

minimum value. Therefore, the limit battery power is

Plim
b ðtÞ ¼ Ilimb ðtÞVbðtÞ. The main characteristics of the battery

bank are given in Table 3.
Table 3 e Parameters of the batteries.

Parameter Value

Type battery Lead-Acid

Nominal capacity of each battery 104 Ah

Nominal voltage 13 V

Minimum voltage 9.5 V

Maximum voltage 16.5 V
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3. Energy management strategy

It is required to define an adequate energy management

strategy (EMS) to command efficiently the hybrid generation

system, i.e., to determine at each instant the operation of the

wind turbine, the PV array, the PEM fuel cell, and the battery

bank, depending on the load requirements, the SOCb, and the

atmospheric conditions. The EMSmust ensure that the energy

balance in (1) is met, subjected to the constraints in (2).

Different approaches for addressing EMS in hybrid systems

with multiple renewable energy sources are found in litera-

ture, depending on whether the application is stand-alone or

grid-connected. In the first category, which is the case covered

here, different approaches can be found such as supervisory

control switching between operation modes [10,11] or super-

visory control based onmodel predictive control [12]. A stand-

alone PV-H2 system with a double hysteresis control scheme

is in Ref. [13]. Three EMS based on switching between different

modes are presented and compared in Ref. [14], applied to a

stand-alone power system based on a PV array and wind

generators that stores the excessive energy in the form of

hydrogen.

In the system addressed in this paper, the available power

from the wind subsystem is Pavw ðtÞ ¼ iavw ðtÞVbusðtÞ according to

(5), while the available power from the solar subsystem is

PavPVðtÞ ¼ iavPVðtÞVbusðtÞ according to (10). The available currents

iavPVðtÞ and iavw ðtÞ are defined according the input currents to the

DCeDC converters (see Fig. 1) and the respective conversion

ratios. The wind turbine, solar cells and the reformer-fuel cell

are usually controlled by inner regulation loops. The dynamics

of these loops are much faster than those of outer control

loops. Therefore, the current of each power source is consid-

ered to follow its reference perfectly.

In the proposed EMS (similar to the presented in Ref. [15]),

the main generation role is in charge of the wind subsystem

while the solar subsystem plays a secondary role. The moti-

vation for this criterion is because of the intended application

is in geographical areas with wealthy wind regimes. There-

fore, the first objective is that the proposed energy manage-

ment strategy operates the wind turbine at its maximum

power point so long as possible. Thus, the role of the solar

subsystem is to reinforce the wind subsystem. Similarly, the

battery bank also reinforces the wind-solar subsystems.

The proposed EMS can be formalized using a statemachine

approach. State machine is a powerful tool to implement de-

cision making algorithms. It can be used both as a develop-

ment tool for approaching and solving problems and as a

formal way of describing the solution for later developers and

systemmaintainers. In the statemachine concept, the system

makes a transition from one state (mode) to another, provided

that the condition (event) defining the change is true [16]. In

the proposed EMS, these states define a mode of operation of

the hybrid system indicating how the generation/storage

systems operate in each mode. Switching between modes is

defined on the basis of events, which are defined from com-

parison rules using process variables (load power, powers

available, state of charge of the batteries, etc.).

Thus, a state machine consists of state and events. The

states represents the behaviors of the system and the events
are the conditions that cause a change in the current state. A

state machine can be represented by a statechart. The state-

chart representing the proposed EMS is given in Fig. 2, which

can be defined by a tuple hS;S; d4S� S� S; s0i, where

� S¼{s1,s2,s3,s4,s5} is the set of all nodes in the statechart.

� S ¼ f1;2;3; 4; 5;6;7;8g is the set of possible input events

(defined in Table 4).

�d is a function that maps states and input events to states

(d : S� S/S), which can be expressed in the formof a state/

event table or a statechart as in Fig. 2.

� s0 is the initial state, i.e., an element of S. In this case,

s0 ¼ s1.

The description of each state in the set S is the following:

� State 1 (s1): When the wind power is sufficient to satisfy the

total demand, the wind subsystem operates at maximum

power (point ofmaximum energy conversion) to satisfy the

demand, and recharge the battery bankwith the remaining

energy, while the solar subsystem is inactive. The battery

bank demands the recharge current and becomes part of

the demand.

� State 2 (s2): When the wind subsystem is not capable of

supporting the load by itself, the wind subsystem is set for

maximum generation and the solar subsystem supplies

the remaining power to satisfy the power balance. The

battery bank is also in charging mode.

� State 3 (s3): When the two power subsystem together are

not capable to met the power requirement, they operate at

their maximum energy conversion points and the battery

bank supplies the remaining power to fully satisfy the load

demand. Thus, in this mode, the battery bank reverts the

current direction, acting as a power supplier and depleting

the previously stored energy (discharging mode).

� State 4 (s4): When the battery bank SOCb reaches the

maximum limit ðSOCmax
b Þ, the power sources are discon-

nected, and the battery bank operates inmode discharging,

supplying the required load.

� State 5 (s5): When the battery bank SOCb reaches the min-

imum limit ðSOCmin
b Þ, the PEM fuel cell and the reformer are

connected. The battery bank operates in mode charging if

there is a surplus of power, allowing to recover the charge.

http://dx.doi.org/10.1016/j.ijhydene.2014.01.003
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Table 4 e Events in the set S.

Event Description

1 preqL > paw
2 preqL < ðpaw � DpthrÞ
3 preqL > ðpaw þ paPVÞ
4 preqL < ðpaw þ paPV � DpthrÞ
5 SOCb � SOCmax

b

6 SOCb � SOCmin
b

7 SOCb < ðSOCmax
b � DSOCthr

b Þ
8 SOCb > ðSOCmin

b þ DSOCthr
b Þ

i n t e rn a t i o n a l j o u r n a l o f h y d r o g e n en e r g y 3 9 ( 2 0 1 4 ) 8 6 0 9e8 6 2 08614
4. Component sizing of the hybrid system

In a hybrid system with renewable sources the dimensioning

process is crucial to ensure the power supply while remaining

economically viable. The sizing of renewable hybrid systems

is a complex issue because there is a compromise between

cost and reliability, coupled with the uncertainty in demand

and energy production, which depends on the weather con-

ditions (wind speed, solar radiation, ambient temperature,

etc.). Also, the sizing of the system is deeply related to the

energy management strategy (EMS) used. Therefore, the main

objectives in the design process can be stated as follows: (a)

achieve a reliable power supply under varying atmospheric

conditions and (b) minimize the total system cost. In stand-

alone systems, the main priority is the reliability of the sys-

tem [17].

The power reliability analysis is an important step in the

component sizing process. LPSP is defined as the probability

that the hybrid system is unable to satisfy the load demand

[18]. Therefore, the main objective of component sizing is that

LPSP < LPSPa, where LPSPa is the allowed LPSP. The LPSP

function can be expressed as follows:

LPSP ¼ Tft

Tt
; (18)

where Tt is the total time of weather data used in the analysis

and Tft is the power failure time, which is defined as the time

that the load is not satisfied:

Tft ¼
XTt

t¼0

4ðtÞDT; (19)

where DT is the sample time in the discrete data, and

4ðtÞ ¼
�
1 if Pav

T ðtÞ < Preq
T ðtÞ

0 otherwise
: (20)

The total available power in the DC bus is

Pav
T ðtÞ ¼ NwhADP

av
w;unðtÞ þNPVhDDP

av
PV;unðtÞ þNFChDDP

av
FC;unðtÞ

þNbhDDP
dsch
b;un ðtÞ; (21)

where Pav
w;unðtÞ is the power generated by one wind unit,

Pav
PV;unðtÞ is the power generated by one solar unit, Pav

FC;unðtÞ is the
power generated by one PEM fuel cell module, Pdsch

b;un ðtÞ is the

battery discharge power, Nw is the number of wind units, NPV

is the number of solar units, NFC is the number of fuel cell

units, and Nb is the number of battery modules. On the other

hand, the total power required in the DC bus is
Preq
T ðtÞ ¼ 1

hDA

Preq
L ðtÞ þ Preq

h ðtÞ; (22)

where Preq
h ðtÞ is the required power by the heater when the

reformer-fuel cell system is operating.

The problemof sizing the components of the system can be

written as follows:

min
x

fCTðxÞ þ rCEtðx;SOCi;EMSÞg
subject to : xmin � x � xmax

LPSPðxÞ � LPSPa

(23)

Equation (23) represents a multiobjective optimization

where the functional cost consists of two competing com-

ponents: the total capital cost of the system CT(x) and the

ethanol consumption CEt(x,SOCi,EMS). The total capital cost is

the sum of the initial investment cost, maintenance cost, and

the replacement cost. The maintenance cost and the

replacement cost are considered for a period of time equal to

the lifetime of the system. The ethanol consumption CEt

represents the cost of the consumed ethanol along the life-

time. The lifetime of the system is assumed to be 20 years.

The weighting factor called r allows directing the relevance

towards some of those components. In Ref. [15], only the cost

CT(x) was considered.

The vector x ¼ [Nw,NPV,Nb,NFC] groups together the integer

decision variables related to the number of wind turbines, PV

panels, batteries, and fuel cells, respectively. The parameter

called SOCi defines the initial state of charge in the battery

bank and the acronym EMS shows that the ethanol con-

sumption is strongly related to the energy management

strategy used. The constraints in (23) define the searching

space via the lower and upper bounds:

xmin ¼ ½xmin
w ;xmin

PV ;xmin
b ;xmin

FC � and xmax ¼ ½xmax
w ;xmax

PV ;xmax
b ;xmax

FC �
and guarantee the feasibility of the solution by using the loss

of power supply probability concept, LPSP(x).

Because of the deep interrelation between the sizing and

the EMS, we propose a methodology for the system design

that unifies the two tasks. This is a significant improvement

from the methodology presented in Ref. [15], where the

sizing was addressed separately from the EMS. The unified

methodology is based on genetic algorithms, as explained

below.

Algorithm 1. GA-based stochastic global search

1 Initialization: j ¼ 0, setting ni, ng, ns, pc, pm, nc, and

Pj ¼ ½CT
1 ;.;CT

ni
�T
ni�nc

(initial random population);

2 while (termination criterion is false) do

3 Fitness evaluation: evaluate f(Ci) for each individual Ci

from the current population set Pj. The best individual is

stored in the best population set Pb and its value in the

vector F;

4 Selection: the ns best individuals are selected using their

relative fitness values and stored in Ps. The n i� ns remain-

ing individuals are discarded;

5 Recombination: the individuals in Ps are recombining by

the crossover operator and stored in Pr;

6 Mutation: the recombined individuals in Pr suffer the

mutation process and new genetic structures are obtained

and stored in Pm;

http://dx.doi.org/10.1016/j.ijhydene.2014.01.003
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Table 5 e GA parameter settings.

nc ni ng ns pc pm Selection Crossover

15 100 30 ni/2 0.7 0.7/nc roulette-wheel double-point

ncw ncPV ncb ncFC r xmin xmax LPSPmin

3 5 4 3 [1,100] [1,1,1,1] [5,30,10,5] 5%

i n t e r n a t i o n a l j o u r n a l o f h y d r o g e n en e r g y 3 9 ( 2 0 1 4 ) 8 6 0 9e8 6 2 0 8615
7 Merging: j ¼ jþ1 and both selected and mutated pop-

ulations aremerging together to give the next generation of

individuals, Pj ¼ ½PT
s ;P

T
m�T;

8 end

Result: the best population set Pb(j� nc) and the fitness

profile F(j� 1)
4.1. Design methodology based on genetic algorithms

Genetic algorithms (GA) represent a well-knownmethodology

to perform a stochastic global search (optimization) by simu-

lating the metaphor of the real biological evolution. Mainly,

the GA operate on a population of individuals (potential so-

lutions) which are evaluated, selected, merged, mate, and

mutate (operators borrowed from natural genetics) along the

generations in order to find the best population according to

some particular environment (fitness function) [19].

The individuals, Ci ¼ ½ci1;.; cinc �, are encoded as strings

(chromosomes) composed over some particular alphabet.

These decision variables can be evaluated considering some

performance or fitness function, f(Ci) which establishes the

basis for pairs selection of individuals that will be mated

together during reproduction phase. In this stage, each indi-

vidual is assigned to a fitness value derived from this objective

function and the selection over the population is made with a

determined probability according to their relative fitness.

Thus, the recombination process is carried out to produce the

next generation.

The classical steps involved in any GA-based optimization

methodology are shown in Algorithm 1. The initialization

phase summarizes all the data required for starting the algo-

rithm: the initial population P0 (where ni individuals with

length nc are generated randomly), the maximum allowed

generation ng, the amount of individuals to be selected ns ¼ ni/
Table 6 e Optimal solutions given by the GA-based approach.

Costs x

r CT CEt Nw NPV Nb NFC Cw
o

1 106,128 6289.39 1 1 1 4 0 0

10 106,128 6289.39 1 1 1 4 0 0

20 106,128 6289.39 1 1 1 4 0 0

30 133,701 5180.25 2 2 1 4 0 1

40 179,373 3844.16 3 6 1 4 0 1

50 276,989 1696.84 3 18 5 3 0 1

60 325,922 797.92 2 29 7 2 0 1

70 325,922 797.92 2 29 7 2 0 1

80 357,605 342.18 3 30 9 1 0 1

90 357,605 342.18 3 30 9 1 0 1

100 357,605 342.18 3 30 9 1 0 1
2, and the reproduction and mutation probabilities pc and pm,

respectively. The first evaluation is the criterion for stopping

the overall procedure, i.e. the maximum allowed generations.

Considering the definitions previously introduced and the

required searching space, a binary representation is selected

in this work for the integer decision variable x. Hence, the

vector x is represented as Ci ¼ ½ci1;.; cinc �, where cij˛f0;1g with

j¼ 1,.,nc and i¼ 1,.,ni. Indeed, the following parametrization

is suggested:

Ci ¼ ½Cw
i ;C

PV
i ;Cb

i ;C
FC
i �; (24)

with

Cw
i ¼ �

cwi
1 ;.; cwi

ncw

�
;CPV

i ¼
h
cPVi1 ;.; cPVincPV

i
;Cb

i ¼
h
cbi1 ;.; cbincb

i
;

CFC
i ¼

h
cFCi1 ;.; cFCincFC

i (25)

Each subchromosome has a fixed length, ncw, ncPV, ncb, and

ncFC, which are defined properly for covering the required

searching space ½xmin
w ;xmax

w �, ½xmin
PV ;xmax

PV �, ½xmin
b ;xmax

b �, and

½xmin
FC ;xmax

FC �, respectively. The size of the final chromosome in

(24) is nc¼ncwþncPVþncbþncFC.

Considering this binary parametrization of the decision

variables (x) and the parameters set shown in Table 5, the

problemdefined in (23) can be rewritten to be solved via GA as:

min
Ci

fCTðxðCiÞÞ þ rCEtðxðCiÞ;SOCi;EMSÞg
Ci ¼ ½Cw

i ;C
PV
i ;Cb

i ;C
FC
i �

subject to : xðCiÞ ¼ TbdðCiÞ
xmin � xðCiÞ � xmax

LPSPðxðCiÞÞ � LPSPmin

(26)

where Tbd(Ci) is a translation function which performs two

basic operations: 1- divides the current chromosome for

obtaining the subindividuals Cw
i , C

PV
i , Cb

i , and CFC
i , and 2- per-

forms a binary to decimal translation for each subindividual

and recovers the original x¼[Nw,NPV,Nb,NFC]. The optimization

problem stated in (26) is solved by using a GA routine as shown
Co

CPV
o Cb

o CFC
o

1 0 0 0 0 1 0 0 0 1 1 0 0

1 0 0 0 0 1 0 0 0 1 1 0 0

1 0 0 0 0 1 0 0 0 1 1 0 0

0 0 0 0 1 0 0 0 0 1 1 0 0

1 0 0 1 1 0 0 0 0 1 1 0 0

1 1 0 0 1 0 0 1 0 1 0 1 1

0 1 1 1 0 1 0 1 1 1 0 1 0

0 1 1 1 0 1 0 1 1 1 0 1 0

1 1 1 1 1 0 1 0 0 1 0 0 1

1 1 1 1 1 0 1 0 0 1 0 0 1

1 1 1 1 1 0 1 0 0 1 0 0 1
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Fig. 3 e Pareto of normalized functional components.

Table 8 e Validation results for some different values of r

r Nw NPV Nb Nfc LPSP [%] CEt [$] CT [$]

1 1 1 1 4 3.9 6123.4 106,128

i n t e rn a t i o n a l j o u r n a l o f h y d r o g e n en e r g y 3 9 ( 2 0 1 4 ) 8 6 0 9e8 6 2 08616
in Algorithm 1 where the mutation phase is performed via

four parallel operators. One for each subchromosome instead

of mutating the entire individual. This new mutation proce-

dure guarantees diversity (exploration) in the solution,

without affects the convergence of the algorithm (exploita-

tion), by using a fixedmutation probability. Some analysis and

results about the recombination operators and the optimal/

adaptive mutation rates in GA can be found in Refs. [20,21].

The design process is performed using historical hourly

data of solar radiation (accessed from Ref. [22]), wind speed

and ambient temperature (accessed from Ref. [23]) over the

year 2011. The data chosen to be the load requirement for the

hybrid renewable system is a scaled version of data accessed

from Ref. [24].

The main results from the GA-based optimization

approach are shown in Table 6. In this case, eleven optimal

solutions are explored by modifying the weighting factor r in

the range ½1; 100�. The basic idea here is analyzing how the

optimal solutions evolve when the relevance between the

investment, maintenance, and replacement costs (CT) and

ethanol consumption (CEt) is modified in the original fitness

function. In this table can be observed the optimal solutions

obtained from the decision variable space Co and its corre-

sponding decimal translation x.

Because CT and CEt have competing objectives, it is more

useful to analyze their evolution through the Pareto chart
Table 7 e Parameters used in the EMS validation.

Parameter Description Value

SOCmin
b Minimum state of charge 40%

SOCmax
b Maximum state of charge 100%

DSOCthr
b Threshold of the state of charge 20%

Dpthr Threshold of the load current 1000 W
shown in Fig. 3. In this case, the profiles are normalized ac-

cording to the maximum value. When the weighting factor

has low values, i.e. <40, the search is mainly focused on

minimizing the CT cost regardless of the evolution in CEt. In

this context, the feasible optimal solutions basically evolve to

designs with very low devices indicating clearly low invest-

ment, maintenance, and replacement costs. On the other

hand, when r > 40 the ethanol consumption is strongly

penalized and less consideration is required on the CT profile.

Thus, the feasible optimal solutions evolve toward designs

which prioritize the inclusion of renewable energy sources

regardless of their costs. The trade-off solution suggested

from the Pareto chart is r ¼ 40. However, Fig. 3 should be

considered only as a sizing tool since that the final decisions

about the hybrid system design depend on several factors

such as investment, physical space, bio-ethanol sources, etc.

On the other hand, the optimal values for the functional

cost in (26) along the range selected for r. It is clear that when

the weighting factor increases the profile of CT þ rCEt presents

minimal variations of its optimal values. This fact indicates
10 1 1 1 4 3.9 6123.4 106,128

20 1 1 1 4 3.9 6123.4 106,128

30 2 2 1 4 2.9 4888.0 133,701

40 3 6 1 4 3.4 3524.1 179,373

50 3 18 5 3 4.2 1514.0 276,989

60 2 29 7 2 4.3 741.6 325,922

70 2 29 7 2 4.3 741.6 325,922

80 3 30 9 1 4.1 301.9 357,605

90 3 30 9 1 4.1 301.9 357,605

100 3 30 9 1 4.1 301.9 357,605
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that there are several solutions with very close fitness func-

tion values when 60 � r � 100, so any searching process be-

comes a very complex and difficult task.

In this work, the GA-based search is implemented by using

the GA toolbox developed by Ref. [19] for the Matlab environ-

ment (http://codem.group.shef.ac.uk/index.php/ga-toolbox).

On the other hand, some applications of GA to complex bi-

nary/combinatorial problems in the process control area can

be found in Refs. [25e27].
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5. Results

In this Section, the methodology for optimal sizing, presented

in Section 4, is validated. For this purpose, a new historic data

set of atmospheric conditions (wind speed, ambient temper-

ature and solar insolation), corresponding to the year 2012,

was collected. The hybrid renewable energy system, designed

with different values of the parameter r (shown in Table 6) is
2 13 14 15 16 17 18 19 20 21 22 23 24
ur of day]

Load power
Potencia FC
Potencia baterias
Potencia wind
Potencia PV
Potencia heater

wer sources to meet the load.
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simulated with the model implemented in Matlab/Simulink,

according to the description in Section 2, using this new his-

toric data set. The system is operated using the EMS enunci-

ated in Section 3 with the parameters presented in Table 7.

The simulation results indicates that all the design met the

LPSP requirement, as it shown in Table 8 for some values of r,

together with the corresponding costs CEt and CT.

Fig. 4 shows the energy balance along a year of each

component except the battery (which serves as a power
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Fig. 7 e State of charge (SO
buffer) for 3 different values of r. The energies are normalized

with respect to the load energy: Ei/EL. Ei is the energy of the i

power source over the year, where the index i is either wind,

PV, FC or heather. EL is the annual energy demanded by the

load. Note that the heater energy is negative because this

energy is consumed from the DC bus. This figures show that

the methodology provides also a flexibility degree to accom-

modate the design to different scenarios, according to the

availability of renewable resources and bioethanol. Thus,
12 13 14 15 16 17 18 19 20 21 22 23 24
ur of day]

C) of the battery bank.
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selecting an appropriate value of r, it is possible to design

different hybrid systems: with low r values the bioethanol use

is predominant while, on the contrary, with high r values the

use of renewable energy is prioritized.

To illustrate the behavior of the system operated by the

EMS, it is shown the temporal evolution of the system with

r ¼ 40 (Nw ¼ 3,NPV ¼ 6 ,Nb ¼ v1,Nfc ¼ 4) along a given day of the

validation data set: Fig. 5 shows the power split, Fig. 6 shows

the operationmode, while Fig. 7 shows the SOCb. It can be seen

that the system satisfactorily meets the load requirement

despite during most of the time the wind-solar generation is

small. The operation mode changes depending on the avail-

able power, the demand and the SOCb. As a result of the

operation sequence, the SOCb evolves within the upper and

lower limits.

It can be seen from the figures that the wind and solar

system are kept in continuous operation, at maximum ca-

pacity, and the load ismainly supported by these systems. The

battery makes an important job, meeting the high demands,

or when environmental resources are too low. On the other

hand, the PEM fuel cell is operated to supply the high demand

periods and when the SoCb is low, allowing to recover the

battery charge for its utilization a posteriori. From these ob-

servations it can be inferred that the wind-solar system is in

charge of the base operation, while the battery adjusts the

delivered power in accordance with the demand. Moreover,

the FC is in charge of securing the sustainability of the system,

maintaining the battery in adequate conditions, supplying the

periods of bad weather conditions (including maintenance

work), and fundamentally assuring the satisfaction of the

demand when it is too high for the rest of the renewable

hybrid system.
6. Conclusions

The concept of a hybrid energy system based on multiple

renewable power sources, hydrogen production from bio-

ethanol and energy storage systems, is very appealing due to

its flexibility, sustainability and energy management capa-

bilities. In order to provide uninterrupted power supply, the

reformer-fuel cell system performs a fundamental role. It is

worth noting that the presence of the bioethanol-fuel cell

system allows to decrease the sizing of the other components,

guaranteeing its operability even against adverse conditions.

This is because of the inclusion of a chemical energy reserve

that is environmentally friendly such as the bioethanol. This

paper has proposed a designmethodology, integratedwith the

energy management strategy, for the hybrid energy system.

Although the study is intended for one particular system, the

proposed design methodology is applicable for other hybrid

systems with multiple renewable sources. The proposed

methodology uses long term data (1 year) of meteorological

conditions (wind speed, ambient temperature and insolation)

and power demand, to determine the number of system

components tomeet a given LPSP requirementwith the lowest

cost and bioethanol consumption. The validation of the de-

signs using a different weather data set shows the robustness

of the proposed methodology. Themethodology provides also

a flexibility to accommodate the design to different scenarios,
according to the availability of renewable resources and bio-

ethanol. To conclude, it is aimed to contribute to the literature

on design of hybrid renewable energy systems with a new

perspective on optimum sizing.
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Nomenclature
Acronyms

BRS bioethanol reformer system

CSTR continuously stirred tank reactors

EMS energy management strategy

ESR ethanol steam reformer

GA genetic algorithm

LPSP loss of power supply probability

PEM Polymer Electrolyte Membrane

PV photovoltaic

WGS water gas shift reactors

Variables

A swept blade area of the wind turbine

Ac cell deviation from the ideal p-n junction

characteristic

CPV initial cost of PV panels

C�
b battery capacity

CC initial cost

Cf design constant of the blades

CM maintenance cost

CP efficiency of the turbine

CR replacement cost

E energy

Ego band-gap energy of the semiconductor used in the

photovoltaic cell

Ior reverse saturation current at the reference

temperature

Iph photovoltaic cell current under a given insolation

IPV photovoltaic current

Isc short-circuit photovoltaic cell current

Io current on the output terminal of the PV power

converter

Irs photovoltaic cell reverse saturation current

J cost functional

K Boltzman constant

Kl short-circuit current temperature coefficient

LPSPa allowed loss of power supply probability

Nb number of batteries

NFC number of fuel cells

NPV number of PV panels

Nw number of wind turbines

P power
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PFC fuel cell power

Pb battery power

Ph heater power

PL load power

Pw wind turbine power

q charge of an electron

r radius of the blades

Rint battery internal resistance

S set of nodes in the statechart

s0 initial state in the statechart

SOCb battery state of charge

T temperature

Tft power failure time

Top operation time

Tt total time

v wind velocity

Vbus bus voltage

Voc battery open circuit voltage

Vb battery bank voltage

x vector of decision variables

Greek Symbols

b blade angle

DT sampling time

d function that maps states and input events to states

in the statechart

l tip speed ratio

um speed angle of the turbine shaft

r penalization term

ra air density

S set of possible input events in the statechart
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