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One of the major difficulties in any cancer treatment is to kill the cells of the tumor without affecting
healthy cells. Recently, with the advancement of nanotechnology, the localized hyperthermia treatment
of cancer has again gained interest from the scientific community. In this technique, the application of
electromagnetic waves, possibly even over the surface of the patient's body, causes temperature in-
creases in the tissues. By concentrating nanoparticles in the tumorous tissues, cell damages can be
inflicted mostly to the region of interest. This paper deals with numerical simulations under un-
certainties of the treatment of cancer based on hyperthermia induced by radiofrequency electromagnetic
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lm{erse problem waves, where the tumor is supposed to be loaded with nanoparticles. The focus of the paper is on the
Hyperthermia solution of the inverse problem dealing with the estimation of state variables, like the temperature

distribution in the tissues. The state estimation problem is solved with the Particle Filter, by utilizing the
Nanoparticles Sampling Importance Resampling (SIR) algorithm. An excellent agreement between estimated and exact
Particle filter temperatures is obtained, which may help medical doctors in the future to prescribe treatment protocols
SIR and also opens the possibility of devising control strategies for the hyperthermia treatment of cancer.

Radiofrequency
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1. Introduction

Hyperthermia is a cancer treatment where the tumor tissues are
brought to temperatures sufficiently high to kill their cells (in this
case usually denoted as thermoablation) or to make them more
susceptible to the effects of radiation or chemotherapeutic drugs.
Studies have indicated that hyperthermia can damage cells at
temperatures of 40—45 °C, particularly because malignant tumors
have low levels of oxygen, nutrients and pH [1-9]. Hyperthermia
therapy can be classified as local, regional and whole body. These
therapies can be invasive or non-invasive, and are carried out by
utilizing electromagnetic waves as the heating mechanism, majorly
in the ranges of radiofrequency [10—21] and near-infrared [22—28].

Hyperthermia induced by Radiofrequency (RF) is a treatment for
partial or total elimination of cancer through the heating imposed
by electromagnetic waves in frequencies ranging from 3 kHz to
300 GHz. In some cases, it is also used as an adjuvant therapy
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together with radiotherapy or chemotherapy, in order to increase
their efficacies [4,29,30]. Nowadays, the combination of RF induced
hyperthermia with tissues loaded with nanoparticles has been
widely studied. In this kind of therapy, nanoparticles introduced
into the cancer cells increase the absorptivity at the wavelength of
interest, so that the temperatures in the tumor tissues increase at
higher rates than in the healthy tissues (without nanoparticles),
thus damaging the tumor only [5].

For the study of RF induced hyperthermia, Maxwell's equations
with frequency dependence [31] are used together with the bioheat
transfer equation [32]. The solution of the mathematical formula-
tion for such physical problem requires the knowledge of several
physical properties and other input parameters, which are seldom
known and, in general, exhibit large variability from individual to
individual, or even for the same individual under different physi-
ological conditions. Such parameters would need to be indirectly
estimated via measurements of other variables in the model, as an
inverse problem solution [17]. Therefore, with such input param-
eters, which contain uncertainties, the numerical simulation of the
bioheat transfer problem associated with the hyperthermia treat-
ment of cancer shall not be performed in deterministic form. For
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Nomenclature

C specific heat

E electric field strength

H intensity of the magnetic field
hy heat transfer coefficient

k thermal conductivity

domain lengths in the x and y directions, respectively
number of nanoparticles

number of particles for the particle filter
volumetric heat source

interface between the tumor and the surrounding
tissue

T temperature

Ty temperature of the surrounding medium

t

w

X

=

“ozZ 3~

time
weights
state vector
X,y Cartesian coordinates
z vector of measurements

Greeks

e permittivity

m(alb)  conditional probability of a when b is given

p density

Q surface of the domain

Q’1 Q/z boundary patches with electrodes set to voltages U and
ground, respectively

Wp blood perfusion rate

1) electric potential

T electric conductivity

X susceptibility of the magnetic nanoparticles

Superscripts

i particle index

meas measurements

Subscripts

1 health tissue

2 tumor

b blood

m metabolism

e electrical

example, if temperature measurements are available, the simula-
tion of the stochastic bioheat transfer problem can be performed as
a state estimation problem [33]. This is the approach considered in
this work, where the RF induced hyperthermia is treated as an
inverse problem of state estimation based on stochastic evolution
and observation models, with minimally invasive temperature
measurements. The present work aims at the better prediction of
the temperature field in tumor and healthy tissues; the ultimate
objectives are to improve this cancer treatment and reduce dam-
ages to the healthy cells, which may eventually help medical doc-
tors with the planning of individual treatment protocols and also
opens the possibility of devising real-time control strategies. For
the case examined here, nanoparticles of iron oxide (Fe304) were
considered to be loaded in the tumor region. A two-dimensional
domain was used in the analysis [10,34,35] and the forward prob-
lem, involving Maxwell's and Pennes' equations, was solved with
Comsol Multiphysics® 4.4. The Sampling Importance Resampling
(SIR) algorithm [33] used for the solution of the inverse problem,
which is coupled to the forward problem solution, was coded in
Matlab®. The inverse problem was solved with simulated temper-
ature measurements.

2. Physical problem and mathematical formulation

The physical problem examined in this work involves a rect-
angular domain, consisting of a circular tumor (Q;) located at the
center of the rectangle and surrounded by healthy tissue (Q1), as
illustrated by Fig. 1. Heating is imposed by the radiofrequency
through the electrodes @] and Q,, which are maintained at the
voltages U and zero, respectively. The remaining surfaces are
electrically insulated. Heat generated by radiofrequency electro-
magnetic waves inside the domain is propagated by conduction
and blood perfusion. The lateral surfaces of the domain are sup-
posed thermally insulated, while the top and bottom surfaces ex-
change heat by convection with a surrounding medium. The region
is supposed to be initially at the steady state temperature of the
problem, when the source term (imposed by the radiofrequency
external excitation) is null. This physical problem is similar to those
considered in Refs. [10,14,34].

The electric potential, ¢(x,y), within the domain can be obtained
by solving the following Laplace's equation [12,36—40]:

V-[e(x,Y)Vo(x,¥)] =0 X,y € QU (1)

where x,y are the Cartesian coordinates with origin at the center of
the tumor, ¢ is the permittivity that varies spatially depending on
the tissue and tumor regions.

The interface, s, between the tumor and normal tissues is
assumed to have perfect electric contact, that is,

P1 =2
6(p1 6<p2 . (2)
== he interf:
€150 = 27an at the interface s

The boundary conditions for Eq. (1) are given by

o =U atx,y € Q; (3)

9 =0 atx,y €, (4)
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Fig. 1. Rf hyperthermia system.
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0 ) / ,
%:O atx, y € Q except atQq, Q, (5)

where Q' denotes the surface of the domain, with boundary patches
Q; and @, in perfect contact with the electrodes, where the
voltages U and zero are respectively imposed.

After the potential ¢(x,y) is computed from the solution of the
problem given by Equations (1)—(5), the electric field strength E
and the intensity of the magnetic field H can be obtained respec-
tively from:

E(xv.V) = *V(p(X,y) (6)

1 [Exy)I
14+N(x) memfR

where N(x) = 1/3 is the demagnetizing factor of the composite
tissue [12,41], x is the susceptibility of the magnetic nanoparticles
that can be described in terms of complex susceptibility y = x’+ix”
[12,42,43], u, is the dielectric constant permeability of the free
space (u, = 4mx 107’Tm A’1), fis the electromagnetic frequency
and R is the radius of magnetic induction loop.

The mathematical formulation for heat transfer is described in
this work by Pennes' Bioheat Transfer Equation [32], which is given

by

Hx,y)| = (7)

0T(x,y,t)

T

= V- kVT(x,y,0)] — wpX,¥)ppCpT(X, ¥, 1)

+ Qx,y) Xy E QU t>0 (8)
where p is the tissue density, C is the tissue specific heat, T is the
temperature, k is the tissue thermal conductivity, wp is the blood
perfusion rate, pp is the blood density, Cp is the blood specific heat
and Q is the volumetric heat source term resulting from the
perfused blood, the tissue metabolism and the external electro-

magnetic excitation, that is,

Q = op(*.Y)ppCpTh(X%,Y) + Qm(x,y) + Qe(x,y) (9)

where T}, is the blood temperature, Q, is the metabolic heat source
and Q. is the heat source generated by the imposed electromag-
netic fields, which depends on tissue, tumor and nanoparticles
properties [12].

For the healthy tissue, which is assumed in this work to be free
of nanoparticles, we have

Qe1 (va) = in Q4 (10)

o1 [E(x,y)*
2
where 01 is the electric conductivity of the tissue.
In the tumor, the contribution for the electric heat source
resulting from the presence of the magnetic nanoparticles is ob-
tained from Refs. [12,21]:

Qn = porfx H(x,y)? (11)

This quantity is added to the source term resulting from the
electrical conduction through the tumor tissue, thus resulting in
Refs. [12,41]:

"

QEz (X,y) = (1

L nExy? (9« 2\ .
==+ 016 B Y ) in 0
(12)

Here § = nmr?/A is the concentration of nanoparticles, that is, the

total cross section of the nanoparticles divided by the area A of the
tumor, while r is the mean radius of the supposedly spherical
nanoparticles and n is the number of nanoparticles.

The electric conductivity of the tumor loaded with nano-
particles, a,, can be approximated by an arrangement in series, that
is,

1o =1 — 6) /oy +6/03 (13)

where 0/2 and o3 are the electrical conductivities of the tumor tissue
and of the nanoparticles, respectively. The permittivity of the tumor
embedded with nanoparticles is approximated by that of the tu-
mor. Such is the case because the volume concentration of particles
is small and differences in this parameter for biological tissues and
nanoparticles are not large [12].

The interface between the tumor and normal tissues is assumed
to be in perfect thermal contact, that is,

T, =T,
. (14)
—klﬂ = —kzﬁ at the interface s for t>0

on on

and the thermal boundary conditions at the surface of the region
are given by:

0Ty o o Ly _ Lx L_V Ly
klafo atxf—7 andx7+7—j<y<+7, t>0
T B L Ik Ly
_I<1W+ heT= hTy atyf—j,—j<x< 5 t>0
0T, Ly L Ly
k]W—Q—th: thf aty:+7,—?<x<+§, t>0

(15)

where hyis the heat transfer coefficient, Tyis the temperature of the
surrounding medium and Ly and Ly are the domain lengths in the x
and y directions, respectively.

The initial condition for the problem is given by
T(x,y,t) =To(x,y) att=0, inx,y € Q1UQy (16)
where Tg(x,y) is the solution of the steady state version of the
problem given by Equations (8)—(15), for no heat generation from
the external RF excitation, that is, Q. = 0, and Tr = 25 °C,
hr=10Wm 2K

The bioheat transfer problem given by Equations (8) and (14) to
(16), with source term (see Equations (9)—(13)) obtained from the
solution of the electric potential problem given by Equations
(1)—(5), is a direct (forward) problem when all the physical prop-
erties, geometry, initial and boundary conditions are known. Note
that, for the solution of the forward problem, the electric potential
can be computed independently of the temperature field in the
medium; but the bioheat transfer problem is coupled to the electric
potential problem through the source term imposed by the RF
excitation.

3. State estimation problem

In this work, we solve the inverse problem of estimating the
transient temperature field in the medium, by using temperature
measurements obtained at one single location within the domain.
Measurements and the solution of the forward problem are
considered to contain uncertainties and the inverse problem is
solved as a state estimation problem, as described below.
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For the definition of the state estimation problem, consider a
model for the evolution of the vector x in the following form [44].

Xp = Fe(Xp_1,Vk_1) (17)

where the subscript k = 1, 2,..., denotes a time instant ty in a dy-
namic problem. The vector x € R™ is called the state vector and
contains the variables to be dynamically estimated. This vector
advances in accordance with the state evolution model given by
Equation (17), where f is a general function of the state variables x
and of the state noise vector v & R™.

Consider also that measurements z;7*% € RD are available at t,
k =1, 2, .... An observation model, which takes into account the
physics of the measurement process and relates the measurements
to the state variables Xy is given by:

zp = hy(xg, ny) (18)

where n € R is the measurement noise.

The state estimation problem aims at obtaining information
about x; based on the state evolution and measurement models,
given by Equations (17) and (18), respectively, and on the mea-
surements z{'\% = [z]'¢%, 2% . z]1*] [44—46]. The evolution-
observation models are based on the following assumptions
[45,46]:

i. The sequence x; for k = 1, 2, ..., is a Markovian process, that is,

T(Xp[Xo, X1, s Xp1) = T(Xp|Xpe—1) (19)

ii. The sequence zy for k = 1,2, ..., is a Markovian process with
respect to the history of Xy, that is,

(Zk[X0, X1, .., Xg) = m(Zy|X) (20)

iii. The sequence Xy depends on the past observations only
through its own history, that is,

T(XelXp—1,Z1:k-1) = T(Xp|Xp_1) (21)

For the evolution-observation model given by Equations (17)
and (18), the noise vectors are also assumed to be mutually inde-
pendent and independent of the initial state Xq [45].

In this paper, we solve the so-called filtering problem, which
aims at obtaining the posterior probability = (X;|z;.;). By assuming
that m(Xo|zo) = T(Xp) is available at time to, (Xk|z1:k) is obtained
with Bayesian filters in two sequential steps, namely: prediction
and update [44—46]. The state evolution model is used to advance
the vector of state variables from time t;_; to time tj in the pre-
diction step, thus obtaining a prior distribution w(xy) for the state
variables at time tj. The information provided by the measurements
is then adjoined to this prior distribution in the update step
through Bayes' theorem, by using the likelihood function w(z;|x;)
[44,45].

The Particle Filter method is used in this work. It is a Monte
Carlo technique for the solution of state estimation problems,
where the required posterior density function is represented by a
set of random samples (particles) with associated weights; the
statistics of the posterior distribution is then computed based on

these samples and weights. Differently from the Kalman filter, the
application of the Particle Filter is not limited to linear and Gaussian
models. The particle filter algorithms generally make use of an
importance density, which is a density proposed to represent
another one that cannot be computed exactly, that is, the sought
posterior density in the present case. Then, samples are drawn from
the importance density instead of the actual density [45,47,48].

Let x{ . be the particles with associated weights wi, i = 1,...,N
and Xo:x = X;, j = 0,1,...,k be the set of all state variables up to t,
where N is the number of particles. The weights are normalized so
that Zf-\’: 1w}'< = 1. Then, the posterior density at t; can be discretely
approximated by Refs. [45,47,48]:

N . .
T(Xok|Z14) = W;ﬁ(xo:k *szk) (22)
i-1

where 9(.) is the Dirac 9 function. Similarly, its marginal distribu-
tion, which is of interest for the filtering problem, can be approx-
imated by

N . .
(X [Z10) = Y Wi (%i — X} ) (23)
i=1

with weights computed from

w(zk|x;<)7r(x;<|x;<71)

i |yl
q (xk X1 Zk)

ch x W;;—l (24)

where the importance density q(x}‘<|xf<i1,zltk) was assumed to be
given by q(x}|x],_;,z), that is, it depends only on X} , and z,
instead of the whole histories of each particle and of the mea-
surements [45,47,48]. Due to practical difficulties, a suboptimal
importance density is used in Equation (24), which is then given by
the transitional prior, that is, q(xi|x} ,z,) = =(xi[xi ;) [48].
Hence, Equation (24) reduces to:

Wi OCWLlﬂ'(ZHX}'{) (25)

The sequential application of the particle filter might result in
the degeneracy phenomenon, where after a few states all but very
few particles have negligible weight [44,45,48]. This problem can
be overcome with a resampling step in the application of the par-
ticle filter, which involves a mapping of the random measure
{xi,wi} into {xi', N~1} with uniform weights. Resampling can be
performed if the number of effective particles (particles with large
weights) falls below a certain threshold number, or at every instant
ty, such as in the Sampling Importance Resampling (SIR) algorithm
described in Refs. [44,48]. The SIR algorithm used in this work is
summarized in Table 1, as applied to the system evolution from t;_4
to ty [44,48]. It should be noted in Table 1 that the weights in the SIR
algorithm are given directly by the likelihood function w(z,c\x;;).
Such is the case because in this algorithm the resampling step is
applied at each time instant and then the weights W;;_] are uniform
and given by N~ !(see Equation (25)).

By assuming that the measurement errors are additive, uncor-
related, Gaussian random variables with zero means and known
constant standard deviation, », and independent of the state vari-
ables, the likelihood function for each particle x}'{ can be expressed
as [44,45,48]:
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Table 1
Sampling Importance Resampling algorithm [44,48].

Step 1

Fori=1,...,N draw new particles x;( from the prior density W(Xk1xf<,1) and then
use the likelihood density to calculate the corresponding weights
Wi, = m(2|x]}).

Step 2

Calculate the total weight Ty, = ZiN:]w;; and then normalize the particle
weights, that is, for i = 1,...,N let wi, = T,,'wj,

Step 3

Resample the particles as follows:
Construct the cumulative sum of weights (CSW) by computing ¢; = ¢;_1 + w}'( for
i=1,...,N, with cg = 0.
Let i = 1 and draw a starting point u; from the uniform distribution U[0,N~]
Forj=1,..,N
Move along the CSW by making u; = u; + N~'(j—1)
While u; > ¢; make i = i+ 1.
Assign sample x}, = xi,
Assign weight W’,'( =N-1

x;;) =2m) P2y D exp

1 [kaeas —z (XL)] T {kaeas —z (XD] (26)
2 »2

T (Zk

where zk(x;'{) is obtained from the observation model given by
Equation (18) and D is the number of measurements.

4. Results and discussions

For all cases examined below, a rectangular two dimensional
domain with dimensions Ly = 80 mm and L, = 40 mm was
considered, while the tumor was assumed as a circle of radius
10 mm located at the center of the rectangular domain. The lengths
of both electrodes are 20 mm and they are centered at the top and
bottom surfaces of the domain. The healthy tissue is assumed to be
muscle. Thermophysical properties of blood, healthy and tumorous
tissues are given by: k; = k; = 05 W m! K7
Cp=C = Cy =4200 ] kg~' K™\, pp = p1 = p2 = 1000 kgm 3,
wp1 =0.0005 51, wpy = 0.002 5™, Ty = 37 °C, Q1 =4200 W m > and
Qm2 = 42,000 W m3. For the convective boundary conditions we
assume Ty = 20 °C and hf = 45 W m~2 K~ [10]. For the iron oxide
nanoparticles (Fe30O4), the following properties have been consid-
ered: k3 =40 Wm~ ! K1, C3 = 4000 J kg~ ! K™, p3 = 5180 kg m—>
[12]. The electrical properties were considered as dependent of the
frequency of the imposed electromagnetic wave, namely: (i) for
f =1 MHz, we have ¢; = 0.50268 S/m and ¢; = 1836.4; (ii) for
f= 10 MHz, we have ¢; = 0.61683 S/m and ¢; = 170.73 [49]. The
properties for the tumor were taken as o, =1.20; and
“3’2 = & = 1.2¢;, while for the nanoparticles the electric conduc-
tivity was assumed as g3 = 25,000 S/m [10]. For all cases examined
below, the number of nanoparticles was n = 108, with radius
r=10"% m and x = 18, while the voltage at the electrode at the top
boundary was U = 10 V. The nanoparticles were assumed to be
located only within the tumor. The initial condition for the bioheat
transfer problem, which is the solution of the steady state version
of the problem given by Equations (8)—(14), is presented by Fig. 2.

Before examining the solution of the state estimation problem,
we present the solution of the direct (forward) problem obtained
with Comsol Multiphysics® 4.4 and verified against the results
presented by Ref. [14]. Fig. 3a,b shows the temperature distribu-
tions in the region (solution of the direct problem) at time t = 900 s,

for f =1 MHz and f = 10 MHz, respectively. The analyses of these
figures reveal that the use of nanoparticles in the tumor resulted in
substantial temperature increases that are, in practical terms,
limited to the tumor region. The maximum temperature in the
region for f = 1 MHz was 44.8 °C, while for f = 10 MHz it was
40.8 °C. Such maximum temperatures took place at the center of
the tumor. Differences observed in the temperature distributions
for the two frequencies examined are due to the frequency
dependence of the electrical properties. The electrical volumetric
heat source term given by Equations (10) and (11), for f = 1 MHz
and f = 10 MHz, are shown by Fig. 4a,b, respectively. One can notice
in these figures that the electrical heat source attains its maximum
values near the electrodes, and that they are larger for f = 10 MHz.
The electrical volumetric heat source is more concentrated in the
tumor region for f = 1 MHz, thus resulting in the larger tempera-
tures in this region than for f = 10 MHz (see also Fig. 3a,b). Anyhow,
for both cases the temperatures inside the tumor rise to values that
are appropriate for the hyperthermia treatment [1-9].

For the solution of the state estimation problem, temperature
measurements of one single sensor were assumed available for the
inverse analysis, located at the position {x = 0 mm, y = 10 mm}. The
measurements were generated from the solution of the direct
problem with the parameters specified above. In order to avoid an
inverse crime [45], the simulated measurements were generated
on a grid with 2533 elements, while the inverse problem solution
was obtained on a grid with 1591 elements. Uncorrelated Gaussian
errors with zero mean and a standard deviation of 1 °C were then
added to the solution of the direct problem. The simulated mea-
surements were supposed available every 10 s.

The evolution model for the electrical volumetric heat source
was taken in the form of a random walk, that is, for each particle i,

Ql(xy) = Qly 1 (X.) +Eh(x.Y) 27)

where E}; (x,¥) is a Gaussian random variable with zero mean and a
standard deviation of 10% of the deterministic solution of the
electrical problem (see Fig. 4a,b). The subscript k in Equation (27)
does not represent a time evolution of Qe(x,y), but the fact that it
is treated as state variable for the application of the particle filter
that aims at the estimation of the electric heat source and of the
transient temperature field, at each position (x,y) of each finite-
element used for the numerical solution of the coupled electric
and bioheat transfer problem. The particles Qé',o(x, y) at each posi-
tion (x,y) were initially sampled from Gaussian distributions with
means obtained from the deterministic solution of the electric
problem (see Fig. 4a,b) and with standard deviations of 10% of these
means.

39
38.5
38
37.5

Y (mm)

37
36.5
36

-40 -30 -20 -10 0 10 20 30 40
X (mm)

Fig. 2. Initial temperature.
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_220 -30 -20 -10 (0 ) 10 20 30 40
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Fig. 3. Temperature distribution in the region at t = 900 s for: (a) f = 1 MHz and (b)
f=10 MHz.

The numerical discretization of the bioheat transfer problem
given by Equations (8)—(16) constitutes the evolution model for the
transient temperature field in the medium. In order to cope with
uncertainties in such evolution model, e.g., in the thermophysical
properties, a Gaussian uncorrelated noise with zero mean and a
standard deviation of 1 °C was added to the solution of the bioheat
transfer problem, which is solved with each sample of the Gaussian
distribution of the electrical heat source term (see Equation (27)).

Fig. 5a—c presents the solution of the state estimation problem
at the positions {x = 0, y = 10 mm}, {x = 10 mm, y = 0} and
{x = —40 mm, y = 20 mm)}, respectively, for f = 1 MHz and 100
particles. We note in Fig. 5a that the estimated temperatures
(means of the marginal posterior distributions) are in much better
agreement with the exact ones than the measurements themselves

0 (x 10°W/m’)
N

y(mm) 20 x(mm)

are. Furthermore, Fig. 5b,c shows that the exact temperatures can
be quite accurately estimated even at positions where no mea-
surements are available. Such a fact becomes also evident from the
analysis of Fig. 6, which presents the estimated temperature field at
time t = 900 s and the estimated volumetric heat source (see also
Figs. 3a and 4a). The maximum estimated temperature in the re-
gion at t = 900 s was 44.9 °C, which is in excellent agreement with
the exact value of 44.8 °C.

Despite the fact that quite accurate estimates could be obtained
for the solution of the inverse problem for f= 1 MHz with only 100
particles, the results can be further improved if the number of
particles is increased. The results obtained with 500 particles for
f=1MHz at the positions {x = 0, y = 10 mm}, {x = 10 mm, y = 0}
and {x = —40 mm, y = 20 mm} are presented in Fig. 7a—c,
respectively. A comparison of Figs. 5 and 7 clearly reveals that the
agreement between estimated and exact temperatures improve, as
well as the estimated confidence intervals become smoother, as the
number of particles used in the particle filter algorithm was
increased. The temperature distribution at t = 900 s estimated with
500 particles is shown by Fig. 8a. Indeed, the temperature distri-
bution in the region also becomes smoother and in better agree-
ment the exact one (see also Fig. 3a) when the number of particles
was increased from 100 to 500. Such was also the case for the
estimation of the electric volumetric heat source term (see Fig. 4a
and 8b).

The computational time for the inverse problem solution with
100 particles and 500 particles was of 6.3 h and 31.5 h, respectively,
on an Intel(R) Xeon E56445@2.40GHz dual processor with 32 GB of
RAM memory.

We now consider a case where the electromagnetic waves are
imposed with frequency f = 10 MHz, which result in smaller tem-
perature increases than the case with f = 1 MHz, as depicted by
Fig. 3a,b. Based on the foregoing analysis, the results for f = 10 MHz
are presented only for 500 particles. Fig. 9a—c presents the tem-
perature variation at the locations {x = 0, y = 10 mm}, {x = 10 mm,
y =0} and {x = —40 mm, y = 20 mm}, respectively. Such as for the
case with f = 1 MHz, the SIR algorithm is capable of accurately
predicting the temperature variations at the points where tem-
perature measurements are available and where they are not
available. The estimated temperature field at t = 900 s and the
estimated electric volumetric heat source are respectively pre-
sented by Fig. 10a,b, respectively. A comparison of such two figures
with Fig. 3b and 4b, respectively, reveal that the spatial variation of
these quantities could be quite well recovered with the present
inverse problem approach based on the particle filter method. The
maximum predicted temperature in the region at t = 900 s was
41.0 °C, as compared to 40.8 °C for the deterministic simulation.

0 (x 10°W/m®)
b

y(mm) (_)10‘

Fig. 4. Electrical volumetric heat source for: (a) f= 1 MHz and (b) f = 10 MHz.
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Fig. 6. (a) Estimated temperature field at time t = 900 s and (b) Estimated Electrical heat source for f = 1 MHz and 100 particles.
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Fig. 8. (a) Estimated temperature field at time t = 900 s and (b) Estimated Electrical heat source; for f = 1 MHz and 500 particles.

5. Conclusions region was supposed to be loaded with nanoparticles of iron oxide

(Fe304) and transient temperature measurements are assumed
The inverse problem of estimating the electric heat source and available at one single location inside the domain. The inverse

transient temperature fields in a two-dimensional region, for the problem was solved as a state estimation problem, by using the

coupled electric — bioheat transfer problem related to the hyper- Sampling Importance Resampling algorithm (SIR) of the particle
thermia treatment of cancer, is solved in this paper. The tumor filter method.
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Fig. 9. Estimated transient variation of the temperature for f = 10 MHz and 500 particles at: (a) {x = 0, y = 10 mm}, (b) {x = 10 mm, y = 0} and (c) {x = —40 mm, y = 20 mm}.
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Fig. 10. (a) Estimated temperature field at time t = 900 s and (b) Estimated Electrical heat source; for f = 10 MHz and 500 particles.

Examples are given for estimations with two different fre-
quencies of the imposed electric excitation in the Radiofrequency
range. The effect of the number of particles in the inverse problem
solution was also examined in the paper. The results obtained
reveal that quite accurate estimations can be obtained for all cases
examined, which involved large uncertainties in the evolution
model and in the simulated measured data. As the number of
particles was increased, the results became more accurate and
smoother, but even with only 100 particles the estimated fields
were in excellent agreement with the exact ones.
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