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RIVA: An Image Dataset of 
Conventional Pap Smear  
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The Pap smear remains the primary screening test for cervical cancer in many low-resource regions, 
yet publicly available image datasets largely feature liquid-based preparations. We introduce RIVA, 
a high-resolution collection of 959 conventional-smear images (1024  × 1024 px) scanned at 40x 
magnification, sourced from 115 patients. To ensure label quality, each image was annotated by up 
to four independent medical professionals, with 42% of the images reviewed by all four, resulting in 
26,158 annotations based on the Bethesda classification. Annotations provide coordinates of nuclei and 
classification labels by up to four annotators. The dataset includes 15,949 unique cells across five (pre)
cancerous types (SCC, HSIL, ASCH, LSIL, ASCUS) and three non-lesion categories (NILM, ENDO, INFL). 
These four-expert annotations not only give RIVA a consensus-driven ground truth for robust AI training 
but also enable inter-annotator consistency analysis-agreement rates reach 94% for lesion vs. non-
lesion and 74% across the full eight-category Bethesda scheme.

Background & Summary
Cervical cancer is one of the most preventable forms of cancer, yet it remains a significant public health chal-
lenge worldwide, particularly in low- and middle-income countries (LMICs) where access to screening pro-
grams is limited. Globally, over 600,000 new cases and more than 340,000 deaths were reported in 2020 alone, 
with nearly 90% of these deaths occurring in LMICs1. Early detection and classification of cervical lesions are 
crucial, as they significantly increase the chances of successful treatment and long-term survival.

Papanicolaou (Pap) smear screening has proven highly effective in reducing the incidence and mortality 
associated with cervical cancer2. However, conventional cytology requires manual inspection of stained cell 
samples-a time-consuming and expertise-dependent process that is susceptible to human error, inter-observer 
variability, and reduced sensitivity and reproducibility, especially under high workloads3. These limitations pose 
a serious barrier to widespread and equitable implementation, particularly in settings with constrained health-
care resources.

Recent advances in artificial intelligence (AI), particularly deep learning, have enabled the automation of 
numerous medical imaging tasks, achieving or even surpassing expert-level performance in certain domains4. 
Despite these advancements, the application of AI to cytology remains relatively underdeveloped, and its clinical 
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deployment is rare. A major bottleneck is the lack of large, high-quality, and diverse datasets necessary for train-
ing robust and generalizable models5,6. A review of existing datasets reveals four publicly available collections: 
Herlev7, SIPaKMeD8, CRIC Cervix9, and APACC10 (Table 1).

The Herlev7 database is a well-known benchmark for cervical cytology analysis that contains a total of 917 
single-cell images, each depicting an isolated cervical cell. These images are classified into seven diagnostic cate-
gories representing different stages of pre-neoplastic lesions. The Herlev dataset has been widely adopted in early 
studies applying machine learning to cervical cell classification due to its high-quality annotations and clear 
class definitions. Nevertheless, its limited sample size and deviation from the Bethesda System reduce model 
generalizability and clinical compatibility.

The SIPaKMeD8 dataset is a publicly available resource consisting of 966 image patches and 4,049 isolated 
cervical cell images extracted from Pap smear slides. Each image is annotated with both segmentation and cell 
category, which falls into one of five classes. The images are captured using a CCD camera (Infinity 1 Lumenera) 
mounted on an OLYMPUS BX53F optical microscope. One of the key strengths of SIPaKMeD is the availability 
of both classification and segmentation labels, making it a valuable resource for multi-task learning applications. 
Nevertheless, its limited size and the absence of Bethesda-based classification reduce its suitability for deep 
learning approaches and clinical diagnostic use.

The CRIC9 (Center for Recognition and Inspection of Cells) database comprises 11,534 annotated cell 
images obtained from 118 patients, classified into six distinct categories following the Bethesda System. A major 
strength of this dataset is its adherence to clinically relevant classification standards, with annotations performed 
by multiple expert cytopathologists. It further distinguishes itself by offering high magnification (40x), which 
captures fine cellular detail, and by providing a user-friendly online interface that facilitates dataset exploration. 
One limitation, however, is that the cells were manually selected, which may introduce sampling bias by poten-
tially favoring more visually distinctive or diagnostically relevant cells over the true cell distribution on whole 
slides. In addition, images were acquired using conventional microscopy under variable illumination settings 
that are difficult to reproduce consistently across different acquisition systems, may hinder reproducibility in 
AI-based applications.

The APACC10 (Annotated PAp cell images and smear slices for Cell Classification) database contains 103,675 
annotated cell images extracted from 107 whole-slide Pap smear samples. To support more localized analysis, 
these samples are further divided into 21,371 sub-regions. A major strength of APACC is the use of a com-
mercial scanner, which ensures image quality reproducibility. The dataset also benefits from a large number of 
labeled cells and the random selection of image patches, making the data more representative of whole-slide 
distributions. Despite these advantages, APACC includes annotations for only four cell classes that do not fully 
align with the Bethesda system.

Labeling strategies in cervical cytology databases vary widely, influencing label quality and comparability11,12. 
For instance, CRIC employs simultaneous double annotation with adjudication, while APACC uses independent 
annotations with expert review only when discrepancies arise. In this paper, we introduce RIVA13-named after 
Hospital Rivadavia, where the samples were collected-a database of digitized conventional Pap smear cytology 
images independently annotated by multiple experts. Each cell in RIVA is labeled by up to four expert patholo-
gists according to the Bethesda System, with all individual annotations made available. Among all the cells, 30% 
were annotated by more than one expert. This design enables detailed inter-annotator agreement analysis and 
consensus studies, offering a robust foundation for developing and evaluating AI-based cytology tools.

The RIVA13 dataset comprises 959 image mini-patches of 1024  × 1024 pixels, extracted from whole-slide 
scans of samples from 115 patients using a Grundium Ocus 40 scanner. Patch sampling was automated to reduce 
selection bias. A subset of 400 out of the 959 image patches was independently annotated by four experts, while 
the remaining patches were annotated by a single pathologist. Although only a portion of the dataset received 
multiple annotations, this subset represents a substantial advance over existing datasets. In total, RIVA includes 
26,158 annotations corresponding to 15,949 unique cells, categorized into five (pre) cancerous types-SCC, 
HSIL, ASCH, LSIL, ASCUS-and three non-lesion categories-INFL (inflammatory cells), ENDO (endocervical 
cells), and NILM (negative for intraepithelial lesion or malignancy). Each annotation provides the approximate 
nucleus center and a cell type label, as independently assigned by one to four expert pathologists. To ensure 
broad accessibility, we developed a publicly available web (https://beta-digitalpapsdb.exactas.uba.ar/) that ena-
bles users to explore the Pap smear images, review expert annotations, and download the dataset.

Features Herlev7 Sipakmed8 CRIC9 APACC10 RIVA (Ours)13

Number of smears/patients — — 118 107 115

Number of images 917 966 400 21,371 959

Number of cells 917 4,049 11,534 103,675 15,949

Image size (in pixels) Variable 2,048  × 1,536 1,376  × 1,020 2,000  × 2,000 1,024 x 1,024

Number of classes 7 5 6 4 8

TBS* No No Yes No Yes

Annotators 2 cyto-technicians (+1 doctor) expert cytopathologists 3 cytopathologists 3 cytopathologists 4 cytopathologists

Multiple annotations/cell** — — No No Yes

Table 1.  Comparison of Pap smear cytology image datasets. TBS* indicates alignment with the Bethesda 
System for cell classification16. **30% of the cells were independently annotated by more than one pathologist.
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Methods
Sample selection.  Pap smear samples were obtained from the permanent repository of the Pathology 
Laboratory at Hospital Bernardino Rivadavia, Buenos Aires. They were collected from female patients in 
Buenos Aires and surrounding areas. The study protocol was approved by the hospital authorities (see Ethics 
Information). Pathologists at the hospital selected samples for scanning based on two criteria: a confirmed posi-
tive diagnosis for lesions and good sample condition. Additionally, lesion-free samples were included solely based 
on their quality. No other selection criteria were applied In total, the dataset comprises samples from 115 patients, 
distributed across the following diagnostic categories: SCC (7), HSIL (37), ASCH (2), HSIL/LSIL (5), LSIL (57), 
ASCUS (6), and NILM (1) (see Fig. 1). Note that some samples exhibited HSIL and LSIL lesions simultaneously. 
To ensure ethical compliance, all samples were anonymized and no cross-referenced patient data was used.

Digitalization.  Prior to scanning, samples were inspected by both a technician and a pathologist, and 
restored when necessary to ensure optimal image quality. Slides were digitized using a Grundium Ocus 40 scan-
ner (https://www.grundium.com/scanners/ocus40/) at 40x magnification, achieving a resolution of 0.25 μm/pixel 
as specified by the manufacturer. To accelerate the process, limit file sizes, and ensure sample diversity, only 
specific regions of the slides were scanned. These regions, previously identified by pathologists and marked with 
a permanent marker, contained both lesion-bearing and normal cells (see Fig. 1). Each sample required approxi-
mately 10 minutes to scan, and the process was carried out by experts.

Mini-patch Generation.  Patches were manually extracted from the samples using Aperio Image Scope 
to create smaller SVS files compatible with the Python processing pipeline. These patches were then converted 
into .png format using a custom algorithm, as Label Studio14—the annotation software used by medical 
professionals-does not support the .svs format. Subsequently, we developed a script to subdivide each extracted 
patch into uniform non-overlapping mini-patches of 1024  × 1024 pixels (see Fig. 1).

During the selection process, priority was given to mini-patches that enabled medical professionals to make 
the greatest number of annotations. As a quality criterion, we focused on patches containing clearly identifiable 
cells, deliberately excluding background regions. To automate the initial selection, we applied an algorithm 
based on the Otsu method, using its threshold value to estimate the proportion of white pixels and identify likely 
background areas. This process resulted in a set of 1,000 mini-patches for annotation.

Annotations.  We used Label Studio14 as the annotation platform, selecting the Keypoint Labeling interface, 
which allowed medical professionals to annotate by clicking once on the category and once on the cell’s nucleus. 
Label Studio was run on a local installation to ensure data privacy and control throughout the annotation process. 
After preliminary testing, we developed a detailed instruction manual and recorded an instructional video to 
guide the annotation process. To ensure reliable data for assessing inter-annotator agreement, each cytopathol-
ogist was assigned a different project inside the tool, allowing independent annotations for every mini-patch. 
Patches were presented in random order, without any indication of their origin or grouping, to minimize poten-
tial bias during annotation. In the first batch, 400 mini-patches were uploaded to each project to identify and 

Fig. 1  Construction Pipeline. (1)(2) Whole-slide Pap smear samples with diagnostic markings were scanned 
using a high-resolution slide scanner. (3) Only marked diagnostic regions of interest were selected and digitized. 
(4) From these digitized areas, 1024  × 1024 pixel image mini-patches were extracted. Independent expert 
annotators reviewed the patches, discarding irrelevant ones and providing per-cell annotations on the selected 
mini-patches. (5) The resulting dataset, named RIVA, contains 15,949 unique cells and 26,158 total annotations. 
The annotations are categorized into abnormal classes-SCC, HSIL, ASCH, LSIL, ASCUS-and normal classes-
INF, ENDO and NILM. The bar plots below summarize the distribution of categories at two levels: whole-slide 
diagnoses (N = 115 samples) and mini-patch annotations (N = 26,158), showing a greater class diversity at the 
patch level due to the presence of heterogeneous cell populations within slides.
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analyze annotation discrepancies. The remaining 600 mini-patches were distributed evenly, with 150 patches 
assigned to each doctor, significantly expanding our database. Annotators were encouraged to tag all recogniza-
ble cells within the mini-patches. Annotators performed their tasks independently and were not exposed to the 
annotations made by others, ensuring that each image was labeled without bias from prior opinions. Following 
the initial annotation round, we conducted a manual curation process to clean the data and identify issues. This 
revealed cases where images were overlooked or where annotations were discarded due to the absence of identi-
fiable cells. These cases were resolved by asking the cytopathologists to re-annotate the affected images. The final 
curated dataset consisted of 959 annotated mini-patches.

Procedure for Clustering Annotations.  Before analyzing annotation agreement, we first needed to group 
nearby annotations that likely referred to the same cell. To achieve this, we used the MeanShift clustering algo-
rithm15 (see Fig. 2. Because clustering performance depends on the choice of a bandwidth parameter, we intro-
duced a consistency rule: no cluster could contain more than one annotation from the same pathologist. This 
ensured that each cluster represented a unique cell rather than overlapping or ambiguous markings. In cases where 
a cluster violated this rule-suggesting that two nearby cells may have been merged-we re-applied MeanShift using 
a smaller bandwidth, allowing the cluster to be split into distinct cell detections. Since the annotations correspond 
to cell nuclei, we selected the final coordinates for each cell as the most centrally located annotation within its 
cluster-essentially the one that best represents the average or consensus location of that cell. This guarantees that 
all reported positions in the curated dataset directly match a point marked by a pathologist. Certain edge cases 
required additional attention, such as images with high cell density (e.g., overlapping tissue flaps) or LSIL cells that 
may present with two nuclei. These were carefully reviewed to ensure the integrity of the resulting dataset.

Probabilistic Model for Inter-Annotator Agreement.  To quantify the consistency and reliability of 
expert annotations, we introduce a probabilistic model that relates annotation agreement to the underlying con-
fidence of classification decisions. Thus, we consider the pathology level of a cell as a continuous variable, x0, and 
define pi(x0) as the probability that an annotator classifies this case into class i, where 1 ≤ i ≤ M, with M being the 
total number of classes. For random annotators, pi = 1/M for all i, whereas for skilled annotators, the probabilities 
will peak at a particular index j, with p pj max=  approaching one and the remaining pi values being close to zero. 
Given N annotators of comparable skill, and a cell with pathology x0, the model enables the computation of prob-
abilities for different agreement scenarios. For instance, the probability that all annotators assign the same class to 
a given cell, i.e. unanimous agreement, is defined as: 
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 Similarly, the probability that exactly N − 1 annotators agree on the same class, while one annotator assigns a 
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 Equivalent expressions can be derived for other agreement scenarios. In cases where a single probability pmax
 

dominates (i.e., is significantly higher than the others) and the number of annotators is large, these sums are 

Fig. 2  Annotations Clustering (1). Individual annotations from four pathologists on the same image. Each 
marker represents a cell labeled by a specific annotator. Consolidated clusters obtained by grouping annotations 
referring to the same cell using the MeanShift algorithm. Dashed circles indicate the resulting consensus cell 
positions. Consensus Analysis (2). Top left: Distribution of consensus, comparing the empirical data (RIVA 
Dataset) to a random baseline. Unanimous agreement occurs in 30% of cases, while full disagreement is 
rare. The remaining charts display confusion matrices for each annotator (rows: annotator labels, columns: 
other 3 annotators labels), along with a random baseline, illustrating that most disagreements occur between 
neighboring or related diagnostic classes.
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primarily governed by pmax
, while contributions from the remaining classes become negligible. If the remaining 

probabilities are uniformly distributed, then Equations (1) and (2) yield: 
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By comparing the empirical probabilities obtained for unanimous and majority agreement with Equations 
(3) and (4), the value of pmax

 can be estimated. A larger value of pmax
 indicates a larger level of confidence of the 

annotations.

Data Records
The RIVA13 dataset is available at (https://doi.org/10.5281/zenodo.17288879) and comprises 959 image patches 
extracted from 115 anonymized Pap smear slides, sourced from the permanent repository of the Pathology 
Department at Hospital Bernardino Rivadavia, Buenos Aires, Argentina. Each image file follows the naming 
convention: 

•	 sample-category_sample-number_mini-patch-number.png
•	 sample-category: the diagnostic category of the whole-slide sample (e.g., “HSIL”, “ASCUS”)
•	 sample-number: a unique identifier for the slide within that category
•	 mini-patch-number: a unique identifier for the specific patch extracted from the slide

For example, HSIL_1_1.png and HSIL_1_2.png correspond to two different image patches extracted from 
the same slide ("sample 1”) with a global diagnosis of HSIL. Annotations are provided for each patch and include: 

•	 the (x, y) coordinates of the nucleus center,
•	 the cell type classification assigned by one to four independent annotators.

Data Overview
The dataset contains a total of 26,158 annotations corresponding to 15,949 distinct cells. These annotations span 
eight diagnostic categories: (Pre)cancerous categories: SCC (1,586), HSIL (1,835), ASCH (416), LSIL (3,048), 
ASCUS (356). Non-lesion categories: INF (8,190), ENDO (1,270), NILM (9,457). Here, INF and ENDO refer to 
inflammatory and endocervical cells, respectively. This class distribution provides an overview of the representa-
tion of cell types within the dataset (see Fig. 1). All mini-patches and their associated metadata are available 
through the project’s website: https://beta-digitalpapsdb.exactas.uba.ar/.

Technical Validation
To the best of our knowledge, this is the first database to enable a quantitative analysis of inter-annotator 
agreement-an aspect not previously addressed in the literature. The consensus study followed these steps: First, 
we combined annotations from all doctors to identify individual cells locations. Once the cells were identified, 
we examined the labels assigned to each of them. Finally, we defined a metric to quantify the degree of consensus 
and assess the divergence among annotations. This analysis was performed on approximately 40% of our full 
set of 26,158 annotations, corresponding to a subset of 400 images that were independently reviewed by all four 
pathologists. The remaining samples were distributed among the same four pathologists, such that each image 
was annotated by only one of them. As a result, these samples were excluded from the consensus analysis.

Clustering Annotations for Consensus Analysis.  Before any agreement analysis could be carried out, it 
was essential to determine which annotations corresponded to the same underlying cell and to identify a single 
representative location that reflected the combined input from all annotators. This task was non-trivial for two 
main reasons: first, within each mini-patch, pathologists did not always annotate the exact same subset of cells; 
second, even when annotations referred to the same cell, their marked positions often differed slightly. To address 
these challenges, we employed the MeanShift clustering algorithm15, which identifies groups of nearby annota-
tions likely to refer to the same cell, thereby enabling their consolidation (see Fig. 2) Details on the clustering pro-
cedure are described in Methods. The resulting clustered dataset includes 15,949 unique cells, each annotated by 
one (71%), two (8%), three (8%) or four (13%) different pathologists. Figure 2 summarize the clustering statistics.

Inter-Annotator Agreement Study.  To analyze inter-annotator agreement, we focused on the subset of 2,156 
cells that were annotated by all four pathologists. To standardize the annotations and facilitate comparison, we defined 
two levels of category grouping. The first level preserves all eight original diagnostic categories. The second level con-
solidates these into two broader classes: pathological (SCC, HSIL, ASCH, LSIL, ASCUS) and non-pathological (INF, 
ENDO, NILM). This multi-tiered classification enables more flexible model tuning, allowing tolerance to annotation 
discrepancies based on case severity. For quantifying consensus, each annotation category was mapped to a numerical 
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value-1 to 8 for the full set, and 1 to 2 for the binary grouping. This numeric representation allowed us to compute 
dispersion metrics within each cell cluster, providing a more precise estimation of the consensus coefficient.

Based on the probabilistic model described in Methods, we estimated the expected level of consensus under 
random annotation conditions and compared these theoretical values to those observed in our dataset. In the 
binary classification case, the probability of full agreement among four annotators by chance is 12.5% (2 out of 
16 possible label combinations). In contrast, our experts reached a 75% agreement rate (1627 out of 2,156 cells), 
a substantial increase over the random baseline. In the eight-class scenario, the expected agreement by chance 
is merely 0.2% (8 out of 84 possible class combinations). In contrast, the observed agreement in our dataset 
reached 30% (647 out of 2,156 cells)-over two orders of magnitude higher than random-underscoring the con-
sistency and reliability of expert annotations.

To further contextualize our findings, we established a random baseline for comparison. Specifically, we sim-
ulated a dataset consisting of 2,156 annotation clusters, each assigned four categorical labels drawn uniformly 
at random from the eight diagnostic classes. The confusion matrices showed in Fig. 2 illustrates the extent to 
which expert annotations deviate from random labeling. Nearly 30% of the cells were assigned the same class 
by all four pathologists. Among the remaining cases, disagreements were typically confined to closely related 
categories, such as INF vs. ASCUS or ASCH vs. HSIL, indicating a high degree of annotation consistency even 
in the absence of unanimous agreement. Notably, endocervical cells, owing to their distinctive morphological 
characteristics, exhibited the highest rate of complete consensus among annotators.

Annotations Confidence.  In this section we quantify the confidence associated with each individual anno-
tation. To this end, we assumed that all pathologists have the same level of expertise and proposed a probabilistic 
model to estimate the confidence level for each annotation. This model takes into account the agreement between 
annotators and treats each annotation as a probabilistic outcome. Higher agreement among the annotators increases 
the inferred confidence for the corresponding class label, whereas greater disagreement reduces it. This approach 
allows us to move beyond a simple majority vote and provides a more nuanced measure of the reliability of each label.

The model, described in Methods compares empirical agreement probabilities, P, with theoretical expecta-
tions derived from Equations (3) and (4). For the RIVA database, which includes annotations from four experts 
(N = 4), across eight diagnostic (M = 8), and a total of 2,156 cells annotated by all four pathologists. Among 
these, 647 cells exhibited unanimous agreement, and 827 showed three-to-one agreement, corresponding to 
empirical probabilities of = .P 0 30N  and = .− 0 38N 1P  respectively. Matching these probabilities using 
Equations (3) and (4), implies that the maximum class probability pmax

 must be at least 0.74.
A similar analysis was conducted for the binary classification task, where the same 2,156 cells were grouped 

into pathological vs. non-pathological categories. In this setting, 1,627 cells received identical labels from all four 
annotators, while 369 showed three-to-one agreement, yielding = .P 0 75N  and = .−P 0 17N 1 . These values cor-
respond to an estimated reliability of 0.94.

Together, these results demonstrate a high degree of annotation reliability in the RIVA dataset, validating 
both the consistency of expert input and the effectiveness of the clustering methodology. Furthermore, the esti-
mated agreement levels offer a quantitative benchmark for expected human performance, providing valuable 
context for assessing future AI models trained on this task.

Usage Notes
The dataset is provided in standard image formats (PNG) together with annotation files in JSON formats, which 
can be easily imported into common image analysis pipelines (e.g., Python, MATLAB, ImageJ/Fiji).

Ethics Information.  The project has been approved by the hospital ethics committee (IRB): Departamento 
de Investigación y Docencia, Hospital Bernardino Rivadavia, Buenos Aires, Argentina, by the protocol number 
2023 814 GCABA HBR. The need for informed consent was waived by the IRB. The protocol established that 
informed consent was not required because anonymized samples from an existing repository were used. No 
patient-identifiable information was used in this work. The cytology slides were scanned by hospital medical staff 
and fully anonymized before being used for annotation and database generation.

Data availability
The RIVA13 dataset is available at (https://doi.org/10.5281/zenodo.17288879). The dataset can also be explored 
in (https://beta-digitalpapsdb.exactas.uba.ar/), which enables the download of individual mini-patches and 
annotations, as well as the complete dataset. Final clustering results derived from the raw dataset are available at 
(https://github.com/LIA-DiTella/RIVA).

Code availability
The source code is publicly available at LIA-DiTella/RIVA under the GNU General Public License v3.0. It includes 
the scripts used to process and format the raw annotation files exported from Label Studio, which are necessary 
for generating the final clustering of the annotations. It also contains the script used to extract and generate the 
annotated mini patches. In addition to the code, the repository provides access to the raw annotation files and 
the final clustering results derived from them. Several additional scripts are included to facilitate the analysis 
and visualization of the images along with their corresponding annotations. All scripts are implemented in 
Python, and instructions for running the code are provided in the README section of the repository. The full-
resolution scanned images in SVS format are not publicly available due to size and access restrictions; however, 
five representative SVS files are available to download from a link in the repository.
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