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This paper presents the analytical linearization of aerodynamic loads (computed with the unsteady vortex-lattice
method), which is formulated as tangent matrices with respect to the kinematic states of the aerodynamic grid. The
loads and their linearization are then mapped to a nonlinear structural model by means of radial-basis functions,
allowing for a two-way strong interaction scheme. The structural model comprises geometrically exact beams
formulated in a director-based total Lagrangian description, circumventing the need for rotational degrees of
freedom. The structural model is spatially discretized into finite elements and temporally discretized with the help
of an implicit scheme that identically preserves momenta and energy. The resulting nonlinear discrete equations are
solved by applying Newton’s method, requiring calculating the Jacobians of the whole aeroelastic system. The
correctness of the linearized loads is then shown by direct comparison with their numerical counterparts. In addition,
we employ our strongly coupled aeroelastic model to investigate the nonlinear static and dynamic behavior of a
suspension bridge. With this approach, we successfully investigate the numerical features of the aeroelastic system

under divergence and flutter conditions.

I. Introduction

HERE is an ever-growing interest in characterizing the aerody-

namic and aeroelastic behavior of highly flexible aeronautical/
mechanical structures, undergoing large displacements/rotations in
space and immersed in low-subsonic flows. The diversity of such
systems is large, and to illustrate its enormous variety, we can mention
some examples such as high-altitude long-endurance (HALE) aircraft
involving unconventional configurations (joined wings and strut-
braced wings) [1,2], helicopter rotors [3], high-aspect-ratio wings
[4,5], horizontal- and vertical-axis wind turbines [6,7], and some
constructions like suspension bridges [8,9]. As for those physical
systems, the flow separation mainly occurs on highly flexible structural
members, the aeroelastic behavior is untreatable through closed-
analytic approaches. The involved intrinsic features make it necessary
to describe them by a fully unsteady three-dimensional flow strongly
coupled with the structure under consideration. Structural and flow
solvers are the two main subdomains of any staggered (or partitioned)
framework intended for aeroelastic simulations [10].

High-fidelity solvers, such as those based on computational fluid
dynamics (CFD) techniques, have been successfully used and are
possibly the best option from the point of view of accuracy. However,
solving the full Navier—Stokes equations for three-dimensional
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unsteady flows with highly deformable boundaries remains challeng-
ing and time-consuming. An interesting alternative is the unsteady
vortex-lattice method (UVLM), which has been gaining ground in
the study of unsteady problems, in which free-wake methods become
a necessity due to the geometric complexity of the systems under
analysis [11-15]. Although this method has been implemented in
different flavors, all its variants are based on the same theoretical
principles, and, therefore, those codes with similar capabilities
should show very good agreement [16]. Due to the excellent tradeoff
between computational cost and accuracy, UVLM-based solvers
have also been successfully integrated into aeroelastic simulation
frameworks. In such an aeroelastic context, we can distinguish
between two different approaches depending on the numerical time
integration scheme selected to integrate the governing equations:
explicit formulas or predictor—corrector schemes and implicit algo-
rithms. The former group relies almost entirely on multistep predic-
tor—corrector pairs such as Euler methods, Adams-Bashforth/
Moulton methods, and Hamming’s fourth-order predictor—corrector
method. These procedures have been successfully implemented into
UVLM-based aeroelastic frameworks to study a large number of
engineering applications [17-22]. They are simple to implement and
do not require any linearization of the equations of motion, but at the
expenses of some restrictions and numerical issues. First, they are
limited to structural models, where elastic displacements are small
and disaggregated from rigid body motions [18,19,21,23]. Second,
they do not preserve energy or momenta, so the solution may degrade
over time. Third, predictor—corrector formulas are multistep methods
requiring starting schemes, i.e., first-order formulas at #;, second-
order formulas at #,, and so on until reaching the desired order of
accuracy. Such a procedure severely compromises the order of
accuracy of the solution, i.e., the order of the entire numerical scheme
will be conditioned by the lowest-order formula present in the
method [24].

As mechanical/aeronautical systems become increasingly com-
plex, linear and standard multibody approaches (e.g., floating frames
of reference or corotational formulations) are no longer suitable for
treating highly flexible slender structures. Consequently, advanced
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aeroelastic environments depend on more sophisticated structural
models such as ANCFs [25,26], geometrically exact beam formula-
tions [27,28], and their variants [29,30]. This is when using the
second group of integration schemes, the implicit methods, becomes
mandatory. These integrators generally have very good stability
properties; some of them identically preserve energy as well as linear
and angular momenta [31]. Essentially, when dealing with nonlinear
systems, implicit schemes require gradient-based solution methods,
which require linearization of the governing equations, i.e., linear-
izing the structural and aerodynamic equations. Although this is a
standard procedure in computational mechanics, the linearization of
the UVLM poses several challenges. Mauermann [32] developed a
linearized form of the UVLM, focusing on obtaining a formulation
based on aerodynamic states to study the dynamic behavior of aircraft
under wake vortex encounters. Later, Murua et al. [33] introduced a
linearized version of the UVLM, which is based on a frozen free-
vortex sheet geometry. The linearization accounts for the velocity and
spatial changes in the normal vector of bound-vortex surfaces, yet it
assumes a fixed geometry when linearizing the aerodynamic loads
and influence matrices of the discretized bounded geometry. Their
work aimed to solve nonlinear aeroelastic problems through the
formulation of a linear state-space UVLM. On this basis, Hesse et al.
[34] and Hesse and Palacios [35] introduced a reduced-order aero-
elastic strategy to study the dynamics of flexible aircraft, and Hilger
and Ritter [36] developed a linearized aerodynamic model intended
for monolithic-based aeroelastic state-space formulations. Lately,
Maraniello and Palacios [37,38] developed a general linear
UVLM-state-space framework along with a model-order reduction
technique and a parametric reduced-order modeling for the UVLM.
Although both works are based on [33], they considered a more general
linearization process where the change in the bounded-vortex geom-
etry is considered fully, but the assumption of a frozen wake is still
retained. Regarding the aerodynamic loads, their linearizations are
computed from a combination of the Joukowski method (steady com-
ponent) and the unsteady Bernoulli equation (unsteady component). To
some extent, Stanford and Beran [11] resemble a linearization pro-
cedure to perform sensitivity analyses within a UVLM-optimization
approach for maximizing the propulsive efficiency of flapping wings
under lift and thrust constraints.

Despite all these relevant works and efforts made in the context of
linearization, reduced-order models, and linear state-space formula-
tions of the UVLM, to the best of our knowledge, there is no
contribution regarding a linearization methodology intended for a
general nonlinear aeroelastic framework based on UVLM flow solv-
ers. Our methodology differs from those already published in several
aspects: i) the solution procedure for the nonlinear aeroelastic equa-
tions, ii) the time integration method, iii) the linearized aerodynamic
loads, iv) the aeroelastic approach, and v) the structural mechanical
model. We solve the nonlinear equations directly using an implicit
integration scheme based on discrete-time derivatives, specifically
the “average vector field” method, and employing the gradient-based
Newton method within a strong coupled fluid—structure interaction.
In this sense, our approach improves the accuracy, numerical con-
vergence, and global robustness for investigating highly nonlinear
aeroelastic scenarios, especially those characterized by highly non-
linear geometric effects (e.g., large displacements, large rotations,
large velocity gradients). The integration scheme adopted in this
work naturally ensures the preservation of physically important
features, such as the linear and angular momenta and the total energy.
Here, we propose a procedure to take into account the contribution of
the surrounding flow to the tangent matrices by performing a full
linearization of the unsteady Bernoulli equation with respect to
generalized structural coordinates and velocities. Like Maraniello
and Palacios [37,38], our approach generally assumes a frozen wake.
However, using Newton’s method to solve the nonlinear aeroelastic
governing equations necessitates an additive update of the bounded-
vortex geometry during each iteration step. This alteration in geom-
etry yields a gap between the bounded-vortex geometry and the
frozen wake, which can lead to nondesired numerical effects influ-
encing the convergence behavior negatively. To improve the physical
free-wake representation and mitigate these numerical effects, we

update the connection between the bounded geometry and the wakes
at the separation zones during each iteration. Consequently, a lin-
earization of these wake segments with respect to the displaced
separation edge is required. While most of the works reported in
the literature combine the aerodynamic and structural models mono-
lithically, our aeroelastic approach is based on a strong bidirectional
fluid—structure interaction derived with respect to the structural
model’s state variables (generalized coordinates and generalized
velocities). In this way, our approach provides high versatility when
coupling an aerodynamic model with our structural model. Further-
more, the resulting system’s Jacobian provides reliable information
on the behavior of aeroelastic stability and can be used to predict, to a
good extent, flutter and/or divergence velocities without conducting
full aeroelastic simulations.

The objective of our work and the final results constitute a first
attempt to consistently integrate the UVLM into a nonlinear aeroelastic
framework ruled by an implicit integrator based on discrete-time
derivatives. Although there are more works addressing aeroelastic
studies based on implicit integration schemes where the contributions
to the tangent matrices coming from the UVLM are neglected [39,40],
itis not clear how such simplification affects the results, the robustness
of the simulation framework, and/or the convergence properties of the
integrator. In this sense, our work aims to shed some light on this issue
by providing a systematic way of including the contribution of the
UVLM during the linearization of the equations of motion, thus
allowing us to evaluate some of the inherent effects of neglecting such
contributions. To the best of our knowledge, such a development has
not appeared in the existing literature yet.

The remainder of this work is organized as follows: In Sec. II, we
present detailed aspects of the modeling process behind the UVLM.
In addition, we fully describe a procedure to analytically linearize the
aerodynamic loads obtained using a standard UVLM-based flow
solver. We briefly review the nonlinear aeroelastic framework,
including general aspects of the nonlinear structural model in Sec. I1I.
In Sec. IV, we present showcases intended for verifying our approach
for the analytical computation of tangent matrices associated with the
UVLM. Finally, concluding remarks are collected in Sec. V to close
the paper.

II. Aerodynamic Model
A. General Aspects

Let us consider a body 55 immersed in a low-subsonic flow. When
the Reynolds number Re is sufficiently large, the viscous effects can
be confined to those regions close to the solid surfaces; these
vorticity-dominated regions are called boundary layers. Part of the
vorticity contained in the boundary layers is shed downstream into
the flowfield, where it can only be transported by the fluid particles
but can neither be created nor destroyed. This transported vorticity
forms the wakes behind the body. The thickness of the boundary
layers and wakes tends to zero as the Re — oo. Thus, the boundary
layers and wakes are continuous bound and free vorticity sheets. The
absolute velocity of a fluid particle, which occupies the position r at
instant ¢, is denoted by V(r, t). The fluid surrounding B is assumed to
be inviscid and irrotational over the entire flowfield, excluding the
body’s solid boundaries and its wakes. Under these assumptions,
the unknown velocity, pressure, and density fields are governed by
the well-known Euler equation [41].

Because of the low-subsonic flow condition, the Mach number is
lower than 0.3; thus, the flow is considered incompressible. Such a
condition allows us to add an extra pure kinematical relationship,
which states that the velocity field is divergence-free. Such a relation
is known as the continuity equation for incompressible flows,
V- V(r,t) = 0. This equation gives rise to much simplification
in the equations of fluid mechanics. Such an incompressibility
assumption reduces the thermomechanical problem of the motion
of an inviscid fluid to a purely mechanical problem [42]. In addition,
the velocity field can be expressed by using Helmholtz’s decompo-
sition as the superposition of a contribution coming from a scalar
potential ¢(r,t) and another contribution from a vector potential
W(r,1) [43]:
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V(r,t) =Vo(r,t) + VX¥(r,t) =V, (r,0) +V, (1) (1)

where the scalar potential component of the velocity is irrotational,
and the vector potential component captures any vorticity effect.
Introducing the velocity relationship Eq. (1) into the continuity
equation allows us to obtain the following partial differential (PDE):

V.-V, )=V -Vo@r,t)+ V- (VX¥(r 1) =Vier =0
2

which is the well-known Laplace equation for the scalar potential.
Furthermore, the continuity equation, known from gauge theory as
the Coulomb gauge condition [44], implies that the solenoidal field
V(r,t) can also be written as the curl of another vector potential
¥, (r, 1), that is to say,

V(r.t)=V x¥,(r,t) = Vo(r,t) + VX¥(r, 1) 3)

which shows that Vo (r, 1) = VX [¥(r,1) = W(r,0)] = VX ¥, (r,1).
Such a relation allows us to determine the velocity field associated
with V¢ by solving either PDE Eq. (2) or the following equivalent
Poisson’s equation:

VX[VXW(r,0)] = V(V -y (r.1) — VW, (r. 1)
= 0, then, V>W,(r, 1) = q(r, 1) “)

provided g(r, t) = V(V - W, (r, 1)) isknown and then considered as a
source term. On the other hand, by introducing Eq. (1) into the
definition of the vorticity field Q(r, 1) = V X V(r, t) and stipulating
that V - W(r, t) = 0, we obtain the following PDE:

V2¥(r, 1) = —Q(r, 1) )

which is a vector Poisson equation relating the vector potential to the
vorticity. In addition, the velocity field in Eq. (1) can also be thought
of as composed of three components: i) the freestream velocity, V;
ii) the velocity associated with the continuous bound-vortex sheets,
V(r, 1); and iii) the velocity associated with the free-vortex sheets
(or wakes) being shed from the sharp edges (separation zones, SZs) of
B, Vi (r, t). Without loss of generality, in this work, we assume that
the field V; and the freestream component are absorbed by V¢ while
the field V' is identified with V x W. That is,

Vo(r,t) = Vo,(r,t) + Vo,(r,t) =V + V., and,
VX¥(r,1) =Vy 6)

Although Egs. (1) and (2) do not directly include time-dependent
terms, they can be introduced through the boundary conditions, e.g.,
the nonpenetration or permeability condition.

1. Boundary Conditions

The governing equations of the problem are completed with the
following boundary conditions (BCs):

1) Regularity at infinity: This condition requires the velocity field
associated with the flow disturbance, due to the motion of 53 through
the fluid, to decay away from the body and its wakes. Mathematically,
it is expressed as follows:

lim “VB(rv t) + VW(r’ Z)” =0 (7)

[[r=rg||—eo

where ||r — rp|| is the distance between a point belonging to the body
and an arbitrary point r.

2) Nonpenetration condition: It requires that, over the entire
surface of 3, the normal component of the fluid velocity relative to
the body’s surface must be zero:

Vo + V(r,t) + Vy(r,t) = Vs(r,0]-n =0 (8)

where V(r, 1) is the velocity of the body (also called solid velocity),
and 7 is a unitary normal vector to the boundary of B. Next, Eq. (8)
can be restated as

Vp(r.0)-n =[Vs(r.0) = Vy(r.0) = V] - n &)

Since V, is the velocity of an incompressible flow, it satisfies
V -V = 0, and by construction, Vy, does too. As mentioned above,
Vg = Ve, and, finally, Eq. (8) takes the following form:

991 _
on
reoB (10)

Vo (r.1) - it = [Vs(r.t) = Vi (r.t) = V] - A, for

which is known as a second-type or Neumann boundary condition.

In addition to the aforementioned boundary conditions, for
unsteady flows, itis also required the Kelvin condition to be satisfied.
In general, the Kelvin condition states that “In the potential flow
region the angular momentum cannot change, and thus the circula-
tion I" around a closed curve remains constant for all times, i.e.,
DI'/Dt=0V1¢”

Another important condition to be imposed is the so-called Kutta’s
condition. The reader should be aware that it can be explicitly
enforced, as reported by Lee [45]. However, for highly three-
dimensional flows and/or unsteady flows characterized by highly
reduced frequencies (e.g., rotors and flapping wings, among others),
the classical steady Kutta condition may lead to a nonzero pressure
jump at the separation zones [46]. In this regard, many approaches
have been proposed over time to tackle down this problem. Among
the most important ones, we can mention imposing the same speed on
the upper and lower surfaces at the separation zones but with opposite
tangential direction [47], imposing a jump velocity between the
upper and lower surfaces at the SZ equal to the shed vorticity [48],
imposing an infinite velocity jump at the SZ [49], and limiting
the velocity at the separation zones to fix the rear stagnation point
(i.e., V <o) [50]. Based on a large number of previous works
ing the pressures to be finite and the pressure jump to be zero along
the separation edges. This forces the flow to leave the SZs smoothly,
but with vorticity in general. In other words, the fluid particles located
on the sharp edges where separation takes place are required to
“move” away from B at the local velocity flow, the well-known
vorticity shedding phenomenon (or wake convection).

2. Vortex Sheets

In nonuniform motions, the wake becomes more complex than in
steady flows, and therefore, it needs to be properly accounted for [41].
In addition, it should be stressed that the integral representation of the
velocity field in terms of the vorticity field is obtained by solving the
Poisson PDE Eq. (5). The resulting expression for V is the well-
known Biot-Savart (B-S) law. For three-dimensional flows, it takes
the following form:

r
Vr,t) = —
=4 /C .

where r is a position vector of a point belonging to a curve C, I is the
circulation (or strength) around C, T is the unit tangent vector to C,
and s is the arc-length coordinate along the curve. Vortex sheets and
vortex lines (or filaments) of concentrated vorticity are not physically
possible entities. However, they represent suitable analytical approx-
imations when vorticity is confined to narrow spatial regions.

T(s, 1) X (r — ro(s))
[r —ro(s)113

ds(t) (11

3. Wake Convection

Over time, more fluid particles are convected from the sharp edges
of B into the wakes, which in turn can deform into force-free
configurations. The vorticity in the near wake can substantially affect
the flowfield surrounding B, the vorticity distribution on 015, and,
therefore, the loads on the body. Because the wake at the present time
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was generated on, and shed from, the body at an earlier time, the
flowfield is said to be history-dependent, i.e., the history of the
motion is stored in the wake. As time passes and the wake moves
far downstream, its influence on the flow around the body decreases;
such an assertion is equivalent to saying that the wake has a fading
memory. It should be noted that the vorticity distribution and the
shape of the wakes are obtained as part of the problem’s solution.

After an infinitesimal period of time, the shape of the wakes will be
different, and new fluid particles will be convected from the SZs into
the wakes. Then, the position of each fluid particle, r, at an arbitrary
time ¢ can be determined based on the local velocity of the fluid using
the following integral:

r(f) = A "V(rr(e), ) dr,  where,

V(rF,t) = VB("F,[) +Vw(rF,t)+Voo (12)

4.  Aerodynamic Loads

On this topic, two approaches can be followed to compute the
aerodynamic loads on lifting surfaces embedded in vorticity-
dominated flows. One of them, widely used in classical aircraft/
rotor applications, relies on the computation of the pressure jump
across airfoils using the well-known unsteady Bernoulli equation
[51], hereafter called the Bernoulli method (BM). The second
approach is based on the vector form of the Kutta—Joukowski lift
theorem [41]. It should be stressed that both the BM and Joukowski
methods yield very good estimations of the lift coefficient. However,
contrary to Joukowski, BM-like approaches do not take into account
the leading-edge suction effect, which results in an overestimation of
the induced drag.

Recalling that V X V = 0 outside the boundary layers of 55 and its
wakes and assuming irrotational body forces, Euler’s equation can be
integrated along a streamline once and for all, thus resulting in the
Bernoulli equation for unsteady flows:

/ 0,(V x\lf).i(s)ds+a,(p+%[vgo+vwv].[v(p+v><\lf]
C(s)
+ L= E@) (13)
PF

where E(f) is a spatially uniform function of time. Integrating
Eq. (13) along a streamline from a point P, on the surface of B to a
far-field reference point o, i.e., as ||r|| = o, ¢ = ¢, = constant,
P = Do = constant, VX ¥ — 0, and Vg — V, the freestream
velocity. Therefore, E(tf) - (1/2)Vy - Vo + (Po/pr), and
Eq. (13) is rewritten as follows:

o — pr,t Py ~
ppip(): / 0,(VX¥)-T(s)ds + 0,¢lp,
F Y]

1
-i-E[Vgo—i—Vx\I‘]-[qu—i—V)(‘Iﬂth—Vm-Voo
(14)

Free-vortex sheets

S, € Sw(r, 1) with
vorticity y(r, 1)

Swir, 1)

Bound-vortex sheet

Then, the pressure jump across the lifting surface at a point is defined
as the difference between the pressure below the vortex sheet (point
L) and the pressure above the vortex sheet (point U), i.e.,
Dp = (p), — (p)y. After some algebraic manipulations, Dp is
given by

Dp

U ~
/ 3,V X W) - T(s) ds + 0,0l — 0,0l,]
PF L

1
+§[V(p+Vx\I’]'[V(p+V><‘I‘]|U
1
—§[V¢+VX‘I’]~[V¢)+VX‘I’]|L (15)

On the other hand, Joukowski’s method requires splitting the force
vector into two parts: a quasi-steady F* and an unsteady component
F". The steady and unsteady contribution of a differential vortex
filament dp of circulation I'(¢) is computed from the Kutta—Joukow-
ski theorem [53] as

Fs = pD(0)[V(r.1) x T(s)ds] and
F' = pred T(D[V(r, 1) x T(s)ds] (16)

where d,(-) stands for total derivative with respect to time, V(r, f) is
the local flow velocity evaluated at the center of the vortex filament,

V(r, 1) = V(r,1)/||V(r, )| is a unit vector along the direction of the

local flow velocity, c is the airfoil chord, and, as before, T (s) and s are
the unit tangent vector and arc-length coordinate along the vortex
filament.

Although we have introduced two different approaches to compute
aerodynamic loads, the sections dedicated to calculating aerody-
namic loads on a discrete setting and their linearization will only
deal with the method based on the unsteady Bernoulli equation.

B. Unsteady Vortex-Lattice Method

In the nonlinear UVLM, originally developed by researchers at
Virginia Tech [51,54,55] and at Israel Institute of Technology
[41,50,56], the continuous bound-vortex sheets representing the
boundary layers are discretized into a lattice of short straight-vortex
segments of circulation I'(7). These segments divide the surface of B
into a finite number of area elements (or panels), hereafter denoted by
B. The model is completed by joining free vortex lines, representing
the wakes, to the bound-vortex lattice along the sharp edges where the
separation phenomenon occurs, such as trailing edges, wing or blade
tips, and leading edges (LEs) eventually. Whereas the locations
where separation occurs are considered user-input data, the distribu-
tion and position of vorticity in all free-force wakes are determined as
part of the solution. In Fig. 1, we present an example of a mesh for the
bound-vortex and free-vortex lattices for an extremely (X) high-
altitude long-endurance (HALE) unmanned air vehicle (UAV). An
aerodynamic grid .4; representing the lifting and nonlifting surfaces
associated with a body i is a geometric decomposition of its boun-
dary, 0B3;, into a finite set of cells (area elements, panels, or boundary

elements) A; = {Bi}, such that, A = | J*, A; and A; = Uiv:’l' Bi,

Free-vortex lattices
or wakes

Starting vortex

Bound-vortex lattice

Fig.1 Schematic representation of a bound- and free-vortex sheets/lattices.
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where N is the number of bodies, and N, is the cardinality of
A;, ie., card(A;) = N, . Then, the total number of panels used
to discretize the whole surface of B is determined as N, =
Z?fl N ,p,- In addition, each pair of cells belonging to the ith grid
must meet the following conditions:

DIfBiN B’ for k # j is exactly one point, then it is a common
vertex (node) of B’ and B’

2)IfBi N B’ for k # jis not exactly one point, then it is acommon
facet of B’ and B’ (edge in two dimensions).

Although quadrllateral elements (QF) are commonly used in VLM
implementations [41], the use of triangles (TE) and combinations of
QF and TE is spreading due to the versatility and potentiality provided
by FEM meshers to generate geometric decompositions of very com-
plex domains [15]. These area elements are used to impose the non-
penetration condition on their geometric centers (the so-called control
or collocation points, CPs). It should be mentioned that here, nonlifting
surfaces are only considered to set a constraint on the flowfield by
means of the nonpenetration condition. In this regard, the extra dis-
tribution of vorticity on the nonlifting bodies will prevent the flow from
penetrating the solid boundaries and, therefore, follow a path tangential
to them. Furthermore, when nonlifting surfaces are closed bodies, it is
important to note that having as many vortex rings as surface elements
constitutes an ill-conditioned problem. Such an issue can be easily
repaired either by removing at least one vortex ring or by using other
boundary elements (see [41]).

As mentioned above, the edges of these boundary elements are
represented by straight, finite vortex segments of circulation I'(z),
whose contribution to the velocity field is computed through a
discrete version of Eq. (11):

r ) (ry %) (I + i)
Vi(r 1) = —2
" = e Tl Tl & 1 -r2) + Golel?
_%Z)B S(r. 1) (17)

where ry and r, are the position vectors of the point where the velocity
is being evaluated relative to the ends of the straight vortex segment,
u =r;—r, and §, is a cutoff parameter, which is introduced to
remove the singular kernel of Eq. (11). Although introducing the term
(8. - |1) into Eq. (17) is interpreted as essentially an ad hoc technique
[57,58], it has been proven to work satisfactorily well in practice.
According to Grasso et al. [59], some guides to select the §.-param-
eter are from 1 to 10% for wake roll-up computations and 0.01% for
bound-vortex calculations. From now on, superscript d will represent
a discretized scalar/vector field.

According to the theoretical description presented in Sec. ILA, itis
clear that we have two PDEs associated with our problem: i) the
Laplace equation together with Neumann BCs for the scalar potential
@(r, 1), and ii) Poisson’s equation for the vector potential ¥(r, r).
However, most UVLM implementations consider the Laplace BVP,
but they use the B-S law together with the Neumann BC for comput-
ing velocities and solving for the circulations on the lifting and
nonlifting surfaces. To this end, the nonpenetration condition leads
to a linear algebraic system regarding the unknown vortex circula-
tions on the discretized surfaces of 5. Such an approach, where we
avoid solving Laplace’s equation and use Poisson’s solution instead,
is only possible at the discrete level due to the equivalence between
doublets (or dipoles) and vortex loops of constant circula-
tions [41,60].

1. Aerodynamic Influence Coefficients

The specification of the nonpenetration condition at each CP of A
results in a linear system of algebraic equations (generally with time-
varying coefficients). The unknowns are the circulations around the
individual bound vortex segments; however, the linear system can be
rewritten in terms of vortex ring circulations G;(7), which substan-
tially reduces the size of the problem [51]. Such vortex rings are
obtained by considering each panel to be enclosed by a closed loop of
vortex segments having the same circulation. Hence, each straight

segment is formed from two loops. Under these assumptions, the
fore-introduced linear system takes the following form:

Npp

AMG(N) ~RHS(1) = Y " ay(NG,(0) +[V& + Vi (ri.t) = Vi(ri.1)]
j=1

i ()=0, i=12,....Npy (13)

where a;;(1) are the aerodynamic influence coefficients, i, is the unit
vector normal at the ith control point, A(f) € RN»*Np is the aero-
dynamic influence matrix, G(f) € R¥»*1 and RHS(7) € RV»X1 is
the right-hand side, which collects the contributions of the wake,
freestream, and body velocities along the normal direction at each CP.
It should be stressed that the aerodynamic coefficient a;;(z) repre-
sents the normal velocity component at the control point of the ith
element associated with a vortex ring around the jth element having
unit circulation.

Because mechanical/aeronautical systems are generally modeled
as a collection of flexible and rigid bodies, the aerodynamic influence
matrix can be split into different submatrices according to the follow-
ing: i) the influence between panels belonging to the same aerody-
namic grid A,, and ii) the influence between panels belonging to
different aerodynamic grids, e.g., A, and A,. Each aerodynamic
coefficientin Eq. (18) can then be calculated by means of the function
In(B!,BY): A, x A, = Rforp,g=1,...,N,,

4

1 -/ i o A
I}’l(Blp,B{/j) = |:EZB - S(r'{.karé,k)i| ‘R = IH(BIP,B;{) “n;

19)

where In(B, BY): A, x A, — R*, and |  and r} , are the position
vectors of the control point of the ith panel BY € A,, where the
velocity is being evaluated relative to the ends of the kth straight
vortex segmentuk = r1 = r’  belonging to the jth panel Bq €A,
It should be noted that generally In(B},BY) # In(BY, Bl" ) for
p,q =1, ..., Ng. Consequently, the matrix A (#) is nonsymmetric.
Additionally, empirical evidence suggests that such a matrix may
lose its strictly diagonal dominant feature due to large motions/
deformations that could lead to large off-diagonal values. In other
words, panels that were relatively far apart in the initial configura-
tion can become significantly closer together after large motions/
deformations. In this regard, the linear algebraic system of equa-
tions (18) can be solved by using any direct method such as LU
decomposition, Cholesky decomposition, or Gauss elimination.
Iterative procedures like Jacobi and Gauss—Seidel (G-S) require,
on the other hand, that certain conditions be satisfied on A(¢) or
their associated iterative matrices, M; or M _g. A sufficient con-
dition for Jacobi and G-S to converge to a unique solution is that
A(1) is strictly diagonally dominant. Unfortunately, as mentioned
above, the matrix A (7) can lose this property due to large deforma-
tion of the lifting surfaces, and therefore this criterion can no longer
be used. Another option is to check if the iterative matrices M or
M ;_g are convergent (a necessary and sufficient condition), i.e., the
spectral radius p,(M) < 1 or |M]|| < 1 for any natural matrix norm.
Due to the nature of the matrix A (¢), there is no general result so far
that allows the use of iterative methods for solving the linear system
in UVLM-based implementations; therefore, this condition must be
verified each time this matrix is updated. After solving the linear
algebraic system for the unknown ring circulations G;(t), we can
compute the velocity induced by all the bound-vortex lattices .4 on
an arbitrary point r; as follows:

Ny

4
Z ("1k7"zk)—ZG(t)In(r,,B)
=1

(20)

Ny
VB(ru[ = Z
j=1
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2. Free-Vortex Lattice Convection
LetV; fori =1, ..., Ny also be a set of cells V; = {Li} repre-

senting the wake shed from the sharp edges of A; € A, suchthat) =

/ Nopuw, i .
Ui\gl V; and V; = (J,2Y ® L, where Ny, < N is the number of

lifting surfaces, and N, (f) = card(V;) is the cardinality of V;.
Then, the total number of free-vortex rings at time ¢ is determined
asN,, (1) = vazwl N, (1). It should be noted that the cardinality of
each “wake set” increases with time at a constant rate, indicating in
turn that the number of vortex rings in the free-vortex lattices
increases with each time step (the shedding process). Once the
circulations G;(t) are calculated, the wakes are convected to their
new positions, and new vortex segments shed from the SZs are
propagated into the free-vortex lattices. According to Sec. IL.A.3,
the spatial evolution of the corners of a vortex segment belonging to
L is computed by evaluating the integral Eq. (12) at the local fluid
velocity. For this purpose, the integral Eq. (12) is rewritten as a system
of uncoupled ordinary differential equations (ODEs):

dr()

o =V (D), node =1,...,N,,(1) (21

node

where the subscript “node” was introduced to refer to the corners of a
vortex segment, N, (¢) is the number of aerodynamic nodes in )V, and
Ve e (®) = Vi (Fooges ) + V& (Fuoges ) + V4. The vector V4, (1)
collects the contributions from all surface vortex rings Bi, all free-
vortex rings L;, and the freestream velocity. Because all the quantities
involved in Eq. (21) are functions of time, the question of which
instantaneous quantities to use in the approximation is raised. There
are several options; for example, one can use the quantities that were
calculated at the previous time step, the present time step, or their
averaged values for the two-time steps. In all cases except the first,
iterations are needed, which increase the computational cost. Kandil
etal. [61] showed that explicit one-step methods are stable, and there
are few differences in the computed results when compared with
higher-order procedures. In this respect, here we use an explicit first-
order method to propagate the wake:

rnode(l + At) ~ rnode(t) + Vgode(t)At (22)

where At is the time step. From a computational point of view, the
convection of the wakes is the most expensive step in any UVLM-
based code implementation. Specifically, the velocity V“fV ateach L}
node is obtained by adding the contributions of each elementin V. As
a consequence, the number of operations performed by the B-S law
during the wake convectionis O(N p,, (£)?). In this regard, we can say
that the O(N?) nature of the problem and the time-dependent cardi-
nality of V are directly responsible for the wake convection becoming
a very time-consuming step.

3. Aerodynamic Loads (Discretization)

Here, we present the discrete version of Eq. (15) and how its
different terms are handled to be computed in a simple way. For a
detailed explanation of Joukowski’s approach, the reader is referred
to [62].

First, we recall that the pressure jump given by Eq. (15) is
expressed in terms of a scalar potential @“(r,f) and the vector
potential W4(r, f). Without loss of generality, we have assumed that
the velocity field is mainly split into two parts: V4§ + V< associated
with Vg4, and V¢, associated with V x W¢. However, the unsteady

term due to the vector potential [0,(V x ¥9) - T(s) ds is extremely
difficult to handle in this form. By invoking the equivalence between
a doublet and a vortex ring of constant circulation, we can consider
the contribution of the free-vortex lattice as an analogous contribu-
tion of a discrete distribution of doublets (or dipoles) [63], then,

U ~ U ~
/ 3,(V X W) - T(s) ds = [ AT ((5). )]l ae - Ts) di
L L

— 0, / VI (5). Dl - dr(s)
L
= 6,1//‘1(1‘, t)|U - at‘l/d(r’ t)|L (23)

where Vi is a discrete scalar potential and V¢ is simply the
velocity due to the wakes. After some algebraic manipulations, the
discrete version of the unsteady Bernoulli equation can be expressed
as

Dp?
—F = [(atf/’d + ar‘//d)|U - (at§0d + atl//d) I.]

1 1
+§(V;£+V$).(Vg+V$)|U—§(Vg+V¢).(V;ﬁ+V¢)|L,

1
= [(ar(pd + atl//d)|U - (6t(ﬂd + arl//d) L]+ E(Vlljj : V?] - Vﬁ : VZ)
(24)

where D p? is the discrete pressure jump, V¢, = (V4 + V)|, and
V¢ = (V4 + Vd)|,. Evaluation of V,, requires using the equiva-
lence relationship between doublets (or dipoles) and vortex rings
of constant circulation [60]. Such equivalence allows us to
compute the velocity contribution of each discrete vortex element
B, € A; c A by using the B-S law. To keep the notation as com-
pact and clear as possible, from now on, we will drop the super-
script “i” and refer to a kth vortex element in A and V as By and Ly,
respectively.

Because the nonpenetration condition must be satisfied at each
control point CP,, the fluid velocities computed relative to the lifting
surfaces at the bound lattices do not have normal components. There-
fore, there is a jump in the tangential velocity across each B equal to its
circulation per unit length. As a result, the last term on the right-hand
side of Eq. (24) can be computed at a control point CP;, as follows:

(V§ -V =VE. Vi), =2ve - AVY (25)

where V4 = V4 + Vi, + V<, is the “mean” velocity, which
does not recognize the presence of the local vorticity, and AV;(’
represents the jump in the tangential velocity across By. The last term
can be evaluated by considering three cases: a rectangular panel, a
parallelogram panel, and a general panel (see Ref. [51]). For a general
aerodynamic panel B;, the jump in the tangential velocity AVf is given
by

1.
AVE = - [fi; xT] (26)
Ay

where A}, is the panel area, 12, is the unit normal vector to panel By, and
r,=205 Z?:l ['jo; (see Fig. 2). Different definitions for vector I'y
are possible depending on the approach adopted. Here, we mostly
follow the implementation proposed by researchers at Virginia Tech,
where vectors @ ; traverse the panel in a clockwise direction (same as
G), and the circulation I'; associated with each  ; is determined as the
difference between the ring circulations of the panels sharing such a
segment.

On the other hand, the first term on the right-hand side of Eq. (24) is
derived from a multivariable Taylor expansion of ¢%(r,f) and
w(r,t) around r and 1, i.e.,

@l(r+ Ar,t + Af) = ¢4(r, 1) + Vi (r, 1) - Ar + 0,0 (r, H) At
+ O(|Ar|1?, || Ar||At, Af?) 27)
where Ar is an arbitrary but small displacement vector. In

what follows, we present a procedure to find an expression for
9,01Y, and the same procedure applies for d,y?|Y. Without loss
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Fig.2 Definitionofw; andI';for j =1, ..., 4associated with a generic
aerodynamic panel B, € A.

of generality, let us assume Ar = VAt for a fluid particle moving
from a point 7 to r + Ar during a time step At. Then it follows from
Eq. (27) that

d d
4 _qa(r—}—Ar,t—i—At)—go(r,z)_ 4 ﬂ
0 (r,1) = Az Vo'r.n) -
1
+ EO(HAVAtHZ, |AVAL||At, AF) (28)

Taking the limit for Ar — 0 and considering a convenient choice for
Ar (apoint fixed either just below or just above a CP; in .A), Eq. (28)
becomes

d _d
0,9 (r. 1) = lim 2 (r+ Ar.1+ A1) — ¢(r. 1)
Ar—

T d
0 At iltTOV(p (r.0)

Ar
P i 2
A T im O(IVIFAL [[VI|Az, Ar),
D(pd
=— - V‘f r,t)-V 29
Pt » [/( ) P ( )

where P represents the point attached to the moving lattice A,
D/P(-) is the “substantial derivative” of @?(r, 1) following a point
fixed to A (not a fluid particle), and V is the velocity of the point P
fixed to \A. In a similar fashion, 0,y (r, t) is found to be

~Vi(r,1)-Vp (30)

by
oyl(r,f) = ——
e (r, 1) Pt |

Curve Cy(s)
)

Leading edge

Trailing edge

§ eyl 1+ dC(5) = Gatr)

for every curve Cj(s)

a)

I'Le(t + Ar)

Next, let us define the two points fixed to .4, one just above (U) and
the other just below (L) the control point CP, (see Fig. 3a). Such two
points have the same velocity as the control point itself [i.e.,
Vé(rp) = V¢(rp)]. However, as mentioned before, there is a jump
in the tangential velocity of the air flowing across the bound vortex
lattice; hence, the fluid velocities at these two points differ. Recall-
ing that (V& + V)|, = V¢, and (V& + V)|, = V¢, we can now
compute (3,¢¢ + 9,y ?)|¥ as follows:

5)
0,9 +y Ny — 0,(p + vy, = a[((p" +yHly
— (@ +yN| ] - AV Vp (31)

The first term on the right-hand side in Eq. (31) can be estimated
with the help of Stokes’s theorem. However, we need to be careful
about its use here because any path that goes from a point (L), just
below the CPy, to another point (U), just above CP;, encloses a
domain with a discontinuous interface, i.e., the bound-vortex
lattice. Following the same procedure used by Xia and Mohseni
[64], it can be shown that Stokes’s theorem for a domain containing
a discontinuous surface, like the one we have here, keeps its
original form. On this basis and recalling that ¢“(r,f) and
w(r, t) are scalar potential functions, it follows that

(@ +u Dy — (! + D], = gﬁa V! - 40 =T
(32)

where C(s) is a curve that goes from the point on the lower side of
the vortex lattice around the leading edge to the same point on the
upper side of the surface (see Fig. 3a). If there is no wake shedding
from the leading edge, circulation I'(#) in Eq. (32) has the same
value as the circulation G(#) for the loop enclosing the control
point; hence, at CP;, we obtain

)
[0:(0" + w)|y = 0,(9 +yw)| ]k = 5, KD = AVE- Ve (33)

In most of the UVLM-based codes, the “substantial” derivative
(B/Pr)G,(r) is approximated by a first-order finite difference as
follows [13,18,51]:

b N G (1) — Gi(t — Av)
DtGk(l) R Ar

(34)
where At is the time step to obtain the numerical solution.

If there is flow separation from the leading edge of the wing, the
curve C(s) in Eq. (32) also has to enclose the wake that is being shed
from the LEs (see Fig. 3b). At this point, we must distinguish

I'@t)

ry(t + Ar)
9\9-3—3—3%

CP; Trailing edge wake

Fig.3 a)Schematic of different paths used for computing D/D¢[(p? + y?)|y — (¢ + w?)| . ]-b) Leading-edge wake treatment in two-dimensional flows.



Downloaded by 2001:700:200:f120:40e2:6a73:4aa:3d5d on February 15, 2025 | http://arc.aiaa.org | DOI: 10.2514/1.J063693

3864 HENTE ET AL.

between two- or three-dimensional flows. For two-dimensional
problems, the intensity of the discrete vortices shed from the LEs
can be estimated as ' g(1) = (1/2)KV2ZAt. K is a user-defined
reduction parameter used to fit experimental results, and V, is the
velocity of a fluid particle located at the separation zone, known
from the previous time step. Since the intensity of the vortices
within the wake does not change with time, the only vortex that
contributes to the substantial derivative is the one located on the
leading edge at time ¢:

k
Py kO -T=A) _Tip() | er(t) ST — A

br At At = At

(35)

where I';(#) is the circulation of the jth vortex belonging to A and
enclosed by the curve C(s), and I' g (#) is the circulation of the last
vortex shed from the LE € A (see Fig. 3b).

In three-dimensional flows, the LE vortex system can be repre-
sented by discrete vortex lines similar to those used for the trailing
edge wakes [13]. The circulation Gy g ;(7) at time  of each new panel
shed from the leading edge comes from its adjacent panel B; on the
bound vortex lattice, i.e., Gy g j(f) = G(t). Once the vortices are part
of the wake, their intensity no longer changes with time. Since we are
using a representation based on vortex rings of constant intensity, it
can be shown that I'(¢) in Eq. (32) has again the same value G () for
any path C(s) going from a point below CP;, to another point above
CP,. (see Fig. 3a).

Introducing Eq. (25) and Eq. (33) into Eq. (24), we obtain the
pressure jump for the panel B, as

5)
Dp{ = ppVe - AVE + pp B Gi(t) — ppVy - AVY

b
= prlVe = Vil - AV + pp 5 O+ (36)

Finally, the vector force on the boundary element By is calculated as
the product of Eq. (36) times the element area times the normal unit
vector located at CP;:

fi = Dp{Aiy 37

C. Linearization of the Aerodynamic Loads

This subsection presents a procedure to linearize the aerodynamic
loads equation (36). The computation of D f;, is fundamental to carry
out several complex studies, such as nonlinear aeroelastic analysis
considering implicit time integrators, sensibility analysis, and flight
dynamic studies, among others.

In this work, we use a standard approach based on a Taylor
expansion of Eq. (36) to obtain the tangent or sensitivity matrix
associated with f. To this end, Taylor’s approximation for f;, on
control point CP; of B, € A s given by

S+ Aqy, s+ Asp) = fi(qi.Si) + Dfi(qr 1) - (Agy, Asy)
+ D2 fi(qi.51) : ((Agy, Asy) ® (Agy. Asy))

3
+0<Z||Aqkll3‘jllAsk||j) (38)

Jj=0

where g, = (r], XT)T; s, = (VI,UT)T; r; and V are the position
and velocity vectors of control point CPp; X = (xT, ...,
x[)T € R3O collects the coordinates of all the aerodynamic nodes
inAUV,U = !, ... ,ul)T € R3O collects the nodal velocities
of all the aerodynamic nodes in AU V; Di(+) fori = 1,2, ...,isa
(i 4 1)-order tensor of type (0, i); Agy, As; € T, R33N are

@,

tangent vectors; “:” indicates double-contraction tensor operation;

® stands for tensor product; and N,,(f) = N,;, + N, (?) is the total
number of aerodynamic nodes in the bound- and free-vortex lattices
at time ¢.

To make the linearization procedure for f; as clear as possible
while setting the expressions up for an eventual computational
implementation, the following is assumed:

1) All vectors (position, velocities, accelerations, forces, etc.) are
expressed with respect to a global (inertial) reference frame £ =
{E\. E;. E5}.

2) The coordinates of each control point are interpolated from the
aerodynamic nodes of the panel to which it belongs via the trans-
formation r, = F(Z,), where F;:R'? — R3 is a surjective linear
mapping represented by a constant matrix B, € R¥*!2, and Z, =
(24 1.2} 5. 21 3. 24)" € R collects the aerodynamic node coor-
dinates of panel B, (see Fig. 4).

3) The velocity vector of each control point CP}, is also interpolated
by means of the linear mapping F; as V; = Bka, where Zk =
(Z41+ 2522243 244)" collects the velocity vectors of the aerody-
namic nodes of panel By,.

4) Position or velocity vectors of the aerodynamic nodes associ-
ated with a panel & are obtained from the global vectors X and U via
the mapping Z; = £,(X) and Z, = £, (U), where £, :R3V:®
R!? is represented by a constant Boolean matrix L; € R!23N:(®,

5) The expansion Eq. (38) is performed at frozen time, so the
overall shape of the wakes does not change during this process,
except for those free-vortex segments located at the separation zones.
Consequently, a linearization of the free-vortex segments at the
separation edges is required.

Since the aerodynamic force on CP, depends on the velocity
induced by all the panels belonging to either the bound-vortex
lattices or the wakes, it is clear that the tensor D’ f; depend on both
the state of the panel k as well as the state of all the panelsin . A U V.
Therefore, we must consider both the variation in the coordinates
and velocities associated with CP; (Case 1, Fig 4) as well as the
variation in the coordinates and velocities of the aerodynamic nodes
associated with all the panels in A U V (Case 2, Fig. 4). However,
due to assumption 5, the state of panels L; belonging to V is
considered frozen during Taylor’s expansion, and thus their
coordinate/velocity variations are identically zero. Under these
assumptions, the dimension of vector Aq, (As;) and Boolean matrix
L, is reduced from (3 + 3N, (¢)) to (3 +3N,;) and from (12 x
3N, (?)) to (12X 3N,,;,), respectively. According to the above, and
neglecting higher order terms, expansion Eq. (38) can be recast as
follows:

Case 1 Panel number &

ad Panel number j
Zi,1 + Azy )

T T r
Zy = (zk.l*“"zkA)
ri =By Zy;
Vi =BrZ

Case 2 Panel number k 2 Panel number j

\
z2j3+Az;3

Fig.4 Cases to take into account to compute D f; (¢, s) associated with By,.
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Filgr + Aqy, s + Asp) ~ fi(qr. k) + Dfi(qi: si) - Aqy
+ Dfi(qr. 1) - Asp = fi(qi, si) + 00 fk(qi. i) - Agy
+ 05 fi(qis Si) - Asy (39)

where 0, f . 0 fr € R>*GNwt3Nw) are second-order covariant ten-
sors. Introducing Eq. (36) into Eq. (39) along with the definitions
forr, and V givenin assumptions 2, 3, and 4, tensors d,, f' and 9 f
can be split and expressed as follows:

0y f 1 - Mgy = [0,(Dp{AAL)] - Agy
= [0,(Dp{Aii )]0 (ry) - AX + [0.(Dp{Aiiy)] - AX
Osfi - Asy = [as(Dp(lgAkﬁk)] - Asy
= [0,(Dp{A)10,(Vy) - AU + [9,(Dp{Asiiy)] - AU
(40)

where 0,(-) € R¥3,0,(-) € R¥3,0,(-) € R¥»Nw_g,(-) € R¥>Nuw,
0,(ry) = ByLy, and 0,(V;) = B, L;. Introducing such a defini-
tions into Eq. (40), we obtain the following expressions for d, f
and o, f;:

0y f 1 - Mgy = [0,(Dp{A B Ly - AX + [0, (Dpi{Ainy)] - AX

=kk.-AX
Oufi - Asy = [av(ngAkﬁk)]BkLk -AU + [au(DPZAkﬁk)] -AU
=kk- AU 41)

where kX, kX € R¥3Nw are identified as the tangent matrices asso-
ciated with the aerodynamic load f; on panel Bk Recalling that

r(v)()_21 l r(v)()®E and axu)()_Z,:lll x(u’)()®Gn
with {Gl ) G3 v, being an orthonormal basis for R3Nw, tangent
matrices kX and kX are furthered split as

ki =kyy+key+ky, and ki =ky, +ky, + ke o (42)

where

3 3N,
[Za (DpDAR]® E,}BkLﬁZ[axwpz)Akﬁk]@Gi,

=1 i=1

3 3N,
[Z 9y (Dpk)Aknk]®E}BkLk + Y [0s(Dp)ARI®G,
=1 i=1
3Ny R
kea =Y _[Dp{o (A ]®G;, and
i=1
3N,

kew=) [DpiAd. ()] ®G; (43)

i=1

The most complicated matrices to evaluate in Eq. (43) are those
related to the derivative of the pressure jump, while k., and k,,, are
straightforward to evaluate because they depend only on the nodal
coordinates of panel By. It should be noted that k,,, and k,,,, are null
matrices due to area panels, and unit normal vectors do not depend
on velocity. Next, we focus on the term d,:(Dp k) the reader can
obtain d,:(Dp¢), 9,,(Dp¢), and 9,:(Dp¢) by performing a similar
procedure. For this purpose, let us consider Eq. (36), so d,: (Dpk)
can be expanded as follows:

0,i(Dp)=ppl0,i V4 1 =0,iVil- AV + [V, = Vi]-0,i(AVY)
+Ear’(Gk(t))

= prl0, (V4,0 40, (Vi ) 0, (V,)]- AV

m.k

+orlVE Vi Ve = Vil 0, (AV")—l— a (G ()
(44)

where 0,:(G(t — At)) is zero because G (t — At) is a quantity
computed in a previous time step and therefore constant. By using
Eq. (20), the terms 0,.(V4 ;) and 9,:(V, ) can be rewritten as

Ny Ny

0, (Vi) = Za (In(r(, B)G, (t)—i—ZIn(rk,B )9,:(G (1))

pu

9 (Viy,) = Za (In(ry. L)GY (1) (45)

Jj=

where GY (¢) is the constant ring circulation associated with the jth
panel belonging to V, and thus its derivative with respect to space
coordinates or nodal velocities is zero, and d,.(In(-)) implies to
compute the partial derivative of the B-S law with respect to the
coordinates of the control point CP,. Here, the partial derivative of
the ring circulation G;(#) is computed implicitly by using the non-
penetration condition Eq. (18), i.e.,

Ny
0, (Z In(ry, B_,.)G_,.(z)) =0, (Vi - hp)
j=1

Ny
Zln(rk,B)a (Gj(0) =0, (Ve ) - iy + Vi, - 0. (diy)
Jj=
Ny
= 0,(Un(r. B))G,(1) (46)

J=1

Equation (46) can be reformulated in matrix form by letting the
index i go from 1 to N ,;,, thus obtaining the following expression for
the partial derivative of all the ring circulations with respect to 7/ in

A:
0,(G(1)) = A(D)~'[RHS{(7) — 9,: (A(1))G(7)] 47)
where

RHS{(1) = (0, (V& ) - Ay, ... 04V, ) - g ...
0 (Viyw,,) " fin,)" (48)

The last term left to deal with is 9,: (AV¢). Considering Eq. (26), the
partial derivative of the jump in the tangential velocity across panel
B, with respect to r' is given by

[, X Ty [0,i(7) XTy] [y X 0,:(T)]
A2 9n(Aw) = A, - A,

- 2/1 [nkaa (T )w:| (49)

where 0,:(Ay), 0,:(fi;), and 0,:(w;) are zero because they do not
depend on coordinates of CPy. On the other hand, as I'; is calculated
by subtracting the vortex ring circulations of adjacent panels, its
derivative with respect to ri is straightforward to obtain once
Eq. (47) is solved. As an example, let us consider I'| =
G, —Gy_; (see Fig. 2), then its derivative is directly
0,i(I') = 0,i(Gy) — 0,1 (Gy).

ar’ (AVZ) ==
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The equations listed above [Eqs. (45-49)] show the details behind
the calculation of the derivative of the pressure jump across panel By
with respect to the control point coordinates CP;. Similarly, to
calculate the derivative of D p¢ with respect to x’, v/, and u’, we need
first to compute the following quantities:

ax"(vdw_k : ﬁk) = V‘viv‘k . a.xf (ﬁk)v 0vf(V‘5v‘k . ﬁk) =0,
au‘(vll//iv.k : ﬁk) = 07

00 (Ve -fp) = V4 -0u(iy), 0,(V?-hy) = E; - iy, and

0, (V¢ - 1) =0 (50
which in turn allows us to obtain d(.,(G(¢)) by means of the following
formulas:
0,(G(1)) = A(H)'[RHS! () — RHSL(?) — 0, (A(1))G(1)],
0,(G(1) = A(~'[RHS}(1]. and 9,,(G(r) =0 (5D

where

RHS?(’) = (V“i/,l Oy (ﬁl),,,.,V“fV'k <Oy (ﬁk),---’vlviv,/vp,, <Oy (ﬁN ))T

pb
RHS) (1) = (V{0u(ii)).... . V{04 (i) ... Vi -0u(iiy,))"
RHS|()=—(A,-E;..... - Ep....hy, - E)T (52)
Finally, we obtain the value of all the necessary derivatives to

compute the tangent matrices associated with f;. They are listed
below:

Npp Npp

04 (V§,) =Y 0u(In(ri, B))G;(1) + ) In(ry, B))9,(G;(1)),
j=1 j=1

N,y

9, (V§,) =Y In(r. B))d,(G(1)).
j=1

0,(V ) =0,

1 . 1 o
0, (AVY) = _P[nk x Ti]o,i (Ag) — Xk[ax' (1) x Ty,
x
1 4 4
TN {ﬁk X Y (0uT)w; + fiy x Zr,ax,(wj)},
j=1 j=1

1 ) 4
0, (AVY) = — " |:n KXY 0y (r_,-)m_,},
j=1
0, (AVY) =0 (53)

The linearization procedure presented above to evaluate the local
tangent matrices associated with a panel B, € A must be applied for
each panel on the lifting surfaces of 3. Then, two global tangent
matrices are obtained by assembling the local tangent contributions
as

K, = A(kY) (54)

K, = A(kL) (55)

where A(-) represents the assembly operator. It should be noted that
both the calculations described throughout this section and the
assembling procedure depend on the available data structure and
programming paradigm. Algorithm 1 is a general algorithm for
computing the global tangent matrices associated with the aerody-
namic loads acting on B.

Algorithm 1:  Standard algorithm for computing K, and K,

for k = 1to N, (consider only the lifting surfaces € A; if any)
fori=1toN,,
Compute 9,i (A;),
Compute 9, (),

Compute d,i (w;) for j = 1, ..., 4 associated with By,
Compute 9,i(In(ry, B;)) for j =1, ..., N,
end

for i = 1 to 3 (Consider only control point coordinates of panel k)
Compute 9,: (In(ry, Bj)) for j =1, ..., Ny,
Compute 9, (In(ry, L;)) for j =1, ..., N, (1),

end

end _
Compute RHS( () [Eq. (48)]
Compute RHS! (1), RHS}(¢), and RHS(7) [see Eq. (52)]
Solve the linear algebraic systems Eqgs. (47) and (51)
fork =1t N,
fori=1toN,,
Compute 0,:(V§ ) [see Eq. (53)]
Compute 0,;(V¢4, ) [see Eq. (30)]
Compute d,:(V¢) [see Eq. (30)]
Compute 9, (AV¢) [see Eq. (53)]

end

fori=1to3
Compute 9,: (V4 ,) [see Eq. (45)]

Compute 9,:(V4 ) [see Eq. (53)]
Compute 0, (V4 ) [see Eq. (45))
Compute 9, (AVY) [see Eq. (49)]
Compute 9, (AV¢) [see Eq. (53)]

end

Compute d,(Dp¢), 0,:(Dp{), and d,,(Dp¢)

Compute local tangent matrices kX and k% [see Eq. (42)]

end
Assembling global tangent matrices K, and K,

III. Aeroelastic Model

One possible application of the presented aerodynamic lineariza-
tion is the calculation of aerodynamic tangent matrices within a
strongly coupled aeroelastic framework. Therefore, this section
presents the implementation of the linearized aerodynamic loads into
our aeroelastic framework, which relies on the combination of a state-
of-the-art nonlinear structural model developed by the authors
[30,65-67] and the UVLM [16]. The nonlinear governing equations
are then iteratively solved with Newton’s method, which requires the
computation of the Jacobian matrix for the system’s equations. This
includes not only the derivatives of the structural loads but also those
from the aerodynamic loads. Our proposed approach for calculating
linearized aerodynamic loads, i.e., computing Eq. (42), is, in general,
suitable for any nonlinear aeroelastic framework using gradient-
based solution procedures. In the following, we briefly summarize
the main ideas and the governing equations of the resulting aeroelas-
tic problem. Further and more extensive details of our formulation,
including theoretical aspects, are still ongoing work and, therefore,
will be published in the future.

Our structural model is intended for nonlinear static and dynamic
analysis of mechanical systems consisting of rigid and flexible
structures made of single- or composite multilayer and hyperelastic
materials. The formulation relies on a rotation-free multibody system
formalism and the finite element method (FEM), which is presented
in the total Lagrangian description, and builds upon a primal-dual
formulation, including generalized coordinates and velocities. More-
over, our approach can easily handle nonconservative systems that
arise in the presence of dissipation mechanisms, nonholonomic (non-
integrable) constraints, and nonconservative loads.

The adopted variational formulation for rigid and flexible bodies is
given by
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/ [6v - [L(v; 1) = L(x; )] + 6x - [ (x; 1) — £U(r) + i(v; 1)
B()
+ HT(x;1) - A()] + 6A - h(x; 1)]dB, (56)

which comprises the momentum compatibility equation, the
dynamic equilibrium equation, and the constraint equation. The first
one is required for relating the state variables, i.e., position and
velocity. Note that x(0; f) € X C R? is the spatial position vector,
and v(0;1) € V C R3 is the velocity vector of any material point.
These specific quantities depend on the chosen canonical model;
ox € T, X and év € T,V are their admissible variations. 3, is an
open subset of R’ described by reference coordinates 6 =
{6', 6%, 63}; fi" is the vector of internal force density defined through
the identity [ &x - f"(x;1)dBy = [ SE(x;1): S(E; 1) dBy, with
E standing for the Green—Lagrange strain (tensor) measure and S
representing the second Piola—Kirchhoff stress (tensor) measure.
Both are related through the internal energy functional W™ by
S(E;t) = 0g W, (E; 1) for any conservative (hyperelastic) material
model. Logically, the internal force density for rigid bodies vanishes.
The vector of conservative external body force density is indicated by
S 1(v; 1) is the velocity-based momentum density and I (x; ¢) is the
corresponding position-based momentum density; I (v; 1) describes
the time rate of the velocity-based momentum density and represents
inertia forces/moments; A € R" is the vector of Lagrange multipliers
required to enforce the holonomic kinematic constraints given by h €
R and 04 is its admissible variation. Finally, H € R"*3 is the
Jacobian of the constraint equation.

For the present work, we consider two canonical models, i.e., the
rigid body and the geometrically exact beam, whose kinematics is
entirely described by a director-based parameterization and, thus,
avoiding the typical singularities of rotational degrees of freedom.
Moreover, we describe the governing equations in terms of gener-
alized coordinates g(t) € Q and generalized velocities s(f) € S,
with the base manifold Q X § = R"” X R”. Thus, it is necessary to
define a constraint map k: Q — R™ such that h(q; r) = 0 to restrict
the dynamic to the submanifold Q" ¢ R"™" c Q =~ R". In combi-
nation with the total Lagrangian description adopted here, this
setting allows to maintain important physical features, i.e., the
objectivity of the continuous/discrete strain measure under rigid
space transformations and the path independence of the continuous/
discrete formulation under the action of conservative loading
[29.30.68-70].

The first canonical model, which is very rich in kinematic con-
cepts, is the rigid body whose spatial position and velocity maps are
given by x,,(0;1) = x(t) + 6'd,(t) + 8*d,(1) + 63d;(f), and
0,,(0;1) = v(t) + 0'w, (t) + Pw,(1) + Pws(¢), in whichd; € R?
for i € {1,2,3}, the directors, are three mutual orthonormal unit
vectors. On that basis, any orientation can be described by the rotation
tensor R = d; ® E' € SO(3), in which E' for i € {1,2,3} is the
standard Euclidean cobasis. Note thatx € R is the position vector of
areference point. The velocity is defined by the translational velocity
of the reference point, v € R3, and three director velocity vectors
w; € R3. The set of parameters @ = {6', 6, 8°} is chosen in such a
way that@ = 0'd, + 6*d, + 6°d; describes the position of any point
of the body with a reference volume 13, relative to x. The generalized
coordinate and velocity maps for the rigid body are ¢q,,(f) =
(i(t)v d] (t)v dZ(I)v d%(t)) € Qrb = RIZ’ and srb(t) = (ﬁ(t)’ w ([)7
w,(f), w3(¢)) € Q,, @ R'2, and the required constraint map is
defined by the following conditions on the three directors
by (qrpi0) = ({ldi (013 = 131 (di (1), da (D). (da (1) d5 (1)) d (1),
ds(1))).

The second canonical model is the geometrically exact beam
whose spatial position and velocity maps are given by
X (0:1) = X(6°:1) + 0'd (687 1) + 0°d5(6°: 1), and v, (0:1) =
v(0% 1) + 0'w, (6% 1) + 8*w,(6%; 1), in which the set of parameters
0 = {0',6%,6°} is chosen in such a way that § = 0'd, + 6°d,
describes the position of any point relative to reference point x €
R? on the cross section A, with the length coordinate 6° € [0, L],

where L stands for the initial arc length of the beam. Despite that
the kinematical description leads to a two-director formulation, we use
a three-director formulation, which simplifies the derivation of the
governing equations and facilitates defining connections among
beams and rigid bodies. The generalized coordinate and velocity
maps for the geometrically exact beam are qgeb(93;t):(i(93;t),
di(0°:1),d,(67:1).d3(6°:1)) € Qe =R'?, and 5, (67 1) = (8(6°37),
w(63:1), wo (0% 1), ws(63;1)) € Oger ~R'2. Similarly to the rigid
body, the orthonormality condition for the directors must be satisfied
hgeb(qgeb;t) = ({“dl(93’[) ”% - 1}?:1 ’ (dl (03;t)’d2(93;t))’ (d2(03;t)7
d;(0°:1)).(d\(6°:1).d5(6%:1))).

To handle Eq. (56) numerically, we discretize the governing equa-
tions by spatially approximating the state variables (generalized
coordinates and velocities) by means of the finite element method.
Particularly, we adopt a low-order isoparametric approach with low-
order Lagrangian functions. The semidiscrete equations are then
temporally discretized using an implicit time integration method
based on discrete derivatives [30,31]. This integration method
ensures the preservation of linear and angular momenta as well as
the preservation of total energy in the absence of external loads. In
essence, the time integration scheme relies on the midpoint rule and
the “average vector field” method. Then, the contributions due to the
momentum equivalence and the dynamic equilibrium are evaluated at
the time instant 7 = t,,(;/2) whereas the contribution due to the
constraint is evaluated at the time instant ¢ = ¢, ;. Concomitantly,
the admissible discrete variations are (85,1(1/2)> 8qu-+(1/2)» OAnt1)-
The final discrete form of Eq. (56) is given by

6§n+(1/2) = 088,102 (160, 8011) = 1@n, Gns )] + 84011 )2)
MG Su) + I G )
- {feXt,C + fem.nc(én’ &nJrl ) *eru §n+l)} + [AIT(&VH énJrl)
'j'n+(1/2)] + 8hyr  h(Gns1.3,) =0 (57)

which is solved for the unknowns at the time instant 7, . In Eq. (57),

the discretized variables/terms are represented by the notation (T).

Furthermore, the mechanical model incorporates nonconservative

external loads, fe’“’"c, which allows for the integration of aerody-

namic loads, to encompass the adopted UVLM.

A crucial aspect of combining numerical structural and aerody-
namic models lies in the strategy employed for the information transfer
between their meshes. In this work, we transfer the aerodynamic loads
coming from the UVLM, see Eq. (37), into our structural model,
stating that for any time ¢, the virtual work done by the aerodynamic
loads, f', at the control points on the aerodynamic mesh, r, should be
equal to the virtual work done on the nodes of the structural mesh

through the discrete generalized aerodynamic forces f&“ € R:

Npp

> o fuX.Ust,) =84 fG.5.,) =0 (58)
k=1

Furthermore, the spatial coordinates of any point on the fluid domain
can be mapped into the configuration space of the structural model
using a linear surjective vector-valued mapping function y”, i.e.,
w'iq—>r,as

r(n) =y’ (q(n) (59

Applying Eq. (59) to both, the discretized aerodynamic and discretized
structural domains enable us to represent the coordinates of each
control point r;, with the discretized generalized coordinates of the
canonical model using the subsequent weighted form:

Nous
W) =D i) @) (60)

i=1
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Fig. 5 Coordinate mapping taking into account geometrically exact
beams.

in which r;; = ry is the control point k position vector in terms of the
generalized coordinates ¢; of node i, and N,,; denotes the number of
discrete nodes of the structural mesh. The rigid body and the geomet-
rically exact beam element share a common configuration space based
on a three-director formulation. In this context, r; ; can be expressed as
follows (see Fig. 5):

rei(@itn) = %,(t,) + ELdy (1) + E,dy (1) + & i ds i(1,)
= J%i(fn) +&i(1y) (61)

where 5{',( = (r(0) —J%i(())) -d; ;(0) for j€{1,2,3} are relative
coordinate parameters that denote the distance between control point
k and the reference point in the director system at time instant ¢ = 0.

The weighting factor w; in Eq. (60) accounts for the influence of
the generalized coordinates to the aerodynamic control points based
on the initial spatial distance between them, i.e., y;; = ||€.;(0)|| =

|lr(0) —JAE,-(O)H. To determine these weights, we utilize a radial-
based bump function for all points and/or nodes on the fluid domain.
The bump function is a compact support C* function defined as
w(y) = exp[—(1/1 = x*)] for x = (y/¥rr) € (=1, 1) and w(y) = 0
otherwise. Note that y,.¢ represents a user-defined fixed search radius
that serves as a distance threshold, limiting the range of interest in
transferring information among the models. Furthermore, incorpo-
rating Eq. (59) and Eq. (60) into Eq. (58), we obtain

Nop e\ T R
59 - [;{(ag_q) fiX,U; t,,)} -G8 z,,)} =0 (62)

By applying the fundamental lemma of the calculus of variations, we
can derive the following expression for the vector of discrete gener-
alized aerodynamic forces:

. Npp e\ T
e s g t,.)=2{(a:;’—A) . fk(X,U;t,,)} (63)
k=1 q

Continuing with Eq. (§7) and employing the fundamental lemma of
variational calculus again, considering arbitrary nonzero variations

(88, 84, 5A) and reordering, we obtain a system of vector-valued
nonlinear equations denoted by g as follows:

8(q.5. 1)1

1)+ ™ @ — (7 + 1 @)+ F7 @6+ AT @) -4
= 1(5)-1(g)
h(é) n+1
—o (64)

where the first equation represents the discrete dynamic equilibrium,
capturing the balance of forces acting on the system. The second
equation corresponds to the momentum compatibility, and the third
one represents the discrete constraints. While we do not explicitly
express the specific dependencies arising from the employed time
integration method, denoted as (§,,, §,i11>Sus Sps1» irH»(l /2)), as out-
lined in Eq. (57), we remind the reader to consider them in Eq. (64)
and the equations herein. The subscript “n 4 1” indicates that the
unknowns are solved at time step #,,;. Equation (64) is solved
iteratively using Newton’s method, requiring the Taylor expansion
neglecting higher-order terms obtaining the following linearized
form:

2@ 8. DI = 8@ 5. V)i, +88@.8. D), =0 (65

where the superscript i denotes the iteration step within the Newton
iteration process, and Ag represents the discrete increment of g
obtained by calculating the partial derivatives with respect to the
discrete generalized variables and the Lagrange multiplier, that is to
say,

AA A D agl . ag; R dg’ R
e 0dl,, 08,4 OAlns1
=K@.5. ), - AX (66)

with K € ROt -+netnox(ngtntno) in Eq. (66) is denoted as the global
system’s tangent matrix of Eq. (64) and is called the iteration matrix
within the context of Newton’s method. In our aeroelastic framework,
the matrix consists of two constituents: the Jacobian of the structural

model, denoted as I%“, which is computed based on the partial
derivatives of the discrete structural forces, the discrete equivalence
of linear momentum, and the constraint equations; and the Jacobian

of the discrete generalized aerodynamic forces, denoted as K as
follows:

K@ 8.V, =K @8N, —K“G8 D, (©7)

The definitions for these constituents are given by

KjG.5.0 Ky H' @
K'(§.8. M), = K K6 0 .
| H@ 0 (] .
K35@.5) K§i@.$) 0
K“@. 9, = 0 0 0 (68)
0 0 0
- n+1

To maintain focus on the linearization of the aerodynamic loads, we
will abstain from providing a detailed explanation of the tangent
matrix K°. Interested readers are referred to [30,67] for a compre-
hensive understanding of this aspect. Subsequently, we proceed to
outline the computation of K*°, which is obtained from the incre-
mental form of the discrete generalized aerodynamic forces in
Eq. (64):
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Af‘ext‘ae _ afcxl Lae Aq " ()fcxlrm As _ 22 ) Aé n I%Zf ) A§ (69)

In Eq. (69), K55 € R"*" and IA(Z’; € R are the tangent matrices
of generalized aerodynamic forces that can be derived by considering
the expression of the generalized aerodynamic forces in Eq. (63) in
conjunction with the directional derivative of the aerodynamic loads
from the aerodynamic model given in Eq. (41) and applying the linear
coordinate mapping presented in Eq. (39) on the nodal position vector
X, defined by the mapping functiony™, i.e.,y*:q¢ — x,§ — u. These
Ny

matrices are then computed as follows:
ae d a‘lln (g) T
K;; = —|l—] - fi(X,U;t
qq ;{ag[( ag fk( 7U, n) £

FE) e o

and

K = Z{(a"') k,’;} 20 @an

=\ 9

The reader should note that the fluid—structure mapping y" adopted
in this work is linear in ¢, and therefore the first term in Eq. (70)
vanishes. Due to the nature of the defined aeroelastic problem, the
matrices in Egs. (70) and (71) are nonsymmetric and, in general, may
not be positive definite or semidefinite, particularly when nonlinear
effects or unsteady phenomena are taken into account. fi 4 captures
the sensitivity of the aerodynamic forces to changes in the structural
configuration. It represents the partial derivative of the aerodynamic
forces with respect to the structural configuration parameters. The
entries of this matrix quantify how small variations in the structural
deformations or positions influence the resulting aerodynamic
forces. The tangent matrix I%fl“; represents the sensitivity of the
aerodynamic forces to changes in the structural velocity. The entries
of this matrix indicate how small changes in the structural velocities
affect the resulting aerodynamic forces. The information on both
matrices is valuable for various applications, including aeroelastic
analysis, aircraft design, control system development, and structural
optimization.

In nonlinear aeroelastic approaches, incorporating aerodynamic
tangent matrices poses notable advantages. In particular, for strong
coupled nonlinear time-domain computations, the full linearization
of Eq. (64) significantly improves the numerical convergence behav-
ior while solving with Newton’s method. In the neighborhood of the
solution, the convergence of Newton’s method exhibits quadratic
behavior. Besides accelerated convergence, the numerical robustness
is improved as well, which is crucial for addressing challenges
associated with large displacements, rotations, and velocity gra-
dients. While geometrically exact finite element models demonstrate
exceptional robustness in handling large structural displacements and
rotations, they are susceptible to result in ill-conditioned algebraic
equations [71]. Such equations can significantly hinder the conver-
gence behavior of the numerical solution. The examples presented
next demonstrate that the incorporation of both aerodynamic and
structural tangent matrices enhances the robustness of the conver-
gence behavior and reduces the number of iteration steps required
during the solution process. It is noteworthy that test simulations
revealed that employing a quasi-Newton’s method resulted in linear
or sublinear convergence rates, which, in certain instances, can lead
to divergence. Furthermore, calculating the aerodynamic tangent
matrices offers another crucial benefit: it enables a precise investiga-
tion of aeroelastic stability by analyzing the algebraic characteristics
of the linearized governing equations, a task that cannot be accurately
accomplished without complete linearization. Specifically, the eigen-
values and the determinant of the system’s Jacobian hold significant
information about the structural and aeroelastic stability. On the one

hand, tracking the determinant and eigenvalues during the solution of
Eq. (64) serves as a valuable resource for identifying critical values,
such as flutter and divergence speeds. On the other hand, it is possible
to formulate eigenvalue problems around any equilibrium state to
predict and narrow the range of such critical velocities without
performing full nonlinear calculations.

IV. Numerical Results

This section presents two examples intended for verifying our
approach of the analytical computation of tangent matrices, with the
main focus on their applicability to nonlinear aeroelasticity. By con-
sidering the pure aerodynamic problem, we perform in the first sub-
section a plausibility check for a rigid-fixed wing with a homogeneous
thin-flat airfoil. This involves determining the maximal absolute
deviation between the tangent matrices obtained analytically and those
computed numerically. Furthermore, we provide the numerical values
associated with the tangent matrices computed for the sake of repro-
ducibility. In the second subsection, we showcase the validity, effec-
tiveness, and benefits of the proposed linearization framework within a
strong coupled nonlinear aeroelastic simulation model. This is accom-
plished through nonlinear static and dynamic aeroelastic analyses
conducted for a suspension bridge deck. We compare our results with
those obtained with simplified analytical approaches and other more
complex numerical models given in the existing literature. Finally, we
show how our analytically computed tangent matrices for the aerody-
namic loads can significantly enhance the robustness and improve the
convergence behavior of the nonlinear solution procedure.

A. Example 1: Aerodynamic Matrices of a Rectangular Wing

In this subsection, we investigate the accuracy of our analytically
computed tangent matrices presented in Egs. (54) and (55) by com-
paring them with numerically computed matrices. To perform this
verification, we consider a rigid-fixed wing with a homogeneous
thin-flat airfoil. The wing under investigation has a span of 2.0 m and
a chord of 1.0 m. The freestream velocity is constant, and the wind
flows at an angle of attack @ = 10° with an intensity V =
10.0 m/s. We then calculate the aerodynamic tangent matrices at
the specific time instant # = 0.4 s, taking into account as well those
matrix components capturing effects due to the shedding wake and
unsteady aerodynamic contributions. At this stage, the aerodynamic
condition has not yet reached steady state. We consider a percentual
cutoff radius ., = 1%, and the incremental simulation time consid-
ered is At = 0.01 s. Figure 6 depicts the vortex lattice, including
node and vortex-ring numbering, and illustrates the free-wake at the
time instant = 0.08 s.

We calculate the maximal absolute errors of the tangent matrices
associated with the linearized aerodynamic loads, K, and K, as well
as with the linearized nonpenetration condition, namely, K¢, and
K¢, Tangent matrices K¢ , and K, can be obtained using expres-

sions similar to Eq. (47) detailed in Sec. II.C to K¢ x =[0;G(1) ®
W, JH + 0,:G(1) ® G and Kg, =[0;G(t) ® W, JH, where
Kg Kg, € RVwNw (W Wazv,,h} is an orthonormal basis
for R3¥», and H € RV»>3Nw is a constant matrix representing a
linear mapping H :R3¥» — RNw such as # = HX and & = HU, 7

Trailing edge

Lifting surface

9

E

Fig. 6 Geometry of the wing with discretization of m*¢ X n%¢ = 2 X 2.
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and v collect the coordinates and velocities of all the control points on
the lifting surface, and {G, ...,G3 N } was already defined in

Sec. II.C. To determine the different errors, we are required to define
an error function as

e(Ky) = igllsl.éjﬂ(l(x)ij - (Fx)ij”’ (72)

where (K ) is a scalar representing the maximal deviation between
entities of the analytically computed matrices and the numerically
computed ones. I = {1, ...,m} and J = {1, ..., n%}, with m®®
standing for the number of panels in spanwise direction and n“¢ being
the number of panels in chordwise direction. The bar notation in
Eq. (72) indicates the numerical matrices. Finally, the errors are
determined as

By introducing the finite-difference operator for the chosen scheme
through

Fi(-xj + h,U) —Fi(Xj —h,U)

D(Fivxj) = 0

(74)

all required numerical matrices are computed as

(Kx)ij = D(Fi’xj)’ (ku)ij =D(F;, ”j)v (EG,x)ij = D(Gi’xj)v
(Kg.)ij = D(G;,uy) (75)

To mitigate the impact of roundoff/truncation errors associated
with Eq. (74), the step size h is normally selected according to
hope = /€n & 107, where &, is the machine precision. If
h < hepy, then the roundoff error is sacrificed in favor of a decrease

e, = e(K,), eg, = e(K,), €k, = e(Kg.y), in the truncation error. Conversely, if 7 > hopt, then the truncation
error in D(F;, x;) increases. We evaluate Eq. (73) for various mesh
€Ky = €(Kg) (73) sizes. The results are summarized in Table 1. It can be concluded that
the deviations between the analytically computed matrices and the
. . numerically determined matrices are minimal, with a maximal
Table 1 Absolute ervor between analytical and numerical deviation of 1.81 x 10-%. Additionally, Figs. 7-10 provide interested
ifferentiation . . . - =",
readers with visual representations of the analytically computed
mae x pae e, ek, ex,. ek, tangent.matn'ces for the mesh size m“”‘x n% =2 X 2, facilitating
) : comparisons of numeric values for own implementations.
2x2 18063107 62274107 65222107 2.5087-107 To further validate the accuracy of the analytically computed
10x4 3.3168-107% 2.7949-107° 2.0530-107° 8.2402-1071° tangent matrices, it is crucial to assess their performance within a
50x8 1.8504- 10 8.3710-107' 3.2088-107° 2.6551-107° nonlinear framework. By applying our analytical linearization
50x 10 1.9846-107° 1.6312-10™° 4.2093-10° 3.0596-107° approach, the convergence behavior near the solution of a nonlinear
equation can provide insights into the correctness of the computed
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tangent matrices. In an aeroelastic context, if the linearization is done
correctly, the convergence of the solution procedure should exhibit
quadratic behavior. In the subsequent subsection, we employ our
approach to solve implicitly the nonlinear aeroelastic governing
equations, demonstrating the achievement of quadratic convergence
behavior. This analysis serves as additional evidence for the accuracy
and reliability of the analytically computed tangent matrices.

B. Example 2: Aeroelastic Analysis of a Suspension Bridge’s Deck

In this subsection, we investigate the capability and validity of our
proposed linearization framework within nonlinear aeroelasticity.
Particularly, we conduct static and dynamic aeroelastic analyses for
the case of a suspension’s bridge deck given in [72]. We consider this
example to validate our approach against its well-documented ana-
lytical solution. It is important to note, however, that we plan to apply
our method to more complex nonlinear systems in the future, such as
the Pazy wing [73-76]. Currently, we compute critical velocities,
specifically divergence, and flutter by using two different method-
ologies: i) by solving eigenvalue problems formulated from the
linearized aeroelastic model, and ii) by performing fully nonlinear
static and dynamic simulations [Eq. (64) for static aeroelasticity,
neglecting unsteady contributions]. The reader should be aware that
the first approach clearly requires the aerodynamic tangent matrices
previously computed. In addition, we perform a single nonlinear
static aeroelastic deformation analysis in steady-state conditions
under a constant freestream velocity, resulting in large displacements
and rotations, and provide insights into computational performance.
It is worth noting that for all static calculations presented here, the
influence of the wake is taken into account in its steady-state con-
figuration. To capture the final wake geometry accurately, we convect
the wake within each simulation step until a steady state is reached.
Therefore, the path leading to the static solution is solely of a
numerical nature and does not represent a physical process.

1. Model of the Bridge Deck

Fung originally investigated the bridge deck’s aeroelastic behavior
using a structural model consisting of a linear elastic rotational and
transversal spring combined with Theodorsen’s aerodynamic method
(see [72]). Based on the simplified model, Fung computed the aero-
elastic stability problem for the flutter speed. The structural parameters
used in the study are as follows: chord length ¢ = 60.0 ft, squared
gyration ratio rZ = 0.6222, mass density per unit length m =
269.0 slug/ft, natural bending frequency @, = 0.88 rad/s, and natu-
ral torsion frequency @, = 1.55 rad/s. To adapt Fung’s model to our
aeroelastic model (UVLM + three-dimensional geometrically exact
beams), we determine the elastic properties to achieve a cantilever’s
identical torsional and bending eigenfrequencies. We employed a
constant rectangular cross section with isotropic linear elastic material
properties, specifically Young’s modulus E = 1.936 x 107 1bf/ft2, a
shear modulus G = 7.840 x 10* Ibf/ft?>, and a material density

p = 8.027 x 1072 slug/ft*. This yields a cross-sectional dimension
with a chord length ¢ = 60.0 ft and a thickness of r = 55.85 ft. Itis
worth noting that the resulting thickness r does not correspond to a thin
plate. However, this choice allows us to reproduce the desired struc-
tural behavior, focusing primarily on involving flapwise and torsional
motions while minimizing edgewise motion. As Fung’s mechanical
formulations do not account for shear deformations, and our model
does, we need to mitigate their influence by incorporating sufficiently
large shear stiffness (GA; = GA, = 1.0 x 10'? Ibf ft?). Additionally,
acantilever length L = 1000.0 ftis chosen. The air density is given by
pr = 2.378 x 1073 slug/m?. All geometry and material input data for
both the structural and aerodynamic models are provided in Table 2.
The first six natural eigenfrequencies, belonging to in-plane bending
(IPB), out-of-plane bending (OPB), and torsional mode shapes calcu-
lated from our structural model, are presented in Table 3. Among these
eigenfrequencies, the first and third eigenfrequencies are of particular
importance. They correspond to the first bending and first torsion
eigenmodes, respectively, and are expected to match the values pro-
posed by Fung in his study [72].

The accuracy of the results and computational cost are influenced
by the mesh discretization. Even provided that midfidelity methods,
such as the UVLM, are less time-consuming than high-fidelity
methods (e.g., CFD-like techniques), the computation time increases
significantly with higher mesh densities. In this respect, we first

Table2 Geometry and material input
data parameter for aeroelastic model

Parameter Value Unit
Length, L 1000.0 ft
Chord, ¢ 60.0 ft
Thickness, ¢ 55.85 ft

Fluid density, pr 2.378-1073  slug/m?
Young’s modulus, E 1.936- 107 Ibf/ft?
7.840-10*  Ibf/ft?
8.027 102  slug/fc

Shear modulus, G
Material density, p

Table3 Natural eigenfrequencies
in rad/s of the beam model

No. , Mode

1 0.880 1st IPB

2 0.945 1st OPB

3 1.552 1st torsional
4 4.659 2nd torsional
5 5.498 2nd IPB

6 5.902 2nd OPB
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Fig. 11 Final mesh, m“® X n* x m* = 40 x 10 x 40.

conduct a convergence analysis by considering different mesh den-
sities. Specifically, the parameters that can be optimized are the
number of vortex rings in the spanwise direction m“¢, chordwise
direction n¢¢, and the number of finite beam elements m* along the
spanwise direction. To simplify the analysis, we assume m*® = m*°.
The mesh convergence analysis consists of performing full non-
linear aeroelastic simulations until steady-state regime is reached.
The freestream velocity is set to 190 ft/s with an angle of attack
a = 5°. We evaluate the coordinates of the aerodynamic center at
the aerodynamic mesh x*¢ = [x{€ x4 x{C] and the torsion
angle ¢, of the plate tip on the structural mesh. The converged
mesh is depicted in Fig. 11, where the green line indicates the beam
elements and the blue line represents the flow separation edge. It
consists of m? X n* = 40 x 10 = 400 vortex rings and m* = 40
beam elements. The resulting coordinates of the aeroelastic center
are x4€ =[513.9 144 0.0] ft.

2. Static Aeroelasticity: Divergence Analysis

One important problem in steady-state aeroelasticity is the compu-
tation of the torsional divergence speed V.. Generally, aeroelastic
divergence occurs when the elastic stiffness of a lifting surface under
lift moments is barely sufficient to keep the structure in an undisturbed
position. For a specific free-field velocity, the divergence speed, an
infinitesimally small perturbation of the geometry, or the angle of attack
can trigger a sudden transition from a stable equilibrium configuration
to an unstable one, resulting in a substantial torsion angle [72].

To obtain an initial prediction for the divergence speed of a flat
plate, we can solve the second-order linear homogeneous differential
equation that governs the behavior of a torsional bar. The equation
takes the following form [72,77]:

02(/’1()61) dCL

GI
T Px, da

qcxzcgbl(xl) =0 (76)

Here, x; represents the coordinate along the spanwise direction, g
denotes the dynamic pressure, GI; represents the torsional stiffness,
c is the chord length, and x4 corresponds to the coordinate of the
aerodynamic center in the chordwise direction. The lift slope coef-
ficient dC; /da can be analytically determined for elliptic wings with
finite length using the finite wing theory. It is defined by
(dCy/da) = 2x(AR/AR + 2), where AR represents the wing’s
aspect ratio. The torsional divergence speed can be obtained as the
smallest nontrivial solution of Eq. (76), given by V. = /2¢q./pr,
with g, = (z/2L)*[GIy/(dCy /da)cx5C]. By considering the spe-
cific material and geometrical data of the bridge deck and using
x‘%c = 14.4 ft (obtained above), the analytical solution for the tor-
sional divergence speed is V. = 252.0 ft/s.

In the following, we present two numerical methods to determine
the critical velocity using our nonlinear aeroelastic model, both
relying on the linearized aerodynamic loads. The first approach
involves linearizing the static form of the governing equations
[Eq. (64) by neglecting velocity-dependent terms] around an equi-
librium point, i.e., g = 0. The linearization process results in a
homogeneous system of equations, which can be solved as a linear

eigenvalue problem. Since Bernoulli’s equation Eq. (24) states that
the aerodynamic loads F depend on the square of the velocity (V2,)
the eigenvalue problem can be formulated as follows:

[ R;3(@.3) - 0354 Vo) ’?’T@][A‘?}:o (77)
A@ 0 JLa

with @ € C can be characterized in terms of V, by o = (V. /V )
As our structural model operates with director-based kinematics (a
primal-dual approach), it is convenient to transform Eq. (77) into the
minimal solution space according to the null-space projection
approach presented in [67] for the static case. We obtain the following
reduced linear eigenvalue problem:

(K(§,2) — 9K“(§; V)] - A® = 0 (78)

with K is the reduced structural tangent matrix, K is the reduced
tangent matrix due to the discrete aerodynamic forces, and @ € C is
the eigenvalue corresponding to the reduced linear eigenvalue
problem.

For the problem at hand, we solve Eq. (78) around the initial
undeformed configuration (load step 7,, = 0) by assuming a con-
stant free-field velocity of V,, = 1 ft/s and an angle of attack
a = 0°. It should be noted that such an eigenvalue problem can
be solved for any predeformed or prestressed configuration, thus
showing the versatility of our approach in terms of structural
conditions. When solving the eigenvalue problem, which is rooted
in a homogeneous Cauchy—Euler equation, only the positive real
eigenvalues have a physical interpretation since they indicate the
presence of unstable modes. The first five positive eigenvalues and
their corresponding critical velocities are listed in Table 4. The
smallest one is decisive, as it represents the first singular point in the
stability problem and corresponds to a divergence speed of V. =
252.2 ft/s.

The second approach to numerically determine the divergence
speed is to track the determinant of the Jacobian matrix and identify
singular points by evaluating the condition det(K(q A) Veo)li 4 =0.
To this end, we consider a small perturbation in the angle of attack,
a = 1-1078, afreestream velocity ranging from 50 to 260 ft/s, and a
characteristic length AL = 12.25 ft. All simulations are performed
until a steady-state regime is reached. Therefore, unsteady effects in the
aerodynamic tangent matrices associated with the wake convection
and temporal changes in circulation can be neglected without affecting
the precision of the procedure. Test calculations conducted without
considering the linearized aerodynamic forces revealed significant
challenges in converging to areliable solution for the divergence speed.
All important parameters for these static aeroelastic simulations are
summarized in Table 5.

We examine the determinant of the iteration matrix for each
velocity at each load step and each Newton iteration. The velocity
at which the transition between stable and unstable equilibrium
occurs represents a singularity point and is associated with diver-
gence instability. To track the determinant of the Jacobian in a
reasonable order of magnitude, we monitor its logarithmic form
given by

Table4 Natural
eigenfrequencies in rad? /s>
and critical velocities in ft/s

No. R(w) V. in ft/s

6.362-10* 2.522-10%
5.816-10° 7.626-10?
1.660 - 10° 1.288 - 10°
3.370-10° 1.836-10°
5.808 - 106 2.410-10°

TR W N =
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Table 5 Simulation parameter used in nonlinear Table 6 Summary of calculated divergence speeds
static aeroelastic simulations determining -
divergence speed Method V.. fis Relative
error, %
Parameter Value Unit Analytically [Eq. (76)] 252.0 o
Characteristic length, AL 12.25 ft Linear generalized eigenvalue problem [Eq. (78)]  252.2 0.08
Structural incremental time step, Af Agae S Fully nonlinear static aeroelastic analysis 249.4 1.03
s ’ n n o
Cutoff radius, § 0.01 —_—
Aeroelastic influence radius, r; 30.1 ft
Angle of attack, a 1.0-1078 ° analytical solution of the homogeneous differential equation. The
Free-field velocity, V., [50,260]  ft/s results show excellent agreement, with a maximal deviation of 1%.
Newton convergence tolerance, toly 1106 — — Solving the nonlinear static aeroelastic equations requires applying a

n(det(K)) = sign(m)R(logy, det(K)) = sign(m)R(logyom10°)
sign(m)(logyo|m| + €) 9

where m € R is the mantissa and e € Z stands for the exponent with
base 10 of the determinant of the iteration matrix. The diagram in
Fig. 12 illustrates the evaluation of Eq. (79) for each free-field
velocity V.. It shows that the first singular point occurs at a velocity
of Vo, = V. =2494 ft/s and reveals that the static equilibrium
configurations in simulations with velocities below the divergence
speed exhibit stable equilibrium, i.e., det(I%) > 0. Differently, calcu-
lations with velocities above the critical speed result in unstable
equilibrium configurations, i.e., det(IA() <0, leading to the diver-
gence of the simulations. The transition from stable to unstable
equilibrium is captured in Fig. 13, which evaluates the minimum
magnitude of Eq. (79). In Table 6, we compare the calculated
divergence speeds obtained from our numerical model and the

series of small geometrical perturbations. As the system approaches a
bifurcation point, geometric nonlinearities affect the structural and
aerodynamic contributions to the structural stiffness, thereby affect-
ing the divergence speed. In this sense, this approach yields a more
accurate estimation of the divergence speed.

3. Static Aeroelasticity: Deformation Analysis

In this subsection, we present a nonlinear static aeroelastic defor-
mation analysis of the bridge deck subject to an inflow at an angle of
attack @ = 10° and a freestream velocity V,, = 600 ft/s. The goal is
to examine the convergence behavior of our proposed linearization
framework within the context of nonlinear static aeroelasticity, par-
ticularly concerning large displacements and rotations. The aeroelas-
tic divergence speed for « = 10° is approximately V. = 259.4 ft/s
(< V). To simulate large displacements and rotations while main-
taining the conditions where the UVLM remains applicable, we have
increased the initial beam torsional stiffness to GA = 1.47 - 10'3 Ibf.
This adjustment elevates the critical speed to a larger value
(V. = 2527.4 ft/s). Furthermore, we employ a linear factorization
of the vector of generalized aerodynamic forces for an impulsive start

4 F J
_6 1 1 1 1 1 1 1
0 100 200 300 400 500 600 700 800
Iteration steps
Vi = 10 i/ Vi, = 200 ft/ T Vo= 24611
V-0 ft/s' V- m0 ft/? — Voo = 2471
v 100 ftS/' Ve, = 240 ft/s' T Ve = 248105
Vo = 150 f/% I f/% — Vo= 209105
e = 1DUTUS o0 = 240 U/s Veo = 250 fit/s
Fig. 12 Evaluation of Eq. (79) for each V.
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Table 7 Simulation parameter used in nonlinear
static aeroelastic deformation analysis

Parameter Value Unit
Total number of load steps, T, 200.0 —_
Characteristic length, AL 12.25 ft
Cutoff radius, & 0.01 _——
Aeroelastic influence radius, r; 30.1 ft
Angle of attack, o 10.0 °
Intensity of free-field velocity, Vo, 600 ft/s

Newton convergence tolerance, toly  1-10710  — —

Table 8 Displacements
and rotations in steady state

Parameter Value Unit
u —17.80 ft
773 1.29 ft
u3 175.83 ft
& -0.74 °
by —13.41 °
b3 0.02 °

Table9 Reaction forces
and moments in steady state

of free-field velocity to improve the convergence behavior at the
beginning of the nonlinear calculation. Specifically, we linearly
increase the magnitude of the aecrodynamic forces until reaching load
step T, = 50. Afterward, the forces are consistently applied without
alteration throughout the remaining simulation. The simulation runs
upto T, = 200 steps to ensure a steady-state solution. All simulation
parameters are listed in Table 7.

The results of the steady-state displacements and rotations are
summarized in Table 8. Given that our director-based approach does
not yield the rotation parameters directly, we ascertain the rotations
through the cumulative summation of incremental rotations at each
time step [69]. It can be observed that the cantilever beam undergoes a
deflection of 17.6% compared with its length, with a maximal vertical
displacement of 175.83 ft and a torsion of 0.74°. The steady-state
values for the reaction forces and moments at the fixed end of the
cantilever beam are summarized in Table 9. To assess the computa-
tional performance of our approach, we analyze the convergence
behavior while solving the nonlinear governing equations and com-
pare the solution obtained from solving the fully linearized equilib-
rium equations (full Newton’s method) with the solution obtained
with the quasi-Newton’s method, which neglects the linearization of
the vector of generalized aerodynamic forces. Figure 14 illustrates the
number of required iteration steps until reaching the convergence
tolerance. It can be observed that, overall, the full Newton’s method
requires fewer iteration steps to converge compared to the quasi-
Newton’s method. In simulation steps where high deformation gra-
dients occur (step 50), the quasi-Newton’s method requires a
maximum of 19 iterations. In comparison, the full Newton’s method
only requires, on average, four iterations. This results in a total of 802
iterations for the full Newton’s method and 3437 iterations for the
quasi-Newton’s method (see Fig. 15), representing an 80% improve-
ment in the number of iteration steps. Figure 16 displays the relative

Flutter is another aeroelastic stability phenomenon that is charac-

Parameter Value Unit . . !
F 435-10°  Ibf residuum of g. The diagram clearly shows that in the almost steady
1 B 5 state (steps 150-200), the number of iterations for the full Newton’s
Fy 2.15-10 Ibf method is reduced to three, while the quasi-Newton’s method still
F 2.38-107  Ibf requires 17 iterations.
M, —3.80-10%  ft-Ibf
M, —1.21-10'0  fi-Ibf 4. Dynamic Aeroelasticity: Flutter Analysis
M; 6.30-107  ft-Ibf
terized by self-sustained oscillations involving interaction among the
30 T T B T T
25 E Quasi Newton’s method
2
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Fig. 14 Number of convergence iterations per time step.
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Fig. 15 Number of cumulative convergence iterations.
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inertia, elastic and damping forces present at the vibrating structure,
and aerodynamic forces acting on the associated lifting surface. To
verify our framework under subcritical, critical, and super-critical
conditions, we reproduce the problem initially analyzed by [72]. As
mentioned, Fung computes the aeroelastic stability problem by
means of a simplified analytical model. A more complex model of
that bridge can be found in [18]. Those authors also present an
aeroelastic model combining the FEM with the UVLM. The finite
element model consists of nonlinear Bernoulli finite beam elements
reduced by employing an assumed-modes approach. The discrete
governing equations of the aeroelastic model are solved numerically
using Hamming's fourth-order modified time integration scheme. In
the subsequent discussion, we present two ways of calculating the
flutter velocity V by using the current approach.

First, we determine V by solving a quadratic generalized eigen-
value problem derived from the linearized aeroelastic governing
equations Eq. (65). As mentioned above, analyzing the algebraic
nature of the linearized equations in a director-based approach
requires operating in a minimal solution space, which is obtained
by applying the null-space projection approach presented in [66] for
the dynamic case. Without any loss of generality, we obtain the
following reduced quadratic generalized eigenvalue problem for

any equilibrium state (with § = q):

[K;4(@.2) — K5(4.4: Vo) — 9K5(8: 4 Vo) + @*Ky] - A® = 0
(80)

where Kﬁé is the reduced structural tangent matrix of the discrete
generalized internal forces, K37 and K3 are the reduced tangent

matrices due to the discrete generalized aerodynamic forces, IQSA is
the reduced tangent matrices of the discrete generalized inertia forces

(see [78]), and @ € Cis the eigenvalue corresponding to the reduced
quadratic generalized eigenvalue problem. Here, (@) characterizes
the aerodynamic damping, and J(®) is the system’s oscillatory
eigenfrequency. Naturally, we ascertain V r as the freestream velocity
at which f(®) = 0, defining the transition between stable and
unstable aeroelastic regimes. The procedure for identifying Vg
requires to solve Eq. (80) across a range of freestream velocities,
here V, = {120, 140, 160, 170} ft/s. Figure 17 illustrates the varia-
tion of the eigenvalues for the first five eigenvectors as a function
of the freestream velocity. The upper chart reveals that the first
transition from a stable to an unstable region occurs for the first
torsional mode at a freestream velocity of V. = 164.7 ft/s (interpo-
lated). The corresponding torsional eigenfrequency is given by wr =
1.26 rad/s (see Fig. 17, lower diagram).

Another way and more accurate one to compute V. is to perform
full transient calculations solving the nonlinear aeroelastic equa-
tions Eq. (64) for several freestream velocities. Then, V can be
identified as the velocity at which the first bending and first tor-
sional eigenvalues coincide. The magnitude of the investigated free-
field velocities is chosen in the validity of the UVLM, and the wake
will be only shed from the trailing edge. To excite the flutter motion,
the bridge deck is initially predeformed in a torsion angle ¢; = 10°
at the free end of the cantilever beam. Each simulation runs with a
total simulation time of 7 = 600.0 s. The incremental time Az%¢,
which drives the aerodynamic load computation, is chosen such that
at each time instant, the wake nodes are approximately convected
with the order of magnitude close to the characteristic length

AL = /(cL/n**m*) = 12.25 ft. Singularity effects due to the
vortex-induced velocities are mitigated considering a cutoff
6 = 0.01. Moreover, no structural damping is assumed to obtain
the largest lower bound of the flutter speed. The simulation data are
listed in Table 10.
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Fig. 17 R(®) and J(@) vs free-field velocities.



Downloaded by 2001:700:200:f120:40e2:6a73:4aa:3d5d on February 15, 2025 | http://arc.aiaa.org | DOI: 10.2514/1.J063693

3876 HENTE ET AL.

Table 10  Simulation parameter used in nonlinear
dynamic aeroelastic analyses

Parameter Value Unit
Total simulation time, T’ 600.0 S
Characteristic length, AL 12.25 ft
Cutoff radius, 6 0.01 _—
Aeroelastic-influence radius, r;, 30.1 ft
Initial torsion, ¢ 10.0 °
Intensity of free-field velocity, V,  [120,200]  ft/s
Newton convergence tolerance, toly ~ 1-1070 — —

The frequencies are obtained by transforming the flapwise and
torsional responses into their frequency spectra using Fourier’s trans-
formation. Figure 18 shows that the flapwise and torsional frequen-
cies merge at V, = 162 ft/s, and their corresponding frequency
iswp = 1.27 rad/s.

Table 11 provides a comparison of our results with those obtained
by Gebhardt and Roccia [18] and Fung [72]. Using the results
presented by Fung as a reference, our findings show excellent agree-
ment. The slight difference in the frequency can be attributed to the
different mechanical models, as commented previously. The model
presented by Fung is the simplest, representing the bridge as a
reduced-order two-dimensional system with linear springs. It cap-
tures only coupled pitching and transversal motion and does not
account for other modes or any further unsteady interactions. The
model by Gebhardt and Roccia employs nonshearable finite elements
and a quasi-modal order reduction to represent the slow bending and
torsional motions. While it allows for large nonlinear motions and
unsteady nonlinear aerodynamic behavior, it is not able to deal with
moderate or large nonlinear deformations. In contrast, our structural
model is not limited to specific modes or motions. It is based on a
three-dimensional geometrically exact beam theory that considers
large rotations and displacements as well as nonlinear deformations.
This allows for a more comprehensive representation of the aeroelas-
tic behavior.

The structural displacement signals in subcritical (at V =
120 ft/s), critical (at V, = 162 ft/s), and super-critical (at V =
170 ft/s) conditions are presented in Fig. 19. For the sake of clarity,
we present the data for the first 300 s. The corresponding phase
diagrams are shown in Fig. 20. From these results, we can draw
several conclusions:

At the subcritical velocity of V = 120 ft/s, the bridge deck
exhibits small amplitude oscillations. The displacement history
shows a damped vibrating motion, where the oscillations exponen-
tially diminish over time. The phase diagram depicts a stable
response tending towards zero. For all velocities below the critical
velocity, the total structural energy sinks, which means that the flow
takes energy from the structure. At the critical velocity of
Ve = 162 ft/s, the bridge deck enters into a limit cycle oscillation
(LCO). The bending and torsional frequencies have merged into a
single frequency, and the displacement history exhibits sustained
oscillations with a constant energy level. At all velocities exceeding
the critical velocity, the fluid acts as an energy source, transferring

Table 11 Summary of flutter velocity and flutter frequency

V., Relativeerror wp, Relative error

Method/source f's  ofV.,% radls  of wp, %
Fung [72] 162.0 _ 1.25 _
Gebhardt and Roccia [18] 161.0 0.62 1.29 3.20
Eigenvalue problem

164.7 1.67 1.26 0.80
[Eq. (80)]
Aeroelastic simulations

162.0 0.00 1.27 1.60
[Eq. (64)]

energy to the structure. The magnitude of this energy transfer
depends on the inflow velocity, leading to a substantial increase in
the motion’s amplitude.

Figure 21 presents a comparison of the number of iterations
required for the simulation with and without linearized aerodynamic
forces, considering the case of V, = 120 ft/s. As expected, it can be
observed that the simulation with linearized aerodynamic forces
significantly reduces the number of iterations compared to the sim-
ulation with incomplete linearization. Specifically, the total cumu-
lative number of iterations decreases from 8644 iterations to 6826
iterations, resulting in a reduction of ~21%.

Through the nonlinear simulations, we have observed that our
proposed approach exhibits robust solution behavior when solving
the governing equations without encountering any convergence
issues in the conducted simulations. It should be noted that calculat-
ing the aerodynamic tangent matrices according Algorithm 1 incurs
an increased computational effort. To briefly address this issue, we
suggest employing complete code parallelization to perform multiple
operations simultaneously (OMP and MPI), sparse implementations,
and model-specific improvements, e.g., effectively clustering the
aerodynamic model by applying multilevel fast-multipole algorithms
[63,79,80]. Furthermore, adaptive solutions and time control tech-
niques can be employed as well to decrease the computational effort.
However, the efficient implementation is beyond the scope of this
work, and therefore, this is not addressed here but planned for
future work.

V. Conclusions

This paper presents the analytical linearization of aerodynamic
loads (computed with the unsteady vortex-lattice method), which is
formulated as tangent matrices with respect to the kinematic states of
the aerodynamic grid. The corresponding aerodynamic loads and
their linearization were mapped to a fully nonlinear structural model
by means of a procedure for data transfer, while the kinematic
description of the aerodynamic model was parameterized in terms
of the kinematic description of the structural model. This enabled us
to set up a bidirectional, strong interaction scheme for the resulting
aeroelastic model. The structural model adopted considers geomet-
rically exact beams that rely on a director-based total Lagrangian
description, allowing for exact preservation of objectivity and path
independence at the continuous/discrete levels, even after the spatial
discretization with the finite element method. The resulting semi-
discrete equations of motion were discretized in time by means of an
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Fig. 18 First torsional and first bending eigenfrequencies vs freestream velocity.
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implicit time integration scheme based on discrete derivatives, which
preserves identically momenta and energy. We showed the correct-
ness of the linearized loads by comparing them against those obtained
numerically. In addition, we employed fully coupled aerodynamic
and structural models to investigate the static and dynamic nonlinear
aeroelastic behavior of a suspension bridge. In this way, we inves-
tigated the excellent numerical features of the aeroelastic model as
well as the divergence and flutter behavior that were also verified
against results available in the literature.

Overall, this paper contributes to the further development of a
midfidelity aeroelastic framework capable of capturing geometric
nonlinearities present in both the aerodynamic and structural models.
Nevertheless, the results presented here are just a solid starting point
for more interdisciplinary applications requiring gradient-based
methods. Therefore, our approach may have a large range of appli-
cability within aeroservoelasticity and aeroelastic optimal design,
just to name a few areas of research.
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