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The transient process of heat transfer between a high-temperature emulsion packet
and the wall of an immersed surface is simulated using computational fluid dynamics
(CFD). From these simulations, the total heat transfer coefficient and its radiant con-
tribution due to the emulsion (dense) phase are evaluated. The results are compared
with experimental data (Ozkaynak et al., “An experimental investigation of radiant
heat transfer in high temperature fluidized beds,” in Fluidization IV, 1983:371-378)
and with predicted values from the generalized heterogeneous model (GHM), (Mazza
et al., “Evaluation of overall heat transfer rates between bubbling fluidized beds and
immersed surfaces,” Chem Eng Commun., 1997;162:125-149). The CFD simulations
are in good agreement with both, experimental data and theoretical GHM predictions
and provide a reliable way to quantify the studied heat transfer process. Also, the
GHM is validated as a practical tool to this end. © 2011 American Institute of Chemical
Engineers AIChE J, 58: 412-426, 2012
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Introduction

Heat transfer between a bubbling fluidized bed and an
immersed surface has been a subject of intense research to
arrive at reliable models for predicting bed-to-wall heat
transfer rate. Even if there are many mechanistic models and
empirical expressions in the literature to evaluate the global
heat transfer coefficient between the wall surface and the
bed, most of them have a limited applicability range. The
properties of solid particles as well as the structure of
the bed and operating conditions have a strong influence on
the response of the models and predictive expressions. The
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biphasic nature of the bed and the distribution of particles
between dense phase and bubbles are complex topics to be
taken into account for modeling purposes.

Transient nature of the heat exchange at the
wall surface

The classical concept of packet renewal introduced by
Mickley and Fairbanks' can be used to account for the tran-
sient nature of the heat exchange in the dense phase of a flu-
idized bed. According to this approach, during the operation
of a bubbling fluidized bed, the immersed surface contacts,
alternatively, portions of dense phase (called “packets™) and
bubble phase. The temperature of the dense phase packets
before contacting the surface wall corresponds to the average
temperature of the bed. As soon as the packets contact the
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immersed surface, transient heat transfer occurs. The packet
as a whole absorbs/releases heat during a period of time
called ‘“‘contact time,” f.. During this time, it is supposed
that the particles do not move until they are swept away by
the action of bubbles, returning them to the bulk of the bed
where they take back the average temperature of the bed.
Chen? states that visual observations in actively bubbling
beds indicate that the particle emulsion actually remains
fairly static, until disturbed by bubbles rising through the
bed. On the subject, the author points out that ““3 decades af-
ter Mickley and Fairbank’s article, the basic concept of
packet model-surface renewal was experimentally confirmed
by researchers who were able to measure transient variations
of particle concentration at heat transfer surfaces.”® It is
Chen’s opinion® that, from a phenomenological point of
view, the best approach for fluidized bed heat transfer may
well be the “packet model.”"

Alternatively, several authors have reported that particles
near the surface-wall do not remain static and that particle
motion affects the thermal history of the solids and the
resulting heat transfer rates. Experimental evidence about
particle motion near the wall has been reported by Chen and
Louge,4 Sidorenko et al.,5 and Molerus et al.,6 and also
some effort has been dedicated to the formulation of models
which consider particle motion near the wall.”®

Molerus et al.® have studied the particle mobility in the
near-to-wall zone of a bubbling fluidized bed. The authors
observed the behavior of particles in this zone and measured
axial and lateral particle migration velocities and concluded
that lateral migration dominates the heat transfer process
when the length of the immersed probe is small.

Recently, Chen and Louge®* have reported an extensive
study concerning theoretical (Part I) and experimental (Part
II) analysis of the heat transfer enhancement in dense sus-
pensions of agitated solids. In these works, the role of the
thermal history and the influence of the solids mobility are
discussed. On the side of modeling, the authors modeled agi-
tated grains immersed in conductive fluids by coupling the
fluid and solid phases through a volumetric source term. Par-
ticle agitation is considered by means of the “granular tem-
perature,” which allows quantifying the momentum transmit-
ted through an effective viscosity. These authors® state that
the flat thermal wall induces local ordering and also point
out the possible creation of fluid velocity fluctuations by
fast-moving particles. Such fluctuations affect the heat
exchanging between solid and gas by raising the heat trans-
fer coefficient around individual solids spheres. Particles agi-
tated in a fluid with thermal temperature gradients are, in
this context, subject to a complicated surface temperature
spatial distribution and, mainly, time history.

It is recognized that possible fluctuations of particles,
mainly rotational movements can expose different faces of
the solid to heat flux and, as a consequence, the thermal his-
tory of the particle can affect its behavior with respect to
heat transport. Closely connected to Biot number values, the
thermal history could take a relevant role in the formulation
of a model for wall-to-bed heat transfer evaluation.

On this basis, we do accept that the eventual particle
motion and thermal history can exert some influence on the
magnitude of the wall-to-emulsion heat transfer rate in bub-
bling fluidized beds. In this context, it could modify the hy-
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pothesis concerning the static position of particles in the
packet approach. However, the results obtained by means of
both MHG and computational fluid dynamics (CFD) simula-
tions presented in this article are really in very good agree-
ment with experimental data. Also, as we have discussed in
this section, the recent papers published by J. C. Chen,
among other authors, emphatically supports the packet
theory. Consequently, in this work we will adopt the packet
theory and the sketch of fixed particles composing the packet
during the contact time will be adopted in simulations.

Further work in this domain could include the effect of
possible particle motion on heat transfer.

On the basis of recognizing the dense phase contribution
to heat transfer, and that of the bubble phase, the total heat
transfer coefficient between a fluidized bed and an immersed
surface can be expressed as:

h=hp(1—fz)+ hafp (D

where fg is the volumetric bubble fraction, which is assumed
as coincident with the fraction of time that the surface is in
contact with the bubbles.”!°

For bubbling fluidized beds operating at temperatures
>800 K, thermal radiation contributes significantly to the
overall heat transfer. In this case, the radiant heat transfer
coefficient can be written as:

h/‘ad - hrad,D(l _fB) + h/'adﬂﬁi (2)

Since heat penetration regions are normally smaller than
the size of bubbles and dense phase packets, each contribu-
tion in Egs. 1 and 2 can be evaluated independently.

The dense phase contribution, represented by hp (Eq. 1),
is normally much larger than that from the bubble phase.
Then, the attention will be focused in this article on the
evaluation of the dense phase contribution to heat transfer. A
simplified approach will be used to evaluate the bubble con-
tribution, hg (Eq. 1).

Mechanistic model for wall-to-bed heat transfer rate
evaluation: Brief description of the generalized
heterogeneous model for the dense phase

Extensive studies concerning the formulation of basic
models founded on the physical mechanisms involved in the
wall-to-bed heat transfer process have been reported in the
literature. However, only a relatively small percentage of
such contributions deal with the operation at high tempera-
tures and the evaluation of the radiant component of heat
transfer rate. Recently, Wang et al.!' have proposed a model
although the validation of their results was not performed at
extreme conditions. According to the discontinuous nature of
the packets, Mazza'? and Mazza et al."*'* formulated and
validated the generalized heterogeneous model (GHM),
which is used in this work. The detailed formulation for the
GHM has been given by Mazza and Barreto.'® Here, we
present a brief description of the main characteristics of the
GHM, including the approximation adopted for the evalua-
tion of bubble-phase contribution.

The GHM stems from the description of the solid phase
as an assembly of particle layers parallel to the immersed
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surface, following the idea proposed originally by Gabor.'?
The appropriateness of a layered structure for the solid phase
instead of a pseudo-continuous approach has been discussed
elsewhere.'® However, it was also shown'®'? that in practice
it is only necessary to retain the first layer of particles (in
contact with the immersed surface) whereas the rest of the
dense phase packet can be either described as a layered
structure or as a pseudo-continuous medium, since differen-
ces between predicted heat transfer rates are not significant.
The pseudo-continuous approach for the rest of the dense
phase packet is preferable as it allows a simpler mathemati-
cal treatment.

It is acknowledged in the GHM that the temperature of
the gas surrounding the first particle layer is not the same as
the particle temperature. Is has been checked by Mazza and
Barreto'” that this discrimination is not necessary for the rest
of the packet, as a consequence of smaller heat fluxes allow-
ing thermal equilibrium between gas and particles. From
these observations, two zones are identified in the GHM: the
zone adjacent to the transfer surface comprising the first
layer of particles and interstitial gas, described in a thermally
heterogeneous way, and the pseudo-homogeneous zone con-
sisting of a semi-infinite medium. A qualitative picture of
the temperature profiles in the two zones defined for the
GHM is given in Figure 1.

The evaluation of the net radiant flux at the wall is
made by means of a two-flux approach (radiant backward
and forward fluxes are represented in Figure 1) and the
MHG involves a set of thermal and fluid-dynamic parame-
ters allowing evaluating the contribution of dense phase to
the total heat transfer coefficient, and the corresponding
radiant coefficient. The conservation equations in both,
heterogeneous and pseudo-homogeneous zones of the
GHM are formulated in the classical unsteady conditions
and they are solved in order to obtain the global coeffi-
cient of heat transfer between the wall and the dense
phase and its radiant contribution. Mathematical details
and correlations for thermal parameters used in calcula-
tions are explained in previous contributions by the
authors.'* The evaluation of time-parameters (f. and fg)
and other fluid-dynamics variables are discussed below in
this article since the correlations used in CFD simulations
are the same used for MHG calculations, to maintain
coherency in the comparisons.

Evaluation of heat exchange with the bubble phase

Up to the authors’ knowledge, there has been no experi-
mental attempt to isolate the effect of heat (or mass) transfer
from bubbles to immersed surfaces, although it is worthwhile
to recall the analysis made by Chandran and Chen.'® The
authors evaluated sg from experimental values of the total
coefficient by subtracting the solid and gas contributions in
the dense phase. For estimating the bubble-phase heat trans-
fer coefficient hp, the gas convective contribution (/. p)
resulting from the own void plus the so called through flow,
and the radiant contribution (/,gp5) from the exchange
between the surface and the solid particle at the bubble
boundary should be considered. The effect of both mecha-
nisms can be simply added if the void is considered as being
a perfect transparent medium,
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Figure 1. Sketch of the dense phase contacting an
immersed surface according to the GHM.

[Color figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com.]

hg = hep + hraap- 3

An approximate expression to estimate the convective
contribution has been proposed by Mazza and Barreto'”:

3Ups+ug 30U \1" . o1
ProT (4
L + s 7 4)

hep = 0.664 [kg cpg<

where ug is the bubble rising velocity, dg is the bubble
diameter, Pr is the Prandtl number, and Ly = 9dg/16. As
regards the radiant heat exchange, based on the approach given
by Yoshida et al.,'” Mazza and Barreto™ proposed the
following approximated expression for A, 5

-1
hyaap = 0 |:£l + Fpyw (i - 1):| (Ti + le,-) (Tw + TF) 4)

W &D

and the emissivity of the internal bubble walls can be evaluated
by the isothermal effective emissivity of the dense phase ¢p.
Equation 5 can be applied for the case of transparent wall,
replacing the wall emissivity ¢, by the emissivity of the second
surface &g and the corresponding temperature T's replaces the wall
temperature. The exchange view factor Fg,, can be estimated as
Fgy=min (0.5, 74) where y  is proportional to the ratio between
the area of the exchanging surface and that of the bubble, and
depends on the geometry of the former (see Figure 2).

The main objective of this work is to simulate the tran-
sient process of heat transfer between high-temperature
emulsion packet and an immersed surface by using CFD
technique. Its results are compared with experimental data
reported by Ozkaynak et al.>!*? and also with predicted val-
ues from the application of the mechanistic GHM. As it was
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Figure 2. Configurations for analyzing radiant heat exchange between surface and bubbles.
[Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

mentioned above, the bubble phase contribution was esti-
mated from approximated expressions (Egs. 4-5) and it was
subtracted from the experimental values of global heat trans-
fer coefficient with the aim of obtaining the corresponding
dense phase contribution (considered as an experimental
value for comparison with simulations).

Heat transfer in gas fluidized beds: Previous
experimental work

The experimental results reported in a relevant work in
the field are considered here to compare bed-to-surface heat
transfer coefficients with those calculated by CFD. These
results correspond to bubbling regime of the bed and high
operating temperature where radiative heat transfer is
significant.

Ozkaynak et al.’s experiments’’**

These authors employed a radiometer probe, to measure
the radiant and the total heat flux inside the experimental flu-
idized bed. The face of this probe was made of a cooper
ring with a ZnSe transparent window at the center. The rest
of the structure of the probe was constructed in brass.

It was found that the ZnSe window shows a high thermal
conductivity and a wide transmittance band, which deter-
mines that it is more appropriate than frequently used quartz
windows (which transmit only a small part of the radiation).
A second window of the same material installed inside the
probe received and transmitted only the radiant energy since
the space between both windows was flushed with cooling
air. The radiant flux was measured from the output of a ther-
mopile, using an experimentally calibrated function. The
whole probe was also cooled by water. The total amount of
heat transferred from the bed was evaluated by the enthalpy

change of the water and air flows. A distinguishing feature
of this work is that the window temperature was measured
and its uniformity was checked.

Two sizes of sand particles (average diameter 0.733 and
1.030 mm) were used and fluidized from 670 K up to 1031
K at superficial gas velocities reaching 5 m/s. The values of
all physical properties of particles, probe dimensions, and
operating conditions needed for simulating the heat transfer
experiments, except Uys at operating temperature and e,
were reported. A more detailed description of the hot-bed fa-
cility, calibration procedure for the probe, heat balance on
the probe, collection of data, and the analysis of experimen-
tal data made by Ozkaynak et al., can be found in the origi-
nal references.”'** The authors calculated the radiative heat
transfer coefficients by:

9rad
Nygd = ———— 6
ad TF — Tw ( )
and the total heat transfer coefficients were evaluated as:
q
h=——"-— 7
TF - TwCu ( )

where Ty, corresponds to the surface temperature of the
cooper face.

Bed and probe dimensions (bed diameter Dy, probe diam-
eter dr, and its distance from the distributor ¢) and also the
values of particle thermo physical properties used to perform
the CFD simulations are listed in Table 1.

CFD simulations: Methodology and
time-parameter’s evaluation

In this study, a rhombohedral array of spherical particles
of uniform size is assumed to describe a dense phase packet

Table 1. Geometrical Characteristics and Particles Properties Used in This Study

Geometrical Characteristics Dy, (m) @(m) dr (m) Particle d,, (mm) p (kg/m3) k (W/m/K) Cp (kl/kg/K)
Ozkaynak et al.>!?? 0.45 0.381 0.073 Sand 1.030 2670 1.87 0.845
0.733
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[Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

at the wall. The array is envisaged to be developed from a
compact layer of particles against the wall. The choice of a
regular array largely facilitates the use of CFD, as will be dis-
cussed further below. On the other hand, the rhombohedral
array has been shown to suitably approximate the behavior of
the dense phase close to the wall surface.'? Moving away
from the exchange surface, it is well known that the ordering
effect produced by the surface starts to decay and the particles
become more randomly distributed. However, since the ther-
mal penetration depth does not grow up beyond one or at
most two particle layers from the wall, for realistic values of
the contact time 7., there is no need to take into account ex-
plicitly the randomized inner zone of the packet.

The calculations to evaluate the heat transfer rate between
the packet and the exchanging surface have been carried out
in two stages. In the first one, a stationary velocity field in
the zone close to the wall is evaluated. The width of the
control volume (on the x coordinate, see Figure 3a) was
taken as one particle’s radius, taking advantage of symmetry.
The length of the control volume (on the flow direction, see
Figure 3a) spans along two staggered particles and was
defined by two (x, y) planes (Figure 3a) placed in such a
way that allows the setting of periodic boundary conditions.
The depth of the control volume is defined by four layers of
spheres bounded by the heat exchange surface and by an
imaginary plane where bulk bed conditions were employed.
This number of layers ensures that the velocity field is not
longer affected by the non-slip condition at the heat
exchange surface.

One distinguishing feature of this work is that the velocity
profile at the entrance of the computational domain obtained
from the first stage (plane z = 0, Figure 3a) is then used as a
boundary condition in the energy conservation equation,
which is solved in the second stage to obtain, during the con-
tact time ., the non-stationary velocity and temperature fields,
and also the total and radiative average heat transfer rates.

The use of a velocity profile in this way avoids the needs
of including a calm zone to achieve the condition of devel-
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oped flow. On this basis, the influence of the hydrodynamic
patterns on the heat transfer is rigorously considered.

The control volume is now of the same depth and width
as before, but the length is extended up to six staggered par-
ticles (Figure 3b) to ensure that, for the conditions tested,
the flow of gas does not modify the downstream temperature
field. In turn, the depth of four particle layers was always
safely longer that the heat penetration depth.

A mean void fraction in the dense phase of 0.5 was adopted,
a typical value at minimum fluidization conditions. The rhom-
bohedral array used in the calculations was expanded to achieve
this value. In this way, particles neither touch each other nor
touch the wall. The separation gap thus generated avoids the dif-
ficulties encountered for meshing the region around contact
points, as was pointed out by Nijemeisland et al.**

Nonetheless, special care was taken in refining the mesh
in the zones close to the separation gaps, as the gas flow
contracts severely. Figures 4a, b show the mesh appearance
within the gas-phase and solid phases. It was checked that
the size of the final mesh was such to insure no significant
change of the results reported in this contribution. As a
result, the control volume used for the second stage of the
procedure was divided into 1,568,344 cells.

The simulations were performed three-dimensionally using
FLUENT 6.3.26 CFD code, on the basis of meshes built by
using GAMBIT 2.4.6 software.

The fluidizing agent is air, which is considered as a non-
participating medium for radiative mechanism. This means
that it does neither absorb nor scatter the radiation. It is
evaluated as a compressible fluid and its thermo-physical
properties are evaluated as a function of temperature.

The immersed surface thermal boundary condition was
established as the value of the window temperature reported
by Ozkaynak et al., Ty,.>'**

With respect to the initial temperature profile, the average
bed temperature Ty is assumed on the basis of the packet
theory.1 This hypothesis allows considering that when the
packet contacts the wall, its temperature is uniform and

February 2012 Vol. 58, No. 2 AIChE Journal



Figure 4. Mesh characteristics for (a) fluid and (b) solids.

[Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.]

equal to Tr. This is a usual initial condition for modeling the
gas contribution to heat transfer between an immersed sur-
face and the dense phase of a fluidized bed."”

As it has been remarked in previous section, the contact
with the bubble phase (and the heat transfer involved) is not
simulated by CFD at this stage of the work. The approxi-
mate approach described in the corresponding section was
applied instead. Besides, gas convective mechanism in the
bubble phase can be neglected in, and the particle convective
contribution in bubbles is also usually negligible because of
small particle concentration.?’

Governing equations and radiative heat transfer

The software used solves numerically the usual Navier—
Stokes equation, the local energy equation, and the radiation
heat transfer equation in the fluid and solid phases.

The radiative transfer equation (RTE) for an absorbing, emit-
ting, and scattering medium at position 7 in the direction §is

dl(7,§ .
(ds _) + (ﬂabs + ﬁsca)l(r: E)
_ 2 6T4 ﬁsca i =4 =4 /
- Babsn - A7 0 I(V,S )¢(S,S )dQ (8)

where f. is the absorption coefficient, fi., the scattering
coefficient, n the refractive index, and / the radiation intensity,
which depends on position () and direction (5). FLUENT
provides different radiation models to solve Eq. 8, which allow
including radiation in heat transfer simulations.

As it can be found in Fluent User’s Manual, only the dis-
crete ordinates radiation model (DOM) can be considered to
be appropriate for the system dealt with in this paper. It is the
only one allowing and simulating the behavior of semi-trans-
parent walls (interior and exterior), which is necessary for
analyzing the radiant effect inside solid surfaces. Also, opaque
condition can be established for solid surfaces if necessary.
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The DO radiation model solves Eq. 8 for a finite number
of discrete solid angles, each associated with a vector direc-
tion § in the global Cartesian system (x, y, z). The model
transforms Eq. 8 into a transport equation for radiation inten-
sity in the spatial coordinates (x, y, z). The DOM solves for
as many transport equations as there are directions 5. The so-
lution method is identical to that used for the fluid flow and
energy equations.

Two implementations of the DOM are available in FLU-
ENT: uncoupled and (energy) coupled. The uncoupled
implementation is sequential in nature and uses a conserva-
tive variant of the DOM called the finite-volume scheme. In
the uncoupled case, the equations for the energy and radia-
tion intensities are solved one by one, assuming prevailing
values for other variables.

Alternatively, in the coupled ordinates method (COMET),
the discrete energy and intensity equations at each cell are
solved simultaneously, assuming that spatial neighbors are
known. The advantages of using the coupled approach are
that it speeds up applications involving high optical thick-
nesses and/or high scattering coefficients. Such applications
slow down convergence drastically when the sequential
approach is used. The DOM with the COMET alternative
was used in this work.

To perform simulations, some parameters and properties
must be set in FLUENT environment. In the next two sec-
tions, a description of these requirements is included.

Parameters and fluid dynamics properties

The Reynolds number in the dense phase can be written as:

Rep = p,-Up.d, / u ©)

where Up is the superficial gas velocity in the dense phase
evaluated from the expression proposed by Decker and
Glicksman.?* Laminar regime was adopted for all simulations
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Table 2. Expressions Used for Evaluating Fluid Dynamics

Parameters
0535 , <
Rey = —57.09 + (1920 + 0.05644r'/17) B“éﬁg;r:‘%d
_ 0.33 0.5 Hiligardt and
dg =0.0123|1 +27(U - U, 1+6.84 g
? [ ( ) ?) Werther?®
te = 2.5708 { 4 ]0‘5 [M} o4 Bock”
¢ ° U—Upys Py »
03 Bock
fs = 0.1527065 (—U ’”;’f)
In this work, Z = ¢ and D,
Up= Uys(1+2f3) Decker and
Glicksman®*

because of the low Rep values. Consequently, the calculation
time needed to complete the CFD simulation is shorter than that
required in turbulent flows. Although fluidized beds have a
remarkable thermal uniformity, an important thermal gradient
in the zone near the exchange surface wall is developed, mainly
for distances less than a particle diameter, where the influence
of t. is significant. Taking into account that /p has a strong
dependence on the fluid thermo physical properties: density,
viscosity, calorific capacity, and thermal conductivity (besides
the superficial gas velocity), temperature dependent fluid
properties are used. The fluid dynamic parameters are
calculated according to the correlations shown in Table 2. To
achieve the correct comparison with CFD results, these
correlations are the same ones used for calculating the heat
transfer coefficients from the GHM. A discussion concerning
main time-parameters (fg, #.) because of their major role in heat
transfer rate evaluation is included in next section.

Time-parameters evaluation

As it has been remarked by Chen,? a problem in using the
surface-renewal approach is the lack of reliable information
on the two time-parameters (7. and fg). In this article, the em-
pirical correlation of Bock®’ was applied for the evaluation of
both 7. and fg operating values. The correlation of Bock was
selected because this author formulated its expressions on the
basis of extensive measurements of the fluid dynamic proper-
ties in fluidized bed and they were tested over a wide range of
operating conditions (i.e., bed diameter, materials and gases,
temperature, pressure, and excess gas velocity) but, as one of
the most important feature, the gas—solid system dealt with in
our article (sand/air) was particularly analyzed by Bock.?” Ex-
perimental results reported by Bock were well fitted by the
heat transfer model proposed by the author including its for-
mulation for the time parameters described in this paragraph.

However, with the aim of verifying the behavior of
Bock’s expressions, we have compared the values of #. and
fs provided by this correlation with an experimental set of
results from the literature.

Chen” based on the measurements of Ozkaynak and
Chen™?® reported empirical curves for the mean residence
time and time fraction for the emulsion fp = (1 — fg) as
functions of the excess gas velocity (U — Uy,y). The author
observes that both the mean residence time (7.) and time
fraction for the dense phase fp decrease with increasing (U
— Upy) for particles of a given size, and increase with
increasing particle diameter. For vigorously bubbling beds,
the residence time of particle packets on a heat transfer sur-
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Figure 5. Comparison of experimental emulsion phase
contact time t. at local position on heat
transfer surface from Chen®?® with calculated
values from Bock’s expression.?’

[Color figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com.]

face tends to be on the order of <1 s. Although the values
of t. calculated from Bock’s correlation for our study are in
good agreement with this observation, we have checked the
behavior of this correlation with respect to the experimental
values reported by Chen.”

Experimental values of #. and fj are plotted in Figures 5
and 6, respectively. They correspond to measurements car-
ried out with spherical glass particles (d, = 0.610 mm) fluid-
ized in ambient air.®> Also, values from Bock’s empirical
expressions are included in the figures.

A good agreement between predicted and experimental
values of f can be appreciated in Figure 6. The average of
absolute relative errors is e% = 6%. A similar conclusion
arises from contact time comparison plotted in Figure 5. In

L

0.8

0.6

o
.

0.4

d, =610 pm # Ozkaynak and Chen, 1980 Bock, 1983

0 0.1 0.2 03 04 0.5 0.6
U- Uy [mis)

Figure 6. Comparison of experimental time fraction for
packets fp at local position on heat transfer
surface from Chen®?® with calculated values
from Bock’s expression.?’

[Color figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com.]
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Table 3. Optical Properties Used in CFD Simulations

Table 5. Discretization Scheme Comparison

Case of Ozkaynak et al.’s Experiments®'*?
dp (mm) m ﬁabs (mil) ﬁsca (mil)
0.733 1.3 - 0.001i 1673.34 2487.55
1.030 1.3 - 0.001: 1290.83 1655.44

this case, e% = 10.5%. The agreement is excellent for the
higher values of (U — U yy).

From the observations described above, considering that
the experimental high-temperature heat transfer rate values
were also reported by Ozkaynak and Chen, and that the
Bock’s expressions reproduces well the values of the two
key time parameters, we conclude that this correlation can
be used for the objective of our article.

It is interesting to note here that Bock’s correlation also
reproduces well the order of magnitude of experimental val-
ues of contact time reported by Hamidipour et al.*

A sensitivity analysis of the behavior of simulations on
these parameters is also included later in this article.

Optical properties

As it has been described above, the software requires opti-
cal properties values to solve the radiative heat transfer
equation in the frame of discrete ordinates method. These
properties are f,ps, fsca, and n. For the estimation of absorb-
ing (Baps) and scattering (fs.) coefficients, Mie theory is
applied. Calculations from this theory require in turn the
complex refractive index m = n — k, i, where k, is the
absorption index, the value of the wavelength at mean bed
operating temperature and the particle diameter dp,.

Hua et al.*® have reported that 80% fraction of radiation
power is in the wavelength range 0.5 — 7 um at about 1100
K for fluidized bed combustors. Therefore, most attention is
paid to the optical constants for 2 < 7 um. Lacroix et al.?!
measured the n and k, values for sand particles using the
Kramers-Kronig transform of the signals, indicating that the
material is not gray and the optical constants (n and k,) have
a strong dependence on the wavelength. However, the
authors also reported that f3,,; measured for temperatures in
the range of 1073-1473 K show a slight variation for wave-
lengths between 1 um and 4.5 pum.

Only a few contributions deal with optical properties of
silica sand particles. Yamada et al.*® reported that n is about
1.3 and the absorption index is about 107>, These values
were used in simulations.

On the basis of the observations of Lacroix et al.,>' the
Pabs Were calculated in a first approximation as well as fi.,
values by means of a code for Mie theory calculations, and
then all the simulations are performed with constant values
of the absorption and scattering coefficients.

Table 4. Main Solving Parameters

Under-Relaxation

Variable Factor Discretization
Pressure 0.5 PRESTO
Momentum 0.5 Second order upwind
Energy 0.95 Second order upwind
Discrete Ordinates 0.95 Second order upwind
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Third Order Second Order

Discretization Discretization Relati .
elative Relative
d, Scheme Scheme Error for  Error for
(mm)  fap hp Nrad D hp hraap (%) hp (%)
0.733 3278 32144 32776 321.74 0.061 —0.093
1.030  69.09 318.40 69.06 318.65 0.048 —-0.077

Finally, from Hua et al.’s reported results, a value of
wavelength of 4 um is adopted in simulations. Table 3
shows the values of complex refractive indexes and the
resulting absorption and scattering coefficients for the experi-
ments used in simulations. A value of ¢, = 0.71 is taken for
the sand particles from Liley®® in CFD and GHM calcula-
tions.

Numerical solution

The pressure-based method is applied to solve the Navier—
Stokes equation due to the low gas velocity. The appropriate
under-relaxation factors are set to avoid instability in the so-
lution, reaching convergence in lower number of iterations.
Table 4 resumes the main numerical solving parameters used
in the simulations. They correspond to a second order discre-
tization scheme for momentum and energy variables. Several
simulations were run to validate the selected numerical
scheme. In particular, the referred second order scheme was
compared to a more accurate option (a third order MUSCL
scheme). The Nusselt number or the corresponding heat
transfer coefficients were adopted as criteria for evaluating
the performance of the numerical scheme. In this sense, Ta-
ble 5 resumes the numerical results obtained for two particle
sizes d, = 0.733 mm and d, = 1.030 mm and bed tempera-
ture values Tg = 799.2 K and Tg = 1010.5 K, respectively.
Very low errors are obtained when the second order discreti-
zation scheme for the evaluation of both radiant and total
heat transfer coefficients is applied. Even more, computing
times for the second order discretization scheme are slightly
shorter. Additional information is presented in Figure 7
where y velocity component values, evaluated from both sec-
ond and third order discretization scheme, are plotted as a

y=velocity
0.8 X
0.6
Y z2-3rd order

- 22-2nd order

0.2

0 2 »
0, . 00005 0.001 0.0015 0002 0.0025 = 0003

w X =
02 4%

= g
o -

-0.4
-0.6

-0.8

Figure 7. Comparison between numerical schemes
based on y velocity component values.

[Color figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com.]
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Figure 8. Scheme representing
procedure.

[Color figure can be viewed in the online issue, which is
available at wileyonlinelibrary.com.]

the post-treatment

function of y coordinate, where the zero values of velocity
correspond to spheres positions in the geometry. As it can be
observed in the figure, the values are practically coincident
(the relative average error is 0.57%). These observations pro-
vide evidence enough to support the selection of a second
order discretization scheme. In this context, the second order
discretization scheme was finally adopted for simulations.

The radiative heat transfer equation is solved using the
DOM. The particles are considered as opaque bodies
(although semitransparent conditions can also be adopted if
necessary). The pixilation and angular discretization required
by DOM in the frame of FLUENT are established at 3 x 3
and 2 x 2, respectively. An increase of these parameters
does not produce significant differences in the results
(<1.5%) but a substantial enhance of computational time.

As it was pointed out in the CFD Methodology section,
the thermal boundary condition of the heat exchange surface
is established by setting the wall temperature T,, with no
absorption and scattering. For the gas entering the control
volume, a velocity profile is used as a velocity inlet bound-
ary condition; meanwhile the pressure is set at the end of
the geometry. The fluid temperature at the geometry entrance
is fixed according to the values reported by the authors as
bed temperature Tg. Finally, the opposite wall to the heat
transfer surface is considered to be representative of the
packet, with T and emissivity calculated from the expres-

sion proposed by Mazza and Barreto? for the isothermal
emissivity of the dense phase. Like the exchange surface,
this wall is specified as a stationary wall with no slip.

The simulations are carried out in transient state, with a
step size of 0.01 s. In both cases, the number of iteration per
step is set to 50 and all the residuals to 10~°. In each time
step, the radiant and total heat fluxes on the exchange sur-
face are calculated. Those values are fit, obtaining as a result
an equation for each flux as a function of time. Then, the
heat transfer coefficients can be obtained. The sequence
describing the post-treatment procedure for obtaining the
total and radiant heat transfer coefficients can be appreciated
in Figure 8.

Results and Discussion

Tables 6 and 7 resume the values of /.,qp and Ap for sev-
eral of the experiences reported by Ozkaynak et al.,*"** the
calculated values from GHM and those obtained by the CFD
for the smaller and bigger particles, respectively.

A very good agreement is achieved between the values of
heaap and hp calculated by the GHM and the experimental
results and also between the last ones and the results of the
CFD simulations. CFD calculations allow gathering new evi-
dence of the GHM applicability.

Figures 9 and 10 show the values of the radiative and total
heat transfer coefficients due to emulsion phase, respectively.
Results listed in Tables 6 and 7, for d,, = 0.733 mm and d,
= 1.030 mm, are also included in the figures. As expected,
the hp values for the smaller particle diameter are always
higher than those for larger particles. Differences between
CFD values and experimental data are not too significant.
Among the possible factors causing these differences, the op-
tical properties and operating parameters estimation can be
mentioned. The optical properties of the particles play a very
important role on 5,4 p and particularly in calculations when
CFD is used. There is a great uncertainty in the absorption
index of sand. According to Yamada et al.,32 the value of
this index can vary from 1072 to 1074 Moreover, these
authors show how a decrease in the value of k, increases
haap- This takes place because when k&, diminishes an
increase in the radiation penetration depth occurs. Possible
particle motion and corresponding thermal-history can also
produce differences with respect to experimental data, as it
has been discussed in the Introduction. Finally, as regard the

Table 6. hyaqp y hp Values for CFD, MHG, and Ozkaynak et al2b?2 (d, = 0.733 mm)

Ozkaynak et al 212 MHG CFD (this work)
EXP~ TF Tw TwCu U Grad, D 4D
No (K) (K) K)  (mfs) hwap o hwap €% hp e%  (Wm*) (W)  haap % hp e%
1 10164 4717 41235 3313 67.34 45059 7419 —10.2 411.32 8.7 35052.7 261030.5 7025 —4.3 40456 102
2 967.4 4572 39725 1952 67.09 386.37 58.82 12.3 42256 —9.4 301742 2045584 59.142 11.8 358.78 7.1
3 799.2 3669 3545 1442 399 32871 3257 18.4 360.13 —9.6 20541.6 168296.2 32.76 17.9 32174 2.1
4 1031.3 488.1 423.05 1.520 79.38 41742 63.32 202 45425 —8.8 122915 137239.8 64.53 18.7 429.15 —-2.8
5 873.8 436  389.55 225 53.57 40738 4849 9.5 381.04 6.5 14162.1 143079.6 46.92 12.4 34754 147
6 769.7 3369 35045 1386 34.14 337.17 28.13 17.6 34471 —22 36820.3 2415844 284 16.8 327.35 3
7 10163 4134 39045 1948 58.68 411.81 60.57 —3.2 423.66 —2.9 382652 2443745 61.07 —4.1 386.01 6.3
8 962.1 4499 389.65 1975 6742 39197 57.80 14.3 41821 —6.7 296292 204215.8 57.84 142 356.74 89
9 1010.6 4093 3904 1.815 59.07 375.85 58.19 1.5 423.09 —12.6 35791.8 2372389 59.52 —0.8 38252 —1.8
10 1005.7 415.7 39735 1.806 56.66 416.75 58.11 2.6 42366 —1.7 351203 2328764 59.52 —5.0 3828 8.2
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Figure 12. Thermal perturbation evolution for d, = 0.733 mm sand particles (CFD results).
Experience 7, Tr = 1016.3 K, T, = 4134 K, U = 1.948 m/s, 7. = 0.69 s. [Color figure can be viewed in the online issue, which is

available at wileyonlinelibrary.com.].

parameters estimation, it is referred to later in the sensitivity
analysis section.

The CFD software allows obtaining varied results which
are interesting for describing the transient transport processes
taking place between the emulsion packet and the surface
wall. It concerns both the fluid dynamics and thermal behav-
ior. In this sense, the velocity field obtained by CFD simula-
tion at the final contact time for a typical experience is
reproduced in Figure 11. The fluid dynamic pattern corre-
sponding to a laminar flow regime can be visualized in the
figure. With respect to the thermal behavior of the packet,
Figures 12 and 13 show the temperature profiles in the near-
wall zone for a temporal sequence including the final contact
time value. This sequence is presented for two experiences
corresponding to both particle diameters.

It can be observed that for particles with d;, = 0.733 mm
(Figure 12), the thermal perturbation clearly advances towards
the center of the packet as a function of time up to achieving
the corresponding 7. value. In this case, the heat penetration
depth practically reaches the particle diameter. However, the
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4480402

——
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thermal perturbation does not always produce a significant
heat penetration depth. In general, the smaller the particles
the deeper the thermal perturbation can advance. So, for par-
ticles of dp, = 1.030 mm, this effect is almost not produced
(for operating conditions leading to the temperature fields
showed in Figure 13). Only for the final value of time (close
to the removal of the packet by the action of a bubble) a
week change in color indicates some small change in particle
temperature for the first layer of solids. The particles, in this
case, remain at a thermal level close to T during the whole
contact time period. It can also be explained in terms of the
Biot number, Bi = hy,4(d,/2)/ks. For Bi << 1, a uniform tem-
perature profile can be expected inside the particles. In the
present case, Biot number takes values close to 0.2, which
are not small (eventual particle motion could improve the
agreement with experimental heat transfer coefficients data
if considered).

From the analysis of the mechanisms acting in the heat
transfer process, the difference observed in the behavior of
different size particles can be explained as follows.

N
t=t.=07s

Figure 13. Thermal perturbation evolution for d, = 1.030 mm sand particles (CFD results).
Experience 8, Tp = 1022 K, T, = 448.1 K, U = 2.909 m/s, t. = 0.7 s. [Color figure can be viewed in the online issue, which is avail-

able at wileyonlinelibrary.com.].
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Table 8. Influence of Dense Phase Porosity on Heat Transfer
Coefficients (d, = 1.030 mm; Experience 9)

Dense Phase

Total Heat Transfer

Voi Coefficient Radiant Contribution
oidage
51) h e% hrad e%
0.4 250.85 —2.810 66.515 0.5
0.45 246.91 —1.193 66.784 0.0987
0.5 244.48 —0.198 66.91 —0.089

The heat transfer rate from the dense phase to an
immersed surface wall is determined by the action of three
mechanisms: transient conduction in solid particles (caused
by particles motion), interstitial gas convection and radiation.
These mechanisms are obviously coupled but it is possible
to find operating conditions where some of them could be
dominant. The relative importance of gas convection and
particle conduction is primarily defined by particles size.
The gas convective contribution increases with particle di-
ameter (higher velocities are required to fluidize larger par-
ticles) meanwhile the conductive contribution diminishes
with dp, as the lenticular shaped gas regions between the
wall and the first row of particles become thicker. In this
case, the thermal perturbation is confined to a very narrow
gas zone close to the wall but particles remain practically at

#Exp2 4Exp4 ®Exp6

Exp7 +Exp8

0.5 0.6 0.7 08 09 1

+Exp2 AExp4 ®Exp6

- Exp7 'Exp8

330 .

310

0.5 0.6 07 08 0.9 1
lf

bulk bed temperature Tg. For small particles, for example, d,,
< 0.5 mm, solid conductive contribution becomes significant
(depending also on operating temperature and pressure).
Finally, as the application of CFD to this problem has
required the selection of values for many parameters, a sen-
sitivity study for the most relevant ones is included below,
to show the importance of finding appropriate predictive
expressions or experimental data for its evaluation.

Sensitivity analysis on relevant parameters
in CFD simulations

A sensitivity study was carried out with the aim of estab-
lishing the influence of a set of relevant parameters on the
heat transfer rates obtained in CFD simulations. From the val-
ues obtained in the frame of the numerical scheme described
above, the parameters were varied over reasonable ranges.

The study was performed for analyzing the influence of
the dense phase voidage, the contact time, the dense phase
time fraction fp, or the equivalent (1 — fg), and absorption
and scattering coefficients.

Influence of the dense phase voidage on the dense
Phase total heat transfer coefficient and radiant
contribution

With exception of small particles (Geldart’s type A par-
ticles), values of dense phase voidage Jp are similar to Jy,y.

b 75.00

70.00
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'rad, D
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Figure 14. Influence of dense phase contact time on h,,qp values: (a) d, = 0.733 m and (b) d, = 1.030 m. Influence
of dense phase contact time on hp values: (c) d, = 0.733 m and (d) d, = 1.030 m.

[Color figure can be viewed in the online issue, which is available at wileyonlinelibrary.com.].
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As established earlier, a value dp = 0.5 was used in this
work in both, MHG and CFD calculations.

It has been reported by Mazza and Barreto?® on the basis
of MHG predictions, that the value of the emulsion porosity
has little effect on the evaluation of total and radiant heat
transfer coefficients. It was checked by the authors that a
variation from dp = 0.4 to op = 0.5 causes differences of
about 2%.

With respect to CFD simulations, Table 8 resumes the
influence of varying the Jp in the range of 0.4-0.5. As it can
be appreciated, the emulsion voidage seems not to present a
significant effect on both, radiant and total heat transfer
coefficients (differences of about 3% were found for the total
coefficients whereas <1% can be observed for the radiant
contribution).

Influence of packet contact time

Starting from 7. values calculated from Bock’s correlation,
a variation of 20% in both positive and negative sense (to
consider eventual deviations of Bock’s correlation from real
contact time values) allows obtaining the results given in
Figures 14a—d. It can be appreciated from the figures, that
both /,,qp and hp decrease when contact time increases, as
expected. This can be explained by the drop of temperature
of particles touching the surface that causes the thermal
driving force to decline, resulting in a lower heat transfer
coefficient. This analysis reveals the importance of a good
evaluation of the contact time, which can be defined as the
most important parameter for the heat transfer process stud-
ied here.

Influence of time fraction of bubble phase (fg) or, in
terms of emulsion phase (1 — fp)

The influence of (fg) or, equivalently (/ — fp) on heat
transfer coefficients values can be deduced from results
given in Table 9. A perturbation of 20% in both, positive
and negative sense, starting from Bock’s predictions for a
reference operating condition shows that this parameter is
also one of the most relevant magnitude to evaluate (as
observed in the previous analysis for #.).

Influence of absorption and scattering coefficients

The results concerning the influence of optical properties
on heat transfer coefficients are presented hereafter. It is rec-
ognized® that the absorption index has more influence on
the heat transfer coefficient than the refractive index. A sen-
sitivity analysis is performed starting k, (absorption index)
from 10>, Then, this value was modified to 1072 and 1074,
The corresponding absorption and scattering coefficients,
along with the values of h.,gp and Ap are shown in Table
10. With respect to heat transfer coefficients obtained
for each modified condition, it is observed in the table that
h.ap and hp increase strongly with k, between the range
107*1073 , and then it remains almost constant until the
value of 1072

On the basis of the evidence exposed here, it is necessary
to remark that the existent uncertainty of the value of this
optical property determines the radiant heat transfer and,
therefore, the total heat transfer coefficient.
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Table 9. Influence of fg in Heat Transfer Coefficients

Experience 2 Experience 5 Experience 6 Experience 3 Experience 7

Experience 4

hrad
72.69
71.72

70.75

/e
0.3099
0.2840
0.2582

hrad

i
0.2595
0.2379
0.2163

hrad
32.44

32.10

fs
0.2532
0.2321
0.2110

hrud

/e

hrad

70.39

fs
0.3097
0.2839
0.2581

h rad

fs
0.2704
0.2479
0.2254

302.66

37.70
37.29

36.88

256.81

262.64  55.88 260.75
55.13

3336

0.

282.87

78.40
77.24
76.09

349.39

0.733

309.61

262.22

266.30

69.45 0.3058 269.72
0.2780

68.52

289.20

356.03

February 2012

316.55

267.64
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Table 10. Influence of Absorption and Scattering
Coefficients in the Heat Transfer Coefficients

n kﬂ ﬁubs ﬁsca hrad,D hD
1.3 0.0001 344.45 2597.75 49.59 319.097
1.3 0.001 1290.83 1655.44 60.49 320.99
1.3 0.01 1380.58 1565.25 61.05 321.448

d, = 1.030 mm; Experience 9.

The CFD simulations carried out here have shown that
some operating parameters and properties can be of crucial
importance in simulations of the heat transfer process dealt
with in this article. On the basis of the sensitivity analysis, it
must be pointed out that a precise estimation of the values
of parameters like fz and 7., as well as the absorption
index, are essential for a good evaluation of heat transfer
coefficients (independently of the modeling/simulation
methodology).

Conclusions

The heat transfer between the dense phase of a high tem-
perature bubbling fluidized bed and an immersed surface has
been studied by means of CFD simulations. For this purpose,
FLUENT 6.3.26 code and its mesh generator GAMBIT 2.4.6
code were used. Then, a valid and rigorous methodology for
evaluating heat transfer rates between dense phase packet
and an immersed surface has been established and tested.

The results from CFD simulations were compared and dis-
cussed with experimental data reported by Ozkaynak
et al.?'*? and also with predicted values from the mechanis-
tic model GHM.

A comparison with experimental data found in the litera-
ture was carried out to validate the use of empirical correla-
tions adopted for time parameters. It has been shown that
both, 7. and fg along with the absorption index are the most
important parameters to be evaluated to represent the wall-
to-bed heat transfer transient nature.

Different operating conditions were selected to carry out
the study. High temperatures and different particle sizes
adopted in simulations allow to cover different heat transfer
regimes where the solid conductive and the gas convective
contributions are dominant mechanisms altogether with the
radiant heat transfer.

The temperature distribution inside the particles of the
packet in contact with the immersed surface depends on
both conduction and radiation. Consequently, it is essential
to consider the interaction between the two mechanisms, as
it is carry out in CFD calculations.

To identify the effect of some of the main parameters
(void fraction in the dense phase, absorption, and scattering
coefficients as well as the contact time and bubble fraction)
on the heat transfer coefficients, several simulations were
performed. These parameters were varied in a reasonable
range for operating conditions revealing that 7. and fg are
the most important ones in the wall-to-bed heat transfer eval-
uation. Also, it is shown that at high operating temperatures,
k, plays an important role in the heat transfer process.

Possible particle motion near the wall can require some
modifications in the simulation methodology, which can be
considered as a future perspective of the work.
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Small differences were found between CFD results for ra-
diant and global heat transfer coefficients and most of the
experimental results dealt with in the paper. The same con-
clusion can be established with respect to GHM’s predictions
which in turn provide a new strong evidence to validate the
application of this mechanistic model. In this context, the
results indicate that both the implementation of a micro-
scopic simulation by CFD and the application of the GHM
to quantify the heat transfer between the emulsion phase and
a surface may result convenient, but it is necessary to have
in mind that the application of GHM is very useful and sim-
ple. When comparing the GHM use with CFD simulations it
is important to emphasize that the information concerning
solid properties required by FLUENT is much more difficult
to find than the relatively simpler requirements involved in
layer properties evaluation for GHM. In this sense, CFD can
be considered here as a ‘““virtual experimental work™ but the
use of the GHM, involving only simple algebra and numeri-
cal calculations, can be emphatically recommended.
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Notation

Ar = Archimedes number, dimensionless
Bi = Biot number, dimensionless
C, = particle specific heat capacity, kJ/kg/K

dg = bubble diameter, m
d. = equivalent diameter, m
Dy = bed diameter, m

d, = particle diameter, mm

dt = probe diameter, m
/s = volumetric bubble fraction, dimensionless
Fg,, = view factor, dimensionless
Jfp = time fraction for the dense phase, dimensionless
h = total heat transfer coefficient, W/m2/K
hg = bubble-phase total heat transfer coefficient, W/m?/K
h.p = bubble-phase convective heat transfer coefficient, W/m?/K
hp = dense-phase total heat transfer coefficient, W/m?/K
hpg = gas-particle heat transfer coefficient, W/mz/K
haa = radiative heat transfer coefficient, W/m*/K
hap = radiative heat transfer coefficient in the bubble-phase, W/m?/K
rad,p = radiative heat transfer coefficient in the dense-phase, W/m*/K
I = radiation intensity, W/m2
k, = absorption index, dimensionless
k = thermal conductivity, W/m/K
L,, = vertical immersed surface length, m
m = complex refractive index, dimensionless
n = real component of the complex refractive index, dimensionless
gp = total heat flux due to the dense phase, W/m?
Graq,p = radiant heat flux due to the dense phase, W/m?
7 = position vector
Rep = Reynolds number for the dense phase, dimensionless
Rens = Reynolds number at minimum fluidization condition,
dimensionless
s = path length, m
§ = direction vector
§ = scattering direction vector
t. = contact time, s
Tr = bulk bed temperature, K
Ty, = immersed surface wall temperature, K
Ty cu = surface temperature of the cooper face, K
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ug = bubble rising velocity, m/s
U = superficial gas fluidizing velocity, m/s
Up = superficial gas velocity in the dense phase, m/s
U.ns = superficial gas velocity at minimum fluidization conditions, m/s
Z = effective length in Bock’s correlation, m

Greek letters

Pans = absorption coefficient, dimensionless
Psca = scattering coefficient, dimensionless
J = porosity, dimensionless
Q' = solid angle
&, = particle emissivity, dimensionless
/. = wavelength, um
1 = gas viscosity, kg/m/s
pg = gas density, kg/m®
pp = particle density, kg/m®
o = Stefan—Boltzmann constant, 5.672-x 1078 W/mZ/K4

¢ = phase function

¢ = distance from the distributor plate to probe position, m
Subscripts

B = bubble

D = dense phase

g = gas

p = particle

rad = radiant component
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