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We present a numerical and experimental study of laminar natural convection flow in a fluid filled
cubical cavity. The fluid is a dielectric oil used for cooling distribution and power transformers. As most
liquids, this oil exhibits temperature-dependent viscosity. The cubical cavity of interest has an imposed
temperature difference between two opposite vertical walls while the other walls are insulated. The
cavity dimensions are 0.1 m � 0.1 m� 0.1 m. Four characteristic Rayleigh numbers ranging from 1.7� 108

to 6.3� 108 were analyzed. The numerical study was carried out by applying the Finite Element Method
to solve the 3D NaviereStokes and heat equations using the in-house developed Par-GPFEP code. The
influence of temperature-dependent viscosity on the total transferred heat and on the flow pattern, have
been evaluated. Although there are several studies regarding the flow in a square cavity in this config-
uration, there is limited information in the literature on the 3D flow in cubical cavities with variable
properties of the working fluid. We could not find in the open literature experimental measurements
that we could use to validate our numerical results. For this reason an experimental setup was devel-
oped. The velocity field was visualized and measured by Particle Image Velocimetry (PIV). The tem-
perature profiles in the vertical mid-axis at mid-plane of the cavity were measured and compared with
the numerical results. We found reasonable agreement between numerical simulations and experi-
mental measurements.

© 2015 Elsevier Masson SAS. All rights reserved.
1. Introduction

The problem of natural convection in a cubical cavity is a
benchmark frequently used to validate CFD codes not only for its
geometrical simplicity but also for its engineering interest. Thermal
engineering applications range from double glazed windows, solar
collectors, cooling of thermal-hydraulic devices, among others [1,2].
The simplest case is the cubical (square in the 2D approach) cavity
with two opposite side walls differentially heated and the
remaining four walls being adiabatic (from now onwe will call this
configuration CC).
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erved.
Several studies regarding square cavities showing two dimen-
sional behavior can be found in the literature, these cover a wide
range of Rayleigh (Ra) numbers ranging from 103 to 1016. The first
report of a benchmark for this configuration is probably the work of
De Vahl Davis [3], who presented flow results at steady state in a
square cavity at a Prandtl (Pr) number Pr¼ 0.71 and Rayleigh
numbers from 103 to 106. A large number of authors have extended
this range using different experimental and numerical techniques
(e.g. Hyun and Lee [4]). Much of the work related to the square
cavity has been reviewed by Arpino et al. [5] who also proposed a
new square cavity benchmark solution at Ra¼ 107 to 108, his results
were validatedwith numerical and experimental results from other
authors (e.g. Le Quere [6]).

In contrast, the 3D problem of the flow in a cubical cavity has
been less studied. On one hand the computational cost becomes
higher, particularly with increasing Rayleigh numbers, and on the
other, there are considerably fewer experimental studies to validate
the numerical results. One of the first experimental studies was
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Fig. 1. Geometrical description of the cavity and coordinates system.
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presented by Hiller et al. [7] on a cubical cavity that was filled with a
glycerolewater solution, covering a Rayleigh number range from
104 to 107. They observed the temperature fields and flow
streamlines, and found discrepancies with numerical results from
other authors. The authors attribute these differences to the fact
that the numerical model did not consider temperature dependent
viscosity. More recently, Leong et al. and Mamun et al. [8e10]
studied the cubical cavity in a different configuration: a cubical
cavity with two opposing walls kept at different temperatures, the
remaining walls with a lineal variation from the cold temperature
to the hot temperature. They also studied the effect of the tilt angle
of the cavity respect to the gravity force. They remark the fact that
the other configurations like the CC benchmark are not physically-
realizable. The reasoning behind this affirmation is that in an air-
filled cavity the heat losses at the walls are especially critical due
to the low thermal conductivity of the air.

With regard to numerical studies, the earliest work, to our
knowledge, was that of Mallinson and Davis [11]. They studied
the three-dimensional flow in a box, varying the cavity di-
mensions, the Rayleigh and Pr numbers. They analyzed how the
three-dimensionality of the flow is affected by these three pa-
rameters. Most of the numerical studies focus on the air-filled
cubical cavity, considering constant properties and Rayleigh
numbers ranging from 103 to 107. Some examples are the works
of Refs. [12e16]. They used this benchmark (CC) to validate
different numerical techniques. Pepper and Hollands [17] made a
summary of several numerical studies of three benchmark
problems, one of them is the air-filled enclosure proposed by
Leong et al. [9], in a range of Rayleigh numbers from 105 to 108.
This configuration is convenient from both the experimental and
numerical point of view not only for its experimental feasibility
but also because it becomes unstable at lower Ra numbers. This
allows to obtain unstable numerical solutions without the need of
high spatial resolution [18].

On the other hand, some authors studied the effects of variable
properties on laminar natural convection in an enclosure (e.g.
Younis et al. [19]). Yamasaki and Irvine [20], studied the effects of
temperature-dependent viscosity in a vertical tube. They found
that the average velocity and the total heat transferred, increase
when the variable viscosity is considered. Hyun and Lee [21]
made a numerical study in a square cavity differentially heated
with a fluid having a temperature-dependent viscosity at a Ray-
leigh number of 3.5� 104 and 3.5� 105. They found that the
variable viscosity affect the flow pattern and enhance the heat
transfer in the cavity. Emery and Lee [22] studied the effects of
temperature-dependent conductivity and viscosity for Prandtl
numbers ranging from 0.01 to 1.0 and Ra � 106. In their work the
viscosity and conductivity increase with temperature. They found
that the temperature and velocity fields are affected by variable
properties while the overall heat transfer remains unaffected.

In this work we present a numerical and experimental study
of natural convection in the CC benchmark problem. The fluid is a
dielectric oil used for cooling electrical equipment, specifically
the YPF64 oil which is frequently used in distribution trans-
formers using ONAN (oil-natural, air-natural) heat transfer man-
agement scheme. This mineral oil type has a strong viscosity
variation in the working range of temperatures. The main
objective is the observation and quantification of variable vis-
cosity effects in the flow pattern and in the heat transfer rate in
CC configuration. We studied four cases varying the Rayleigh
number from 1.7� 108 to 6.3� 108 by changing the hot and cold
wall temperatures. No turbulent model was used since the tran-
sition to turbulence begins between 108 to 109 [23,24] while our
results (both numerical and experimental) do not suggest the
development of turbulence.
2. Mathematical model

2.1. Geometry and general aspects

We consider a cubical enclosure with height, width and depth L
as is illustrated in Fig. 1. The left and right vertical walls are both
isothermal with temperature Tc and Th (Th> Tc) respectively. The
remaining four walls are thermally insulated. A mineral oil with
temperature-dependent viscosity is the working fluid. The physical
properties of the fluid are detailed in Section 2.4.

2.2. Governing equations

The cubical cavity flow is governed by the incompressible
NaviereStokes, and Energy equations, where the Boussinesq
approximation is considered. The dimensional form of these
equations can be expressed as

r0½vtuþ ðu$VÞu� � V$½2mðTÞVsu� þ Vp ¼ f in U; t2ð0; TÞ; (1)

V$u ¼ 0 in U; t2ð0; TÞ; (2)

r0Cp½vtT þ ðu$VÞT � � kV2T ¼ 0 in U; t2ð0; TÞ; (3)

where u is the velocity vector with components ux, uy and uz. The
buoyancy force is f ¼ r0g[1�b(T�T0)], being r0 the density at the
temperature T0. The buoyancy force is written in this form to avoid
the density evaluation at the local temperature.
Vsu ¼ ½[(Vu) þ (Vu)T] is the symmetric gradient operator. U is the
N-dimensional domain where the problem will be solved in the
time interval (0,T). We use the no-slip boundary conditions for
velocity at all walls,

ux ¼ uy ¼ uz ¼ 0 at

8<
:

x ¼ 0; L;
y ¼ 0; L;
z ¼ 0; L:

(4)

For the energy equation, the left and right vertical walls have
Dirichlet boundary conditions (5) with Th and Tc constant values
while the other four walls have Neumman conditions (6).

TðL; y; zÞ ¼ Th at x ¼ L;
Tð0; y; zÞ ¼ Tc at x ¼ 0; (5)

vT
vy

¼ 0 at y ¼ 0; L;

vT
vz

¼ 0 at z ¼ 0; L:

(6)

We are interested in the steady state solution of this problem,
however the code is also able to solve the transitory to observe the
flow structures of the transient state. The time necessary to reach
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the steady state is approximately one hour starting from constant
initial conditions. Such conditions were: null velocity in the whole
domain and ambient temperature (20�C) in all domain except in
the isothermal walls.
Table 1
Fluid properties of the YPF64 oil.

Physical property Value

Density (kg/m3) r 880
Thermal conductivity (W/m K) k 0.126
Specific Heat (J/kg K) Cp 1860
Thermal diffusivity (m2/s) a 7.7 � 10�8

Thermal expansion coefficient (K�1) b 0.00075
2.3. Solution method

The equations (1)e(3) have been solved by the Finite Element
Method. In this work we use the Standard Galerkin approximation
with the addition of stabilizer terms according to the SUPGmethod
[25]. With this technique, the variational formulation of problem
(1)e(3) consists in finding finite element approximations
ðunþq

h ; pnþ1
h ; Tnþq

h Þ to (unþq,pnþ1,Tnþq) such that

r0

 
unþ1
h � unh

Dt
þ �unh$V�unþq

h ; vh

!
þ 2m

�
Tnh
�
$a
�
unþq
h ; vh

�

� b
�
pnþ1
h ; vh

�
� ðf n; vhÞ þ

Xnel
e¼1

Z
Ue

�
P ðuh; vhÞtℛðuh; phÞ

þ ð4mþ 2r0jjunjjheÞV$unþ1
h V$vh

�
dU ¼ 0 cvh2Vh;0;

(7)

b
�
qh;u

nþ1
h

�
þ
Xnel
e¼1

Z
Ue

tℛðuh; phÞ$VqhdU ¼ 0 cqh2Qh; (8)

 
Tnþ1
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Dt
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�
Tnþq
h dU ¼ 0 cwh2Wh;

(9)

with the finite element spaces Qh, Vh, Vh,0 andWhwhich are approxi

mations to Qst ¼ fq2L2ðUÞ
����� RU q ¼ 0g, H1(U)N, Vst ¼ H1

0 Uð ÞN and

Wst ¼ H1
D Uð ÞN respectively with the following bilinear forms:

a
�
unþq
h ; vh

�
:¼
�
Vsunþq

h ;Vsvh

�
;

b
�
qh;u

nþ1
h

�
:¼
�
qh;V$u

nþ1
h

�
;

(10)

the perturbation to the test function P of the form:

P ðuh; vhÞ ¼ ðuh$VÞvh; (11)

and R the residual of the momentum equation

ℛðuh; phÞ ¼ r0

"
unþ1
h � unh

Dt
þ �unh$V�unþq

h

#
þ Vpnþ1

h � f n; (12)

t is the intrinsic time that depends of the stabilizing technique, we
use the definition of Codina [25] for momentum and energy
equations respectively, written as follows,

t ¼ 1
4m
r0h2

e
þ 2jjujj

he

t1 ¼ 1
4a
h2
e
þ 2jjujj

he

; (13)

where he is the element size in the flow direction. For the temporal
discretization we use the trapezoidal rule scheme:

unþq :¼ qunþ1 þ ð1� qÞun: (14)

In this work we use q ¼ 1/2 (CrankeNicolson) for the
momentum equation and q ¼ 1 (Backward Euler) for the energy
equation. A detailed discussion about this scheme can be found in
[26]. The resulting system of linear equations was solved by the
iterative method GMRES with a block-ILU preconditioner using
PETSc and MPI as parallelization method, which is implemented in
the in-house developed Par-GPFEP code [27].

2.4. Temperature viscosity dependence

The working fluid is a mineral naphthenic YPF64 oil. The
physical properties of this mineral oil were provided by Tubos Trans
Electric S.A. and they are detailed in Table 1.

One of the characteristics of this oil is the viscosity dependence
on temperature. Due to the limited technical specifications, related
with the hydrodynamic properties, available for this mineral oil, we
measured the viscosity of the oil for theworking temperature range
by means of a Brookfield DV-II þ Pro programmable cone/plate
viscometer. To provide a controlled variation of temperature, a
HAAKE D8 temperature bath controller coupled to the viscometer
was used. The viscosity measurements are shown in Fig. 2.

Fig. 2 shows the experimental data and its fitting function in
logarithmic scale. We found that the viscosity of theworking oil can
be fitted with the following law:

log m Tð Þð Þ ¼ B� A log Tð Þ; (15)

where A¼ 9.55± 0.23, B¼ 50.24± 1.33, for m is expressed in kg/ms
and temperature T in Kelvin.

This exponential law was implemented in the solver code to
account for viscosity variations with temperature.

Since the kinematic viscosity is the parameter with strongest
temperature dependence as compared to the thermal conductivity
and the specific heat in the working temperature range [28], in the
present work, all the thermal oil properties were considered con-
stants except the viscosity.

The wall temperatures and the respective Rayleigh and Prandtl
numbers for each case studied are presented in Table 2. The Ray-
leigh and Prandtl number were calculated according the equations
(16) and (17). The fluid properties are evaluated using a reference
temperature Tf¼ (Th þ Tc)/2.

RaL ¼
gbðTh � TcÞL3

na
; (16)

Pr ¼ n

a
; (17)

Notice that for the wall temperatures in case 1, the dynamic
viscosity varies from ~0.007 to ~0.013 kg/ms, resulting in a variation
with respect to the mean value (Dm=m), of ~60%, this viscosity
variation increases with Th�Tc temperature difference, reaching
about ~103% for case 4.

2.5. Characteristic scales and grid size

In order to determine the grid size, a first estimation of the
thickness of the thermal and momentum boundary layers (dq, d)



Fig. 2. Characteristic curve of the viscosity as a function of temperature for mineral oil
YPF64 in logarithmic scale.

Table 2
Characteristic quantities in the four cases studied.

Th Tc Pr Ra Dm=m

Case 1 50 30 142.02 1.7 � 108 60%
Case 2 60 30 122.08 3.0 � 108 85%
Case 3 70 35 97.72 4.4 � 108 95%
Case 4 80 40 78.62 6.3 � 108 103%

Table 3
Grid dependence of Nusselt number in different meshes.

Mesh Grid size Nu (hot wall) Nu (cold wall) hmin (m)

C 50 � 50 � 50 35.04 35.13 5.00 � 10�4

M 120 � 120 � 120 36.27 35.97 2.50 � 10�4

F 150 � 150 � 150 36.27 36.20 1.42 � 10�4
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was made using the approximation (18) based on the Nusselt
number Nu and the characteristic length l [29].

dq � l
Nu

; (18)
Fig. 3. Vertical profiles at mid-plane of the cavity obtained from steady state numerical solu
x¼ 0.5, y¼ 0.5 (Mid-plane), (b) x-component of velocity profile at x¼ 0.5, y¼ 0.5.
Nu ¼ 0:18
�

Pr
0:2þ Pr

RaL

�0:29
; (19)

with the assumption of dq~d. The Nusselt number can be estimated
by means of an empirical correlation for natural convection in en-
closures (19) (see[30]). In our case, with a Ra¼ 1.7� 108 and
Pr¼ 142, the value of dq is about 2.3� 10�3 m. Taking into account
the thickness of the boundary layer, three non-uniform grids were
built and used in order to make a grid dependency study. Table 3
shows the minimal spatial discretization hmin and also, the
dependence of total heat transfer with the grid size. It can be noted
that the difference between the numerically calculated Nusselt
numbers for cases C and M is about 3.4% whereas the difference
between cases M and F is much lower, about 0.07%. This is also
reflected in Fig. 3 which presents the vertical profiles of tempera-
ture and velocity at mid-plane of the cavity for the three mesh sizes
at steady state. We used vertical profiles along vertical mid axis of
the cavity mid plane since we obtained experimental data over this
symmetry axis, not only for temperature but also for velocity as we
described in Section 3. The velocity is presented in a dimensionless
form by using the characteristic velocity U0¼ (gbL(Th�Tc))1/2. The
results obtained for M and F are practically grid independent and
also can resolve the boundary layers near the walls. For cases 3 and
4 with boundary layer thicknesses around 1.7� 10�3 m and
1.6� 10�3 m respectively, the mesh F was used to improve the
spatial resolution near the walls.
3. Experimental setup and measurement method

The experimental device is a cubical cavity completely filled
with mineral oil YPF64. The cavity is formed by two vertical and
opposed aluminum walls and four transparent walls. The superior
wall is made of 4 mm thick crystal acrylic and the remaining three
are made of window glass. The spacing between walls is
100± 0.5 mm. A schematic of the experimental device is shown in
Fig. 4 (Top).

The upper wall has two 4mmpenetrations, one for the insertion
of the traversing temperature sensor and the other for the expan-
sion tank. This tank is used to compensate volume changes due to
thermal expansion of the oil and the materials of the cavity. The
aluminum walls provide the hot and cold constant temperature
conditions. The hot wall is 24 mm thick and is heated bymeans of a
Watlow FIREROD cartridge electrical heater, with diameter and
tions using three different meshes: C, M and F (see Table 3). (a) Temperature profile at



Fig. 4. Schematic of the experimental device. (Top) Cavity scheme, (Center) Cavity
mid-section showing the insulation. (Bottom) PIV recording setup. Laser sheet is
positioned at different distances from the viewing window, Plane 1 is closest while
Plane 5 corresponds to mid-plane.
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heating length of 6.5 mm and 50 mm respectively. The heater was
inserted parallel to the internal face of the hot wall, at a distance of
18 mm. The temperature is controlled by a Novus N480D temper-
ature controller in PID mode. The power is determined by
measuring the instantaneous applied tension and taking the square
average. With this value and the heater resistance the applied total
electrical power was calculated. The cold wall is refrigerated by
means of a glycol and water mixture flow supplied by a thermo-
static bath. The fluid is passed by awinding copper tube soldered to
a flat slab that is in good thermal contact with the aluminum wall.
Two PT100 transducers are inserted into the hot and cold walls to
measure their temperature.

The measurement of the oil temperature is very challenging. We
consider the most relevant information is given by the vertical
temperature profile along the central vertical symmetry axis. To
obtain this temperature profile a 0.5 mm diameter traversing glass
beard thermistor was used. The thermo probe was calibrated by
means of a Techne Tecal 650S temperature calibrator giving a
measurement precision of 0.5�C. Temperature measurements were
taken by a National Instruments NI 9219 universal analog input
module. Heater voltage measurements were taken by means of a
resistor divider bridge connected to a NI 9205 analog input module.
Both were connected to a PC. The cavity was covered with 20 mm
thick expanded polystyrene to provide the thermal insulation of
the cavity (see Fig. 4 (Center)). The thermal conductivity of the
expanded polystyrene is approximately kwall¼ 0.04 W/mK.

The vertical temperature profile was measured once the steady
state was achieved, with the thermistor moving along the central
vertical symmetry axis of the cavity. Steady state was based on the
settling times obtained from simulations being approximately one
hour. Measurements were taken using the insulation configuration
as shown in the cavity cross section in Fig. 4 (Center), where the
insulation wall covers all the cavity except the cold wall.

We used Particle Image Velocimetry (PIV) to obtain the exper-
imental velocity fields. A detailed description of this technique can
be found in [31e33]. This requires a different configuration as
shown in Fig. 4 (Bottom), where the frontal wall (visualization
window) and one half of the top wall (illumination window) were
not covered by insulation. The first one was necessary for visuali-
zation and the second one to provide the illumination entry.

Fig. 4 (Bottom) also shows a sketch of the setup used for PIV
recording in the cubical cavity. Due to the low velocities involved,
approximately ~10�3 m/s, a digital camera able to capture images at
a frame rate up to 5 frames per second (fps) and a laser in contin-
uous mode, were appropriate to obtain satisfactory velocity mea-
surements. We used a laser with a nominal power of 400 mW, a
wave length of 532 nm and an aperture angle of 30�. The images
were captured with a Casio EX-FH25 digital camera in burst mode.
A cylindrical lens is used to expand the laser in order to generate a
light sheet that illuminates the measurement plane.

This plane can be located at different offsets from the frontal
window in direction to the cavity mid plane. Five planes were
measured. Those are located at y¼ 0.01 m (plane 1), y¼ 0.02 m
(plane 2), y¼ 0.03 m (plane 3), y¼ 0.04 m (plane 4) and y¼ 0.05 m
(plane 5), being y¼ 0 the frontal window. With the dimensionless
notation y* ¼ y/L, the planes are located at y* ¼ 0.1, 0.2, 0.3, 0.4 and
0.5 respectively. The last one also corresponds to cavity mid-plane.

Spherical hollow glass particles 10 mm in diameter were used as
flow tracers. When these particles are illuminated the scattered
light is recorded by the digital camera focusing perpendicular to the
laser (see Fig. 4 (Bottom)).

4. Results and discussion

4.1. Numerical results

We performed numerical simulations for the four cases detailed
in Table 2 in order to study the heat transfer and the flow pattern in
a fluid with variable viscosity. The dependence of the viscosity with
temperature is described by the potential law equation (15). The
numerical results are later compared with the experimental
measurements.

The flow pattern at different times of the initial transient, along
with the temperature distribution at cavity mid-plane for case 1,
are shown in Fig. 5. The flow pattern at steady state for cases 2, 3
and 4 are visualized in Fig. 6.

In Fig. 5 we show at left side the plane nearest to the window
wall (plane 1), at center, the streamlines pattern at cavity mid-
plane and at right side the temperature distribution at this plane.
The streamlines are obtained as a result of the velocity field pro-
jection over the xy plane to provide a better visualization and a



Fig. 5. Streamlines and Isotherms at different times of the unsteady state at Ra¼ 1.7� 108 until reaching the steady state (Case 1 Numerical). Plane 1 (left), Mid-Plane (center) and
temperature distribution and isotherms at mid plane (right). (a), (b), (c) t¼ 1250 s, (d), (e), (f) t¼ 2000 s, (g), (h), (i) t¼ 3250 s, (j), (k), (l) t¼ 4500 s (steady state solution).
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direct comparison with the measured 2D velocity fields. At these
Rayleigh numbers (Ra~108), the flow is essentially convective. The
flow in counter clockwise direction is produced by the buoyancy
force due to the temperature gradient between the isothermal
walls. Due to the non uniform temperature, regions with lower and
higher viscosity and consequently thinner and thicker boundary
layers exist in the entire cavity.

Notice that at t¼ 1250 s (see Fig. 5 (a)e(c)), two new rolls appear
near the upper and lower left corners, which are later dissipated
(see Fig. 5 (d)e(i)). As time increases, it can be seen that an
elongated central vortex core forms at mid-height of the cavity (see
Fig. 5 (g)e(h)). Thus, when the convective process is developed, the
flow pattern at these Rayleigh numbers is characterized by the
presence of three vortices (see Fig. 5 (k)). Most of the flow rate
inside the cavity is transported by the central vortex which corre-
sponds to the main flow following the cavity geometry. The other
two vortices, vertical and adjacent to the isothermal walls, consti-
tute a second order phenomenon. With regard to the flow pattern,
the main difference found between case 1 and cases 2 to 4 was the
aspect of the central vortex core. In the case 1, this elongated



Fig. 6. Streamlines and Isotherms at vertical mid-plane (Steady state numerical solution). Streamlines (top), Temperature distribution and isotherms (bottom). (a), (b) case 2, (c), (d)
case 3, (e), (f) case 4.
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convective roll is asymmetric, being wider near the hot wall where
the viscosity is smaller and narrower near the cold wall where the
viscosity is maximal. This asymmetry decreases as the Rayleigh
number increases, being almost negligible in case 4 (see Fig. 6).

The asymmetry caused by variations in the fluid viscosity has
also been documented by Hyun and Lee [21]. They show stream-
lines of the flow at different times in the start transitory. They found
that at Ra¼ 3.5� 105, the streamlines are more concentrated near
the hot wall than near the cold one and the secondary roll near the
hot wall was observed to be larger. In our case, despite the strong
variations on viscosity in all cases, the asymmetry regarding the
central vortex core is barely noticeable. A difference most likely
caused by the higher Ra number.

In the present work, with Rayleigh numbers in the range of
1.7�6.3� 108, the maximumvelocities are present near the hot and
Fig. 7. (a) and (b) Velocity profiles at different planes of the cavity. (a) Vertical velocity profi
vertical mid axis of each plane. The insets show the profile locations.
cold walls. An appreciable difference was found between the
boundary layer thicknesses on the vertical and horizontal walls.
This is expected as the fluid movement is generated by different
mechanisms. This behavior is observed quantitatively in the verti-
cal and horizontal velocity profiles along the cavity mid axis shown
in Fig. 7 (a) and (b). We called horizontal profile to a sampling of
velocity z-component along x-direction over horizontal mid axis of
each plane and vertical profile to a sampling of velocity x-compo-
nent along z-direction over vertical mid axis of each plane (see the
insets in Fig. 7 (a) and (b)). In this figure we can be seen that in the
central core region velocities are two orders of magnitude lower
due to stratification. It can also be seen that, while the profiles of
the vertical velocity component are not affected by boundary ef-
fects of the end walls (see Fig. 7(a)), the ones of the horizontal
velocity (see Fig. 7(b)) clearly show the 3D nature of the flow.
les over the horizontal mid axis of each plane, (b) Horizontal velocity profiles over the



Table 4
Comparison of Nusselt number and vertical and horizontal velocity profile peak values and locations for numerical and experimental results.

Nu ux/U0 (x ¼ 0.5) z/L(x ¼ 0.5) uz/U0(z ¼ 0.5) x/L(z ¼ 0.5)

Case 1 Num. (hw) 36.27 �0.00380 0.955 0.0204 0.99
(cw) 36.20 0.00367 0.050 �0.0184 0.01

Exp. 45± 6 �0.00461 0.960 0.0198 1.0
0.00349 0.040 �0.0147 0.0

Case 2 Num. (hw) 41.51 �0.00388 0.960 0.0223 0.99
(cw) 41.44 0.00360 0.045 �0.0201 0.01

Exp. 56± 5 �0.00501 0.970 0.0161 1.0
0.00328 0.040 �0.0164 0.0

Case 3 Num. (hw) 45.69 �0.00409 0.960 0.0244 0.99
(cw) 45.55 0.00380 0.040 �0.0226 0.01

Exp. 59± 6 �0.00498 0.970 0.0164 1.0
0.00332 0.050 �0.00896 0.01

Case 4 Num. (hw) 49.88 �0.00434 0.970 0.0262 0.99
(cw) 49.78 0.00400 0.040 �0.0251 0.01

Exp. 68± 6 �0.00546 0.980 0.00997 1.0
0.00372 0.040 �0.00460 0.01
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Regarding temperature fields, Figs. 5 (l), 6 (b), (d) and (f) show
cavity mid-plane temperature distribution and isotherms, notice
that isotherms are irregular only near thewalls due to the boundary
layers. Most of the cavity shows a vertical stratification, with
negligible horizontal temperature gradients except near the hot
and cold walls. On the other hand vertical temperature gradients
are almost constant in the central area.

4.2. Experimental results

In this section we show a comparison between the Nusselt
number and temperature profiles obtained from simulations and
Fig. 8. Numerical and experimental horizontal velocity profiles at different heigh
experiment. We also compare the flow patterns from the experi-
mental measurements and numerical simulations. The Nusselt
number is a dimensionless number defined as follows [30],

NuL ¼
hL
kf

¼ _qL
Akf ðTh � TcÞ (20)

where h is the convective heat transfer coefficient, L is the
geometrical characteristic length, kf is the fluid thermal conduc-
tivity, _q is the total heat transferred to the system and A is the
surface area. Numerically, the mean Nusselt is calculated by the
expression (21). Experimentally, this dimensionless number is
ts of the cavity in the four cases. (a) Case 1, (b) Case 2, (c) Case 3, (d) Case 4.
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calculated by the expression (20) using the measured power
_qavg ¼ ðVrmsÞ2=R� _qLosses, where Vrms is the heater voltage input and
R is the heater resistance and _qLosses are the power losses. These
power losses were roughly estimated based on the thermal re-
sistivity of the isolation material and subtracted from the total
applied electrical power to calculate the heat flux to the working
fluid. These measured and calculated Nusselt values, along with the
Fig. 9. (a)e(e) Numerical and experimental vertical velocity profiles at x¼ 0.5, among differ
cavity between experimental and numerical results in the four cases.
vertical and horizontal velocity profile peak values, are summarized
in Table 4.

NuL ¼
L

Th � Tc

0
B@1
A

Z
Wall

vT
vx

dG

1
CA (21)
ent cases by planes. (f) Comparison of vertical temperature profiles at mid-plane of the
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As can be seen in Table 4, there is a difference between the
calculated Nusselt number and the one obtained from experi-
mental measurement, the maximum difference is approximately
27% with respect to the measured value for case 4 and the mini-
mum is around 20% for case 1. This discrepancy may be caused by
the uncertainty associated to the heat losses in the insulation sys-
tem that can not be predicted by the simplified mathematical
model. However in our case, the estimated heat losses
correspond only to approximately 13% of the measured total power.
Even then this difference can not be justified completely by mea-
surement uncertainty.

In Figs. 8 and 9 (a)e(e) we show the horizontal and vertical
velocity profiles from different cavity planes for all the studied
cases. Fig. 8 shows the horizontal velocity profiles along the cavity
mid axis z/L¼ 0.5, at five different measurement planes (P1, P2…
P5), located at y/L¼ 0.1,0.2…0.5 respectively, for each case studied.
Notice that reasonable agreement exist between experimental and
numerical results for case 1. However it can be observed that in all
cases the minimum and maximum experimental velocity values
are registered at x/L¼ 0 and x/L¼ 1 respectively showing an
insufficient resolution near the walls. As Rayleigh number in-
creases the boundary layers become thinner and the experimental
results obtained for cases 2, 3 and 4 can be only interpreted as
spatially averaged velocity values near the isothermal walls. It is
clear that a higher experimental resolution is required to measure
the boundary layers near the isothermal walls where the bound-
ary layers become thinner. In the present study we were inter-
ested in capturing the entire velocity field, however a higher
resolution near the isothermal walls would require to focus in the
region of interest.

In Fig. 9 (a)e(e) for each plane, vertical velocity profiles of the
four cases studied are plotted. Notice that in these cases a satis-
factory resolution could be obtained, resolving the lower veloc-
ities near the top and bottom walls. A reasonable agreement can
be observed between calculated and measured velocities along
the 90% of the z mid-axis. The greatest discrepancies are regis-
tered near the top wall. On this upper region the measured ve-
locities are higher than the values obtained from numerical
simulation.

On the other hand, in spite of the difference between the nu-
merical and experimental Nusselt values observed in Table 4, we
can see in Fig. 9 (f) a reasonable agreement between the mea-
surements and the numerical solution. This figure shows the
temperature profiles along the central z-axis located at mid-plane
Fig. 10. Streamlines at different vertical planes of the cavity at Ra
of the cavity. The difference observed in the temperature profile
upper region is most likely caused by the opening used to introduce
the temperature sensor.

The measured flow pattern in case 4 is shown in Fig. 10. There
are clear differences with the numerical fully developed solution.
Most notoriously the asymmetry of the central convective vortex.
On the other hand the experimental results compare well with the
numerical transient solution, showing qualitatively similar char-
acteristics. One of them is the convective roll near the upper left
corner which is present in all planes measured, as well as the
presence of the three vortices: the main flow with a central and
asymmetric core and the two vortices near the isothermal walls.
Therefore, based on the flow pattern obtained experimentally, we
can venture the flow in the experiment has not reached a fully
steady state condition at the time of themeasurement. This can also
explain the main differences between numerical and experimental
results. First, the velocities during the transient are higher than the
steady state ones. Second, at higher velocities, higher Nusselt
numbers are obtained and third, the flow pattern is significantly
asymmetric during the initial transient. The experiment duration
was defined from the simulation settling times, being approxi-
mately one hour. In the present study longer times were difficult to
achieve due to limitations in the experimental device and therefore
this remains as an open topic for future work.

5. Conclusions

The present numerical study provides the basic flow patterns
and heat transfer characteristics for natural convection in a cubical
cavity with variable viscosity at Rayleigh numbers from
Ra¼ 1.7� 108 to Ra¼ 6.3� 108 with a reasonable agreement with
the experimental data.

The experimental results suggest fully developed conditions
were not achieved at the measurement time. This fact can explain
the discrepancies between numerical and experimental results.
Thus, higher Nusselt numbers and velocities were found in the
measured results as compared to numerical ones. In spite of these
differences, the size of the thermal and velocity boundary layers, as
well as the velocity and temperature scales in both experimental
and numerical cases are in good agreement.

The numerical and experimental flow patterns present a non-
oscillatory behavior, reflecting a stable convective flow. This is not
expected for the Raleigh numbers studied, which correspond to
conditions reported as unstable [23,24].
¼ 6.31� 108 (Case 4 Experimental). (a) y/L¼ 0.1, (b) y/L¼ 0.5.
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It would be interesting to include more realistic boundary
conditions in the numerical model for further investigations and
also improve the experimental setup to reduce the principal heat
losses and stabilization times.

The temperature viscosity dependence causes a barely notice-
able asymmetry in the flow velocity field at steady state. This
asymmetry becomes negligible as Rayleigh number increases.
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