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Una población representa la totalidad de perso-
nas que nos interesa estudiar. En general, estu-
diar a toda una población es laborioso y costoso 

en términos de tiempo y recursos y, en algunos casos, 
imposible, porque la población puede ser en principio 
abstracta (por ejemplo, cuando estudiamos pacientes 
que podrían desarrollar una complicación en el futuro). 
Por lo tanto, habitualmente recolectamos datos de una 
muestra o subconjunto de personas representativas de 
esa población, es decir, que tienen características simi-
lares a las de la población en estudio, y los utilizamos 
para obtener conclusiones, o sea, hacer inferencias so-
bre esa población.

Los datos obtenidos de este modo no nos informan un 
valor exacto e invariable, ya que se obtienen solo de 
una parte de toda la población. Además, si tomáramos 
varias muestras de la misma población obtendríamos 
valores diferentes en cada una de ellas. 

La inferencia estadística pretende obtener un valor que 
se acerque lo más posible al supuesto valor real, que 
nunca conoceremos. Esta aproximación puede tener 
dos enfoques diferentes: la estimación puntual y la es-
timación por intervalos de confianza.

PARÁMETROS, ESTADÍSTICOS  
Y ESTIMADORES 

Como ya se ha dicho, pocas veces podemos acceder 
al valor exacto de un parámetro de toda la población, 
como una media o una proporción, por lo que habitual-
mente estimamos el valor del parámetro utilizando los 
datos recogidos de una muestra.

Esta estimación de un estadístico muestral es una esti-
mación puntual del parámetro, es decir, toma un único 
valor, que será solo una de las múltiples estimaciones 

OBJETIVOS:

■	 Distinguir entre estimación puntual y por intervalos de confianza

■	 Comprender el concepto de error estándar de una distribución de muestras

■	 Saber interpretar un intervalo de confianza

■	 Aprender a calcular un intervalo de confianza para una media

■	 Aprender a calcular un intervalo de confianza para una proporción

“La estimación puntual es como tratar de clavar un clavo en movimiento:  
nunca estás seguro de si realmente lo has acertado”

Bradley Efrom

puntuales teóricas, obtenidas del análisis de otras po-
sibles muestras seleccionadas a partir de la población.

Las estimaciones puntuales varían de una muestra a 
otra. La estimación por intervalos de confianza nos 

permite tener en cuenta esta imprecisión y establecer 
unos límites entre los que se encontrará el parámetro 

poblacional que queremos estimar

Por ello, la forma más prudente de facilitar cualquier 
estimación es presentarla como un rango de valores 
entre los que puede estar el parámetro poblacional a 
estimar. Este rango constituye lo que denominamos 
intervalo de confianza. Habitualmente estimamos in-
tervalos con un 95% de confianza, que interpretaremos, 
de forma sencilla, como que el parámetro poblacional 
tiene una probabilidad del 95% de encontrarse dentro 
de esos límites.

INTERVALO DE CONFIANZA Y ERROR 
ESTÁNDAR

Para estimar los intervalos de confianza partiremos de 
las estimaciones puntuales de nuestra muestra, habi-
tualmente, una frecuencia relativa (proporción) para 
una variable nominal dicotómica, o una media (media 
muestral) para una variable continua, que son nuestras 
mejores aproximaciones al parámetro poblacional que 
hay que estimar: una proporción (p) o una media (μ). 
Pero como han sido estimadas en muestras, por pru-
dencia, solo podemos decir que los parámetros a esti-
mar tendrán valores cercanos a los que hemos obteni-
do en nuestra muestra.
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Pero, ¿cómo calculamos el intervalo de error alrededor 
de nuestras medidas muestrales? La aproximación más 
intuitiva es intentar saber si las proporciones o medias 
muestrales siguen algún tipo conocido de distribución 
de probabilidad.

Hagamos un ejercicio teórico a partir de los datos de 
una amplia muestra de casos de partos (12  000), de 
la que vamos a seleccionar muestras de creciente ta-
maño muestral. Nuestro objetivo es estimar la propor-
ción de partos distócicos que hay en esa población. No 
olvidemos que, incluso con muestras de gran tamaño 
muestral, las muestras solo son aproximaciones a la 
población. Asimismo, recordemos que, en el mundo 
real, este ejercicio teórico no es posible, ya que en 
nuestros estudios solo vamos a contar con una úni-
ca muestra (que podría ser la que aquí vamos a usar 
como población).

Para calcular el error estándar de una proporción 
debemos conocer su valor en la muestra,  
su complementario y el tamaño muestral

Hemos seleccionado 120 muestras aleatorias de tama-
ño n = 10 (cada muestra 10 partos). En cada una de las 
120 muestras estimamos la frecuencia relativa de parto 
distócico, con lo que obtendremos 120 proporciones, 
que utilizaremos como si fueran observaciones indivi-
duales, que adoptarán valores entre 0 y 1, para confec-
cionar un histograma de frecuencias (Figura 1). Como la 
proporción de partos distócicos en la muestra que he-
mos empleado como población es 0,15 (15%), la mayoría 
de los valores van a estar entre 0,10 y 0,20; es impor-
tante advertir de nuevo que esa información que sabe-

mos aquí es siempre desconocida. Junto al histograma 
podemos ver la media y desviación típica de esas ob-
servaciones, que han pasado a ser consideradas como 
variables continuas. El histograma izquierdo nos dice 
que la media es 0,15 y la desviación típica 0,115. 

Ahora vamos a seleccionar 120 muestras aleatorias de 
tamaño n = 20 (cada muestra 20 partos). Haciendo el 
mismo procedimiento obtenemos un nuevo histograma 
de frecuencias (el de la posición central), con estima-
ciones de media 0,15 y desviación típica 0,081.

Finalmente, vamos a seleccionar 120 muestras aleatorias 
de tamaño n = 100 (cada muestra 100 partos). Haciendo 
el mismo procedimiento obtenemos un nuevo histogra-
ma de frecuencias (el de la derecha de la figura), con es-
timaciones de media 0,15 y desviación típica 0,033.

En los histogramas (Figura 1) podemos ver que, aunque 
el valor teórico poblacional era 0,15 (en el conjunto de 
los 12 000 partos), las proporciones de partos distócicos 
en las muestras individuales son muy variables, aunque 
la media de todas las proporciones coincide.

Podemos ver también cómo a mayor tamaño muestral 
los valores obtenidos son menos dispersos, lo que se 
traduce en un histograma más estrecho, con una apa-
riencia cada vez más acampanada, y en una desviación 
típica progresivamente menor (0,115; 0,081; 0,033). Cu-
riosamente, se puede deducir que el factor que pon-
dera dicha dispersión es el tamaño muestral siguiendo 
una relación fija: raíz cuadrada del cociente de la pro-
porción (0,15) por su complementario (0,85) y dividido 
por el tamaño de las muestras (10 o 20 o 100):

Figura 1. Distribuciones muestrales con muestras de diferente tamaño. DE: desviación estándar
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Esta relación corresponde a lo que conocemos como 
error estándar o error típico, que se comporta como el 
factor de dispersión (desviación típica) de la distribución 
de proporciones muestrales que, al igual que otros esti-
madores, sigue una distribución normal (según el teore-
ma del límite central para muestras n ≥30). El error están-
dar se puede calcular a partir de la proporción que he-
mos encontrado en nuestra muestra, su complementario 
(1-p) y el tamaño muestral (la aproximación a la normal 
es válida si el producto [n × p × 1-p] es mayor que 5).

Como ya dijimos, nuestro objetivo era estimar un pará-
metro poblacional, pero no sabíamos cómo cuantificar 
nuestra incertidumbre para dar los valores entre los 
que es verosímil que se encuentre. Ahora ya tenemos 
los elementos que necesitamos para estimar el pará-
metro poblacional a partir de las medidas descripti-
vas de nuestra muestra. Como solo vamos a tener una 
muestra, asumiremos la proporción observada como el 
punto central de la estimación (estimación puntual). 
Utilizando esa proporción y el tamaño muestral, calcu-
laremos el error estándar, y utilizando las propiedades 
de la distribución normal, podemos cuantificar entre 
qué rango de valores se encuentra.

Una vez conocida la estimación puntual de una 
proporción y su error estándar, es posible utilizar las 

características de la distribución normal para calcular 
el intervalo de confianza de la proporción

Imaginemos que hemos realizado un estudio con una 
muestra de 100 partos y que hemos encontrado una 
proporción de 0,17 (17 de los 100, 17%, tuvieron parto 
distócico). Lo más probable es que hubiéramos encon-
trado un 15%, pero por azar hemos encontrado otro re-
sultado cercano. Asumimos ese 0,17 como media y cal-
culamos el error estándar con la fórmula:

Sabemos que en una distribución de probabilidad normal 
el rango entre 1,96 (Z1-α/2) veces por debajo y por arriba 
de la media se encontraban el 95% de los valores. Usemos 
esta propiedad para estimar el rango de valores entre los 
que tengo una confianza del 95% de que se encuentre la 
proporción poblacional. Este cálculo corresponde a:

Intervalo de confianza al 95% (proporción poblacional 
p): 0,0965 a 0,2435 (9,65 a 24,35%).

Habitualmente, este rango se conoce como intervalo de 
confianza del 95% (IC 95). Se puede interpretar diciendo 
que tenemos un 95% de confianza de que la proporción 
poblacional se encuentre entre 9,65 y 24,35% (con un 
error menor del 5%). Aunque esta es la interpretación 
más sencilla, la interpretación real corresponde a que, 
si hiciéramos 100 estudios con un tamaño muestral si-
milar al nuestro, el verdadero parámetro poblacional 
estaría incluido en 95 de los 100 intervalos de confianza 
estimados.

Un IC 95% es un rango de valores que tiene una 
probabilidad del 95% de contener el valor real de la 

población, en el sentido de que, si se extrajera un 
número infinito de muestras para estimar el valor 

de interés, el 95% de sus IC del 95% contendrían el 
verdadero valor de la población

PROCEDIMIENTO DE CÁLCULO DEL 
INTERVALO DE CONFIANZA

Al igual que hemos deducido la fórmula del error es-
tándar para la estimación de proporciones, el lector 
interesado puede consultar en textos especializados la 
deducción de las fórmulas de error estándar de otros 
parámetros. Lo importante es entender que ese error 
estándar es el factor de dispersión del conjunto teó-
rico de estimaciones de dicho parámetro en sucesivas 
muestras. En el capítulo 6.6. correspondiente al cálculo 
del tamaño muestral se muestran las fórmulas para el 
cálculo del error estándar de los parámetros más utili-
zados en Epidemiología. 

La desviación estándar describe la dispersión de los 
valores de la muestra alrededor de su media. El error 

estándar es un parámetro de la distribución de las 
distintas muestras que refleja la dispersión de las 

distintas estimaciones muestrales y su margen de error

El procedimiento siempre es el mismo: 1) calculamos la 
medida descriptiva o la medida de frecuencia, riesgo o 
impacto de nuestra muestra; 2) estimamos a partir de 
dichos datos el error estándar; y 3) usamos dicho error 
estándar y el valor Z correspondiente (para un intervalo 
de confianza del 95%: 1,96) para estimar el intervalo de 
confianza.

Cuando manejemos variables continuas, definidas por 
sus medias y desviaciones típicas, no debemos confun-
dir la desviación típica de nuestra muestra, que descri-
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be nuestros datos, con el error estándar, que nos per-
mite estimar el rango de error en la estimación de la 
media poblacional.

Aunque el cálculo para proporciones, medias, diferen-
cias de proporciones o diferencias de medias resulta 
sencillo, no recomendamos hacer dichos cálculos de 
forma manual. Para ello tenemos calculadoras epide-
miológicas que realizan los cálculos fácilmente o, si te-
nemos los datos tabulados, podemos recurrir a paque-
tes estadísticos.

Veamos un ejemplo práctico:

Calculemos el intervalo de confianza para una media, 
utilizando para ello el programa EPIDAT 4.2, software 
gratuito que puede ser descargado libremente (https://
www.sergas.es/Saude-publica/EPIDAT-4-2?idioma=es) 
y que no requiere instalación (el fichero descargado se 
puede ejecutar). En el Anexo 1 de este capítulo pueden 
consultar los pasos para resolver este ejercicio.

Supongamos que tenemos una muestra de 10 recién 
nacidos y que conocemos sus pesos al nacimiento 
(3388, 2703, 2735, 2980, 3865, 2967, 3014, 3807, 3504 y 
3975). Una vez calculada su media (3293,8 g) y su des-
viación estándar (477,4 g), podríamos calcular manual-
mente el error estándar para obtener los límites del 
intervalo de confianza.

Lo más sencillo es utilizar el programa informático, 
que nos muestra para el intervalo de confianza del 
95% un límite inferior de 2952,29 g y un límite superior 
de 3635,31 g.

Veamos otro ejemplo: 

Veamos ahora el cálculo del intervalo de confianza de 
una proporción, utilizando el programa EPIDAT. En el 
Anexo 2 de este capítulo puede consultar los pasos 
para resolver este ejercicio.

Supongamos que hemos estudiado una muestra de 
100 niños escolares y hemos detectado una propor-
ción de obesidad del 15%. Estamos interesados en ob-
tener una estimación de la prevalencia de obesidad 
en la población con un nivel de confianza del 95%.

Si introducimos los datos, el programa nos informa de 
que el intervalo de confianza del 95% se encuentra en-
tre los límites 8,64% y 23,53%.

Veamos un tercer ejercicio: 

Utilizaremos nuevamente EPIDAT para calcular el in-
tervalo de confianza de una diferencia de proporcio-
nes. En el Anexo 3 de este capítulo puede consultar los 
pasos para resolver este ejercicio.

Supongamos que comparamos la muestra de escola-
res del ejercicio anterior con otra de 120 escolares de 
otra ciudad y obtenemos una proporción de obesos del 
20% (24 escolares). Estamos interesados en estimar la 
diferencia de la prevalencia de obesidad entre las dos 
poblaciones de las que provienen las muestras.

Si introducimos los datos, el programa nos informa 
que el intervalo de confianza del 95% para la diferen-
cia de proporciones es de -0,15 a 0,05 o, si lo prefe-
rimos, de -15% a 5%. Más adelante comentaremos el 
significado de este intervalo.

INTERPRETACIÓN DE LOS INTERVALOS 
DE CONFIANZA

Al momento de interpretar un intervalo de confianza 
nos interesan varias cuestiones.

Primero, debemos observar la amplitud del intervalo. 
Un intervalo amplio indica que la estimación es impre-
cisa; uno estrecho indica una estimación precisa. La 
amplitud del intervalo de confianza depende del tama-
ño del error estándar que, a su vez, depende del ta-
maño de la muestra y, cuando se trata de una variable 
continua, de la variabilidad de los datos. Por lo tanto, 
los estudios pequeños con datos variables dan inter-
valos de confianza más amplios que los estudios más 
grandes con datos menos variables.

El intervalo de confianza informa sobre la precisión 
de la estimación del tamaño del efecto y es útil para 

realizar algunos contrastes de hipótesis

Segundo, debemos reconocer qué implicaciones clíni-
cas pueden derivarse del intervalo. Los límites supe-
riores e inferiores permiten evaluar si los resultados 
son clínicamente importantes. Por ejemplo, si 27 de 
64 preescolares presentan enfermedad periodontal, la 
prevalencia es de 42,2% (IC 95: 30 a 55%). Se trata de un 
intervalo de confianza bastante amplio, lo que indica 
poca precisión. Sin embargo, el límite inferior de este 
intervalo de confianza indica que un porcentaje sustan-
cial de estos niños (al menos el 30%) tiene enfermedad 
periodontal, por lo que se justificaría realizar estudios 
para obtener una estimación más precisa y valorar la 
necesidad de una intervención sanitaria.

Y, por último, debemos comprobar si el intervalo inclu-
ye algún valor de interés especial. Podemos compro-
bar si un valor hipotético del parámetro poblacional 
se encuentra dentro del intervalo de confianza; por 
ejemplo, tras una intervención nutricional queremos 
saber la prevalencia de obesidad en adolescentes de 
nuestro medio y compararla con la que se ha descrito 
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en nuestro país en publicaciones previas del 30%. Se-
leccionamos una muestra de 400 adolescentes que han 
participado en la intervención encontrando una preva-
lencia del 25%, con un intervalo de confianza del 95% 
entre 20,8 a 29,5%. Como en el intervalo de confianza 
no está incluido el valor de referencia, podemos decir 
que nuestros adolescentes tienen menor obesidad que 
los de la población nacional, con una confianza de al 
menos el 95%. 

Esta propiedad puede utilizarse también en el contras-
te de hipótesis, como se trata en el capítulo 6.5. Como 
vimos en el ejemplo anterior sobre las diferencias de 
proporciones de obesidad en dos muestras, el intervalo 
de confianza de la diferencia de proporciones incluía el 
valor cero, por lo que ya sabemos, sin conocer el valor 
de p, que la diferencia entre las dos muestras no es es-
tadísticamente significativa.

Anexo 1
1. Lanzar EPIDAT

2. Seleccionar las opciones de menú Módulos  Inferencia sobre parámetros  Una población  Media

3. Introducir los datos en la ventana emergente:
■ Media: 3293,8
■ Desviación estándar: 477,4
■ Tamaño de muestra: 10
■ Fijar el nivel de confianza: por defecto, 95%

4. �Seleccionar la casilla “Intervalo de confianza”. Podemos deseleccionar las casillas correspondientes al contraste de 
hipótesis (no se necesitan para este ejercicio)

5. Pulsar el botón “Calcular”

Anexo 2
1. Lanzar EPIDAT

2. Seleccionar las opciones de menú Módulos  Inferencia sobre parámetros  Una población  Proporción

3. Introducir los datos en la ventana emergente:
■ Número de casos: 15
■ Tamaño de muestra: 100
■ Fijar el nivel de confianza: por defecto, 95%

4. �Seleccionar la casilla “Intervalo de confianza”. Podemos deseleccionar las casillas correspondientes al contraste de 
hipótesis (no se necesitan para este ejercicio)

5. Pulsar el botón “Calcular”

Anexo 3
1. Lanzar EPIDAT

2. �Seleccionar las opciones de menú Módulos  Inferencia sobre parámetros  Dos poblaciones  Proporciones 
independientes

3. Introducir los datos en la ventana emergente:
■ Muestra 1: número de casos 15, tamaño de muestra 100
■ Muestra 2: número de casos 24, tamaño de muestra 120
■ Fijar el nivel de confianza: por defecto, 95%

4. �Seleccionar la casilla “Intervalo de confianza”. Podemos deseleccionar las casillas correspondientes al contraste de 
hipótesis (no se necesitan para este ejercicio)

5. Pulsar el botón “Calcular”
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PREGUNTAS DE AUTOEVALUACIÓN

1. 	� El intervalo de confianza para una proporción puede aproximarse mediante una distribución normal 
si se cumple la regla empírica de que el producto de n (tamaño muestral) por p (proporción) y por el 
complementario de p (1-p) es mayor de: 

	 a) 1
	 b) 4
	 c) 3
	 d) 5
2.	 Si aumenta el nivel de confianza, el intervalo de confianza:
	 a) Aumenta.
	 b) Disminuye.
	 c) Permanece igual.
	 d) Depende del tamaño muestral.
3. 	� De una muestra de 3500 recién nacidos la media de la talla fue de 49,9 cm y su desviación típica de 1,9 cm. 

Se calculó un IC 95% de 49,8 cm a 50,0 cm. Podemos inferir que:
	 a) �Si repetimos el estudio con un número elevado de muestras diferentes, el valor medio de la talla se 

encontrará entre 49,8cm y 50 cm en el 95% de las muestras.
	 b) �Nos informa sobre la variabilidad que presentan los valores medios de la talla en las diferentes muestras 

que podríamos extraer de la misma población.
	 c) Nos indica el grado de precisión con el que se estimó el valor poblacional.
	 d) �Si hubiésemos utilizado un nivel más alto de confianza podríamos haber obtenido una estimación más 

precisa.
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