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ABSTRACT: Dendrimers are excellent candidates for appli-
cations in molecular devices and light harvesting where
creating an energy gradient is crucial. Poly(phenylene
ethynylene) (PPE) molecules are building blocks for
dendrimers that also display the necessary characteristics for
efficient energy transfer, including differential spatial local-
ization associated with different excited states. In this work we
calculated the ground state (S0) as well as the excited IR
spectra for the S1 and S2 states of ortho- and meta- substituted PPE (o-PPE and m-PPE). To compute IR spectra, a
conformational space exploration was performed using ground-state classical molecular dynamics followed by direct adiabatic and
non-adiabatic excited state molecular dynamics. IR spectra were computed from the autocorrelation function of the dipole
moment in each state. We identified a band at 2150 cm−1 that is characteristic of S1 in m-PPE. We show that in m-PPE, S1 and S2
have transition densities localized over different regions of the molecule, while in o-PPE the states are spread over the entire
molecule. We find that the coupling between vibrations associated to the CC triple bonds plays an important role in the non-
adiabatic electronic energy transfer. These results are a guide to the experimental characterization of the specific electronic
excited states vibrations of these molecules.

■ INTRODUCTION

The synthesis of new types of dendritic macromolecules opened
new possibilities in molecular devices,1,2 drug delivery,3 and light
harvesting.4,5 Dendrimers are highly branched, monodisperse
macromolecules3 that can possess varied, well-defined three-
dimensional structures. They are characterized by three basic
elements: a single core; peripheral subunits known as branches
(the number of branches grows geometrically with the number of
generations); and finally the end groups. The synthesis of
dendrimers has evolved to allow better control in their design,6−8

particularly in the localization of the functional groups within the
dendritic network. Thanks to this control in the synthesis
researchers are able to design molecules with special photo-
physical, photochemical, electrochemical, or catalytic properties.
In the particular case of energy transfer processes the success in
the use of dendrimers is due to the use of peripheral
chromophores that absorb the light and funnel it to a central
core. This process is associated with the π-conjugation that
chromophores confer to the dendrimer molecule.9

The Moore group has synthesized a molecule known as the
nanostar, which represents a class of designer molecules featuring
excellent photostability and a high quantum yield. These
properties could make this supermolecule an excellent candidate
for application as supertips in optical nanoprobes and nano-
sensors.10,11 In the nanostar, para-substituted poly-phenylene
ethynylene (PPE) units are used as branch groups decreasing in
size as the number of generations increases. The length of these
branches goes from a four-ring system, to a three-ring system and

finally a two-ring system. This design creates an energy gradient
that directs the energy from the antenna to the core of the
molecule.12−16 The linear PPE units described above are
connected to each other and to the core through meta-positions.
Meta-substitution breaks electronic conjugation and weakens the
electronic coupling between the linear PPE units. As a
consequence of the local disorder the excited states of the
molecule are confined to the linear PPE chains for symmetric
dendrimers.9,17

For unsymmetrical PPE dendrimers different than the
nanostar, the ortho substitution has also been evaluated;18 the
introduction of this branching produces an asymmetry in the
network without breaking the conjugation of the PPE units, but
causes the termination of the tree structure due to steric
hindrance.9

Smaller PPE fragments can already mimic the ultrafast and
highly efficient energy transfer process that occurs in larger
dendrimers like the nanostar.19,20 The PPE fragments have also
been shown to be important in the design of energy transfer
devices;9,20,21 therefore, a correct characterization of their excited
states is vital for their improvement.
It has been observed that in substituted PPE molecules the

introduction of side groups on the phenyl rings causes a small
blue shift of the single absorption band.22 However, the emission

Received: October 16, 2013
Revised: November 25, 2013
Published: November 26, 2013

Article

pubs.acs.org/JPCC

© 2013 American Chemical Society 26517 dx.doi.org/10.1021/jp4102652 | J. Phys. Chem. C 2013, 117, 26517−26528

pubs.acs.org/JPCC


spectrum in this group of molecules shows a split band in the
400−500 nm range. This split has been associated to vibronic
coupling between the ring stretching modes and the electronic
transition.22,23

The two PPE molecular systems studied in this work are
shown in Figure 1. We will refer to them as meta-poly-

(phenylene-ethynylene) (m-PPE) and ortho-poly(phenylene-
ethynylene) (o-PPE), based on the type of substitution in the
benzene rings. Because of the different degree of conjugation of
these two fragments, the excited states of these systems can
display different spectroscopic properties.
Them-PPE fragments can be good candidates for the design of

energy transfer molecules due to differential spatial localization
in different excited states.9 In contrast, o-PPE ones have shown a
larger degree of delocalization of the excitation energy
throughout the molecule, and they find applications in the
design of energy transfer molecules as end groups.9m-PPE is able
to transfer energy with a quantum yield close to 1 after a vertical
excitation from the ground state (S0) to the second excited state
(S2).

24 After this excitation, the energy gap between the first
excited state (S1) and S2 decreases as the molecule evolves in the
S2 potential energy surface until it reaches a conical intersection
between both states, where the electronic population is
transferred to S1. This process has been evaluated from a
theoretical and experimental perspective.19,24−28 The aim of the
present work is to characterize electronic excited-state specific
vibrations on m-PPE and o-PPE fragments to encourage new
transient IR experimental studies focused on the intramolecular
vibrational energy flow that takes place during the electronic
excited-state relaxation. Although these type of experiments have
not been performed on PPE yet, examples of excited state IR
spectroscopy,29−31 ultrafast time-resolved IR spectroscopy,32−34

and ultrafast transient IR spectroscopy35 are available in the
literature. These techniques have been shown to be a powerful
tool to study the decay of excited states.

■ THEORETICAL METHODOLOGY
Different approaches have been developed and used to compute
electronic excited states.36−41 One of the most efficient
methodologies is the Collective Electronic Oscillator approach
(CEO), which has been developed by Mukamel and co-
workers.40,42 In this work, we employ this approach combined

with the Austin Model 1 (AM1)43 to compute the electronic
potential surface of the first two excited states of the system while
using AM1 alone for the ground state dynamics. The agreement
between AM1 and TDDFT at the B3LYP/6-31G(d,p) basis set
has been shown to be good for the calculation of vertical
excitation energies for the types of molecules studied in this
manuscript.24

We will now describe the theoretical basis for the excited states
calculation by using CEO,40,42,44 Surface Hopping Dynam-
ics,45,46 IR spectroscopy,47 and normal-mode analysis.48,49

Excited States Calculation.We can consider a system with
n electrons that can occupy kmolecular orbitals. The eigenstates
of the molecular time independent Hamiltonian (Ĥψα (R) =
Eαψα (R), where α is a particular excited state of the system) are
obtained as a single Slater determinant ψα = |ϕ1(1)-
ϕ2(2)...ϕk(n)⟩, where ϕi(i) correspond to a molecular orbital
that is a linear combination of atomic orbital basis functions. The
molecular time independent Hamiltonian used in this work
corresponds to the one associated with the AM1 semiempirical
method, and the eigenstates obtained are also the ones associated
with this method.
The reduced single electron density matrix for every state of

the system can be written as:

ρ ψ ψ≡ ⟨ | | ⟩α α
†c c( )nm m n0 0 (1)

where cm
† and cn are the Fermi creation and annihilation operators

and n and m correspond to atomic orbitals. ψα is the αth excited
state and ψ0 is the ground state. Then, ρ00 corresponds to the
ground state density matrix and ρ0α = ξα are transition density
matrices, which represent the changes in the density matrix when
the system changes from the ground state to an excited state,
induced by an optical transition. The transition density matrices

are eigenfunctions of the two-particle Liouville operator ( ̂ )

ξ ξ̂ = Ωα α α (2)

where the eigenvalue Ωα is the difference in energy between the
ground state and the excited state (Ωα = Eα− E0). The transition
density matrices meet the following normalization condition

ξ ξ ρ ξ ξ δ· = =α β α β αβ
† Tr( [ , ])00 (3)

The transition density matrix can be represented as ξ = ⎡⎣ ⎤⎦X
Y ,

where only hole-particle (Y) and particle-hole (X) components
are computed; therefore, eq 2 can be reformed for the molecular
orbitals basis set as

− −
= Ω⃗

⎡
⎣⎢

⎤
⎦⎥
⎡
⎣⎢

⎤
⎦⎥

⎡
⎣⎢

⎤
⎦⎥

A B
B A

X
Y

X
Y (4)

which is known as the first order random phase approximation
(RPA). Matrix A in eq 4 is equal to the configuration interaction
singles matrix (CIS). Therefore, it is possible to find a full
solution to this equation by neglecting the B term. This approach
is known as the Tamm-Dancoff approximation (AX = Ω⃗X).
Avoiding the complete diagonalization of the Liouville

operator ( ̂ ) is possible because the action of ̂ over a single
electron transition matrix can be computed on the fly as

ξ ρ ξ ξ ρ̂ = +⃗ ⃗F V[ ( ), ] [ ( ), ]R R( )
00

( )
00 (5)

where F(R⃗)(ρ00) is the Fock matrix that depends parametrically
on the nuclei coordinates R

Figure 1. Molecules that involve two- and three- ring linear
poly(phenylene ethynylene) units (m-PPE and o-PPE). Labels over
the triple bonds have been done in order to distinguish them based on
their position.
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ρ ρ̂ = ̂ + ̂⃗ ⃗ ⃗
F t V( ) ( )ij

R
ij

R
ij

R( ) ( ) ( )
(6)

where tîj
(R⃗) are the kinetic operator acting over one-electron and

V̂ij
(R⃗)(ρ) is the Coulomb and interchange operators acting over a

density matrix

∑ξ ξ̂ = | − |
⃗

⎜ ⎟
⎛
⎝

⎞
⎠V ij ml im jl( ) ( )

1
2

( )ij
R

ml

k

kl
( )

(7)

Due to the use of AM1, the number of two-electron integrals that
need to be computed is reduced, making it possible to work with
large molecular systems.
Adiabatic Molecular Dynamics Simulation. The poten-

tial electronic surfaces for the ground and excited states are well-
defined in the context of the Born−Oppenheimer approxima-
tion, where the energy as well as the wave function depend on the
nuclear coordinates. To propagate the molecule in these
potential surfaces, the forces need to be calculated (F⃗α(R⃗) =
−∇E⃗α(R⃗)). In the case of the ground state, the analytical gradient
is

ρ∇ ⃗ = +⃗ ⃗E Tr t F
1
2

[( ) ]R R
0

( ) ( )
00 (8)

For the excited state case the analytical gradient involves two
different terms

∇ ⃗ = ∇ ⃗ + ∇Ω⃗α αE E0 (9)

due to the fact that the energy of the excited state is Eα = E0 +Ωα.
The gradient for the transition energy is

ξξ∇Ω⃗ = +αα α α
⃗ ⃗ †Tr TrF p V[ ] [ ( ) ]R R( ) ( )

(10)

The pαα matrix is related to the excited state density matrix
according to ραα = pαα + ρ00 and it is composed of twomatrices:42

= +αα αα ααp T Z (11)

The Tαα matrix is computed as the following anticommutator

ξ ρ ξ ρ ξ ξ ξ ξ= ≡ − +αα α α α α α α
† † †T I[[ , ], ] ( 2 )( )00 00 (12)

with I being a unitary matrix. The Zααmatrix is found solving the
following linear equation

ρ ξ ξ ξ ρ ξ

ρ

̂ = − +αα α α α α
† †⎜ ⎟

⎡
⎣⎢
⎛
⎝⎜

⎛
⎝

⎞
⎠
⎞
⎠⎟

⎤
⎦⎥

Z V V[[ , ], ( )]
1
2

[[ , ], ]

,

00 00

00
(13)

Non-Adiabatic Molecular Dynamics. For the non-
adiabatic molecular dynamics we used the fewest switches in
the surface-hopping method introduced by Tully.42,45,46 This
method allows jumping between potential electronic surfaces
coming from different states and is governed by the coefficients
of the electronic wave function, in contrast to adiabatic dynamics
in the Born−Oppenheimer (BO) approximation, which do not
allow the transition between electronic energy surfaces.
Within the time-dependent Schrödinger equation

ℏ ∂|Ψ ⟩
∂

= ̂ |Ψ ⟩i
t

t
H t

( )
( )

(14)

the time dependent wave function can be written as a linear
combination of the time independent wave function, multiplied
by a time dependent coefficient

∑|Ψ ⟩ = |Ψ ⟩
α

α αt C t( ) ( )
(15)

Substituting eq 15 into 14, we obtain

∑ ψ
ψ

ℏ ̇ = − ℏ ⟨ |
∂

∂
⟩α α α

β
β α

βi C t C t E i C t
t

( ) ( ) ( )
(16)

Within the BO approximation, the term iℏ ψ∑ ⟨ | ⟩β β α
ψ∂

∂
βC t( )

t
is

zero and there is no possibility for surface hopping. The
rightmost term, responsible for the non-adiabatic coupling
between surfaces, can be modified using the chain rule, assuming
that the atomic movement can be described by a trajectory R⃗(t)

ψ
ψ

ψ ψ⟨ |
∂

∂
⟩ = ⎯→̇·⟨ ⃗ |∇ ⃗ ⟩ = ⎯→̇·α

β
α β αβ⃗t

R R R R d( ) ( )R (17)

The non-adiabatic coupling vector between excited states (dαβ)
can be calculated analytically within the CEO framework using
the Hellmann−Feynman theorem

ρ
ψ ψ⟨ ⃗ |∇ ⃗ ⟩ = =

Ω − Ωα β αβ
αβ

α β
⃗

⃗

R R d
Tr F

( ) ( )
[ ]

R

R( )

(18)

Finally, the probability of a transition between a state α and
another excited state β is calculated at each integration step of the
trajectory as

= − Δ
ℏ

* ⎯→̇·
| |α β

α β αβ

α
→g

t C t C t R d

C t

2Re( ( ) ( ) )

( ) 2
(19)

with the condition that if gα→β < 0 then gα→β = 0. To determine
whether a transition will take place or not, a random number 0 <
η < 1 is generated. The hop from the surface for the state α to
state β will be performed if 0 < η < gα→β, and if∑β α α β≠ →g < η < 1

the system will remain in state α.
In both non-adiabatic and adiabatic dynamics, the evolution of

the nuclear degrees of freedom in the excited potential surface is
evaluated using the Langevin thermostat of motion

γ ζ⎯→̈ = −∇ ⃗ ⃗ − ̇ +αM R t E R t M R t t( ) ( ( )) ( ) ( )i R i i (20)

where ζ(t) is a random force50 taken from aGaussian distribution
with a variance of 2MikBTγ(δt)

−1, γ is the friction coefficient,Mi is
the mass of the ith nuclei, and R̈i(t) and Ṙi(t) are the acceleration
and velocity, respectively. The introduction of this thermostat
will help us mimic the effect of solvent friction that is present in
experimental conditions.

IR Spectrum. In the case of IR spectroscopy, the matter−
radiation interaction can be approximated by a dielectric dipole
interaction. This approximation is valid when the molecular
dimensions are small in comparison to the wavelengths of
absorbed light.47 It has been shown that the light−matter
interaction Hamiltonian Ĥi(t) can be written as a free plane wave
containing the phase terms eiωt and e−iωt,47 multiplied by the
time-independent Hamiltonian Ĥi. In the particular case of IR, Ĥi
= ε0⃗μ̂where μ̂ is the electric dipole moment operator and ε0⃗ is the
amplitude of the electric field. Using linear response theory, the
IR line shape can be written as the Fourier Transformation of the
dipole moment autocorrelation function (⟨μ(0)μ(t)⟩)51,52

∫ω
π

μ μ= ⟨ ⟩ ω

−∞

∞
−I

D
t t( )

2
(0) ( ) e di t

0 (21)
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where a quantum correction factor D needs to be included to
account for detailed balance. There is a certain degree of
arbitrariness in the choice of the quantum factor; however, the
form53,54

β ω= ℏ
− β ω− ℏD

1 e (22)

has been shown to give the most accurate results on calculated IR
amplitudes.

∫ω β ω
π

μ μ= ℏ
−

⟨ ⟩β ω
ω

− ℏ −∞

∞
−I t t( )

2 (1 e )
(0) ( ) e di t

0
(23)

To compute the IR spectrum using ESMD simulations, the
dipole moment is calculated throughout the trajectories as:55

μρμ ⃗ =α ααTr[ ] (24)

Normal Mode Analysis. If IR spectra are different for
different electronic excited states, then it can only mean that the
curvature of the potential energies differs. It is common to
express the excited state normal modes using the ground state
modes as a reference. Excited-state vibrational normal modes
( ) can be related to ground state vibrational modes by using
the Duschinsky relation α = Jα0 0 + Dα0, where J is the
Duschinsky rotational matrix and D is the equilibrium displace-
ment between the ground state and the chosen excited state.56 In
the present work, we have neglected Duschinsky rotations, and
the analysis of excited-state IR spectra has been performed on the
basis of ground-state (S0) modes (J = 1).49 In order to obtain

Figure 2. IR spectra form-PPE (a) and o-PPE (b) substitution linkages. Three different spectra are shown: the ground state (S0) and the first two excited
states S1 and S2, respectively, for both substitutions.

Figure 3.Histogram for the transition density matrix (TDM) over the 1000 different excited simulations. In the case ofm-PPE (a) themain contribution
for the S1 excited state is located in the three-ring region, while for the S2 state it is located in the two-ring part. For the case of o-PPE it is possible to
observe that the S2 state is delocalized in both segments, i.e., 2- and three-ring systems, while the S1 state presents a higher contribution of the three-ring
system (b). The bottom figures correspond to the transition densities at the minimum energy structure for both excited state surfaces, showing the
localization of it for both systems, m-PPE and o-PPE.
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Figure 4. Triple bond distances as a function of time for m-PPE. The distances are presented for the ground state as well as the first two excited states.
The bottom plots shows the last 100 fs for S0 and the first 100 fs for S1 and S2 dynamics. The definition of the triple bonds (external and internal) is
presented in Figure 1.

Figure 5.Triple bond distances as a function of time for o-PPE. The distances are presented for the ground state as well as the first two excited states. The
bottom plots shows the last 100 fs for S0 and the first 100 fs for S1 and S2 dynamics. The definition of the triple bonds (external and internal) is presented
in Figure 1.
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these modes, we diagonalized the mass-weighted Hessian matrix
K0 of the ground state at its minimum R0

0. That is,

λ= ⃗†L KL I (25)

The eigenvector matrix L can be used to relate the ground state
normal modes to the relative displacements qi

α(t) of the mass-
weighted Cartesian body f ixed coordinates in the α excited state
according to {qi

α(t) = Mi
1/2 (Ri

α(t) − Ri
0)}i=1,3n.

The normal modes displacements in terms of qi(t)is obtained
as

∑=α α
=

Q t l q t( ) ( )j
n

i

ij i
3

1

(26)

where lij are the elements of L⃗j normal mode vector in the ground
state.48

Computational Details. The m-PPE and o-PPE geometries
were optimized at the AM1 semiempirical level using
Gaussian0957 and the final structures were employed as our
initial guess in a molecular dynamics simulation. The parameters
for the classical MD simulation of these molecules such as
charges, angles, and dihedrals were taken from the GAFF force
field,58 and an additional rotational barrier of 0.20 kcal/mol over
the angle between the planes containing the rings was included in
order to reproduce the experimental torsional barrier.13 The
simulations were performed using the Langevin equation at
constant temperature with a friction coefficient γ of 2.0 ps−1.
The system was initially allowed to equilibrate during 10 ps

arriving at a final temperature of 300 K using AMBER 12
program suite.59 After this process, 50 ns of classical molecular
dynamics at 300 K with a time step of 0.5 fs was used to collect a
set of initial coordinates andmomenta for the subsequent excited
state molecular dynamics (ESMD) simulations.42 These snap-
shots were taken every 50 ps, which means a final set of 1000
different structures was produced.
Each of the stored configurations sampled with the classical

potential was subsequently relaxed for 1 ps in the ground state
using a regular AM1 Hamiltonian, as implemented in our ESMD
implementation.42 Subsequently, an AM1 production of 2 ps
with a time-step of 0.1 fs was performed for every snapshot at the
ground state level in order to compute the ground state IR
spectrum. The final configuration of the S0 simulations after 2 ps
was used to start two sets of 1000 nonequilibrium ESMD
simulations: one where the each snapshot system is vertically
excited from S0 to S1, and another one where it is excited to S2.
Each of these simulations was run for 2 ps at a constant
temperature of 300 K and using an integration time for Newton’s
equations of 0.1 fs. The dipole moment was computed at every
time-step of the dynamics for ground state and the excited states
to compute the IR spectra.

■ RESULTS AND DISCUSSION
Infrared spectra for the ground state (S0) and the first (S1) and
second (S2) excited states were computed for bothm-PPE and o-
PPE as an average of 1000 different spectra (Figure 2). A
blueshift for the benzene C−H stretching vibrations (3067−
2900 cm−1) is seen when comparing the calculated S0 IR
spectrum with the experimental one.60 The same effect is
observed in the case of the calculated CC acetylene stretching
peak (2500 cm−1), which is also blue-shifted with respect to the
experimental value (2210 cm−1).60 Both the experimental and
calculated bands have extremely low intensities, which barely
register as IR active bands. Comparing the theoretical spectra of

the ortho and meta substituted molecules, we find no evidence
that the substitution affects these two bands, which is in
agreement with the IR experimental results for similar
molecules.60 The discrepancy between the experimental and
theoretical spectra can be attributed to the use of the AM1
semiempirical method, and some authors have accounted for it
by including correction factors.61

Comparison of the S0, S1, and S2 spectra of the m-PPE
molecule reveals the presence of state-specific vibrations that can
be used as fingerprints to characterize each state. We can identify
a specific S1 state vibration in the region of 2150 cm−1, that
corresponds to a CC acetylene stretching band, which is red-
shifted by 350 cm−1 compared to the same CC low intensity
band for S0 and S2. This band is IR active in S1, but not in the
other two states. There are no other major noticeable differences
for the spectra in the three states. Hence, these results allow us to
suggest that it is possible to identify the S1 state using IR

Figure 6. Distance spectra for the triple bond compared to the IR
spectra for the ground state and the first two excited states of m-PPE.
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spectroscopy, since the presence of this characteristic peak is very
notorious.
For o-PPE, the peaks around 2250 cm−1 are observed in both

the S1 and S2 states, but it is less intense and broader compared to
m-PPE. In the S2 state, it is possible to characterize the molecule
by a unique vibration around 1900 cm−1. By comparison of both
molecules, it is possible to ensure that IR spectroscopy allows the
distinction between the excited states in both cases.
In order to better characterize state-specific vibrations, a

detailed analysis of the ESMD simulations was performed. For
this purpose, results concerning the spatial localization of the
electronic transition densities, bond-distance distributions, and
normal modes analysis were obtained for the different electronic
states.
In the CEO approach, changes in the distribution of the

electronic density induced by photoexcitation from ground state
0 to an excited electronic α state are followed through the
diagonal elements of (ρ0α)nm

17 with the required normalization
condition ρ∑ α( )n m nm, 0

2 = 1, according to the CIS approxima-

tion.62 Therefore, the fraction of the transition density localized
on the different moieties of the m-PPE and o-PPE molecules can
be calculated as

∑ ∑ρ ρ ρ= +α α α( ) ( )
1
2

( )X
n m

n m
n m

n m0
2

,
0

2

,
0

2

A A

A A

B B

B B
(27)

where index A runs over all atoms localized in the X-moiety (X =
two-ring, three-ring linear PPE units), and index B runs over
atoms shared between these units.
Figure 3 depicts the extent of delocalization of the electronic

transition density for each state, in eachmolecule. It is depicted as
a histogram over all the 1000 ESMD. Since the transition density

is normalized, we can state that if the transition density is not, for
instance, localized in the two-ring system, then it must be
localized in the three-ring system of the molecule. The electronic
transition densities of the different electronic excited states ofm-
PPE are well localized on the individual moieties. While the S1
state is localized in the three-ring subsystem, the S2 state is mainly
confined to the two-ring subsystem. In contrast, for o-PPE the S2
state is delocalized over the entire molecule and we do not find a
large contribution from a particular region in themolecule. These
results are in agreement with the expected breaking of
conjugation when a meta-break is found. This phenomenon
was also observed in the study of a similar molecule (two-, three-,
and four-ring linear polyphenylene ethynylene units linked by
meta-substitutions) where the different excited states were
localized in the different linear PPE units.63

The time-trace of the length of each ethynylene bond (labeled
as in Figure 1), averaged over the 1000 trajectories performed on
S0, S1, and S2 for m-PPE, is shown in Figure 4. The three
ethynylene bonds present similar behavior on the S0 state,
oscillating with a mean of∼1.203 Å.When excited to the S1 state,
the two triple bonds of the three ring subsystem oscillate with a
large amplitude around an average of ∼1.220 Å. The triple bond
located in the two-ring unit is basically unchanged from S0 to S1.
In contrast, when excited from S0 to S2 the triple bonds in the
three-ring system are unchanged, and the large fluctuation is now
seen in the triple bond in the two-ring unit.
These results directly follow from the spatial localization of the

electronic transition density, i.e., the excited state is mainly
localized either in the three ring subsystem for S1 or the two-ring
subsystem for S2. The increase in the length of these triple bond
distances is a direct effect of that localization.

Table 1. Participation Numbers of Every Triple Bond for Both Isomersa

two-ring three-ring int. three-ring ext. Molecule

1.57 2.77 2.08 m-PPE

Mode 124 125 126 124 125 126 124 125 126

(V⃗
⎯→
Lj)

2 0.010 0.172 0.780 0.337 0.474 0.151 0.616 0.316 0.030

2.98 2.21 2.28 o-PPE

Mode 124 125 126 124 125 126 124 125 126

(V⃗
⎯→
Lj)

2 0.309 0.442 0.211 0.621 0.104 0.237 0.032 0.416 0.514

aThe normal mode number as well as its contribution is also presented. The underlined numbers correspond to the normal value with higher triple
bond participation.

Figure 7. Normal modes where the triple bond atoms are more active for m-PPE and o-PPE in the S0.
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We analyze now the behavior of the ethynylene bond length in
the o-PPE molecule (Figure 5). The triple bond distances for the
ground state were similar to those of m-PPE. This confirms the
similarity between the vibrations associated to the CC bonds
for both molecules in the ground state ESMD simulations and is
in agreement with the experimental spectra, since the IR bands
associated to CC stretching are similar in these systems.60 The
length of all the triple bonds of o-PPE during ESMD on S1 and S2
is, on average, larger than the values obtained during MD on S0,
showing that the vibrational energy is delocalized throughout the
whole molecule. However, not all the ethynylene bonds are
equally excited on both excited state surfaces. The ESMD on S1
reveals a higher excitation of the internal triple bond of the three-
ring unit with respect to the others, while a different distribution
of the excitation is observed in the ESMD on S2, where both the
triple bond of the two-ring PPE unit as well as the external triple
bond of the three-ring unit become lengthened. This effect also

arises naturally from the delocalization of the transition density
for o-PPE.
The assignment of the peaks on the IR spectra to vibrations

involving stretching motions of the different acetylene bonds can
be obtained by performing a Fourier transform of the time-
dependence of the triple bond length displayed in Figure 4. The
vibration around 2500 cm−1 is IR inactive and is approximately
the same for all the triple bonds in the ground state of m-PPE
(Figure 6). For S1, the band around 2150 cm

−1 is shown to be a
combination of the triple bond distance oscillations that are
located in the three-ring subsystem. These two acetylene
distances also give rise to another band at 2400 cm−1 that is
red-shifted compared to the CC bands in the S0 state. The
triple bond located in the two-ring subsystem presents a band
that was not changed when moving from the ground state to the
S1 state (2500 cm−1). In the S2 state, there is a redshift of 100
cm−1 for all the triple bond bands with respect to the values
obtained during the MD simulation in S0 (2500 cm

−1); however,
there is no significant difference between all the bands in the
alkyne region (2000 − 2500 cm−1), such as observed for the first
excited state. The two-ring acetylene bond presents several peaks
between 1000 cm−1 and 2000 cm−1, but most of these bands have
a small intensity in the IR spectra, hindering their assignment and
posterior use as a fingerprint. For both S0 and S2, it seems that the
CC bands are almost inactive in the IR in contrast to the case
of S1. The same analysis was carried out for o-PPE (Figure S1).
The analysis of bond-length oscillations is a good approx-

imation to describe the behavior of well localized normal modes,
with the triple bonds potentially contributing to more than one
normal mode. This is evidenced as several peaks in the FFT of
each ethynylene bond.56 In order to analyze the contribution of
each triple bond stretch to the different ground state normal
modes of the molecule, we have calculated the participation
number64 of the projection of a unitary vector V⃗x in the direction
of each triple bond stretch on the basis of the normal modes, i.e.,

∑= ⃗ · ⃗ −V L( ( ) )x
j

n

x j

3
4 1

(28)

where the subscript x refers to the different triple bonds in the
molecule.
The results are given in Table 1. Values of x ≈ 3n − 6

correspond to an extreme delocalization of the stretching with an
equal contribution among all the normal modes, while values of

x≈ 1 indicates that the ethynylene bond perfectly matches with
a unique normal mode and remarks the absence of any concerted
motion involving the mixture of the corresponding triple bond
stretch with other nuclear vibrations. The resulting values of x
for all the triple bond stretches vary between 2 and 3. That is, the
triple bond stretches are delocalized among only two or three
modes. The modes presenting the major contributions to the
three triple bond stretches are the 124th (2490 cm−1), 125th
(2492 cm−1), and 126th (2493 cm−1). For instance, the 126th
normal mode is mostly located in the two-ring bond for m-PPE,
while the 124th and 125th appear to be distributed over the
three-ring int. bond and three-ring ext. bond.
Figure 7 presents the normal modes for m-PPE and o-PPE.

The 124th and 125th m-PPE S0 vibrational modes are the CC
symmetric and the anti-symmetric vibration of the triple bonds
located in the three-ring subunit, respectively. The 126th
vibration is mainly a symmetric vibration between the two-ring
CC bond and the three-ring int. CC bond.

Figure 8. Normal mode displacement spectra. The projection of the
ground state normal modes involved in the triple bonds is presented for
the first two excited states m-PPE.
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The FFT of the evolution in time of Q124(t), Q125(t), and
Q126(t) on the S0, S1, and S2 states, evaluated from the evolution
in terms of Cartesian coordinates according to eq 26, is shown in
Figure 8. The three modes, evaluated on the S0 state, present a
common and unique peak at ∼2500 cm−1 (Figure 8). This
observation is consistent with the common peak, also at ∼2500
cm−1, observed in the FFT of the time dependence of the
ethynylene bond lengths shown in Figure 6. One important
characteristic of these modes is that only one peak is present in all
cases, allowing us to conclude that these modes are not
significantly coupled to other modes during the dynamics on
S0 and, therefore, their identities are preserved over time.
The situation becomes more complex for the ESMD

simulations, where these modes mix with each other and also
with other modes. The analysis of the normal mode motions on
the S1 state of m-PPE reveals a strong mixture of the Q125(t) and
Q126(t) normal modes, giving rise to two bands (Figure 8). The
Q125(t) mode mainly contributes to the intense band located at
2150 cm−1, while the Q126(t) mode is the most important in the
band located at 2500 cm−1. Although the latter is common to all

ESMD and ground state dynamics, the former is only observed
for IR in the S1 state. On the other hand, a weak coupling of the
Q124(t) mode with other modes is evidenced as a shift of the band
to 2400 cm−1. In the S2 state, there is a broad band at 2400 cm

−1,
which has contributions from the three modes, and a smaller
band at 1900 cm−1. This makes the situation similar to the one of
S0, where the spectral distinction between the different normal
modes is not possible.
So far, we have shown that in m-PPE there are differences in

the spatial localization of the electronic transition density on S1
and S2: the transition density of S1 is localized in the three-ring
PPE unit, making the band at 2150 cm−1 IR active due to changes
in the dipole moment of the molecule. The prediction of this
band suggests the potential identification of the S1 state using
ultrafast transient IR spectroscopy.
To show the intramolecular vibrational redistribution (IVR),

we created free energy surface plots as a function of the triple
bond distances (the one from the two ring PPE unit and one
from the three ring PPE unit; as both three-ring int. and three-
ring ext. produce the same result) using the ESMD snapshots

Figure 9.Average potential energy surfaces as a function of two triple bond distances for the S1 and S2 excited states. The bottom left surface corresponds
to the S1 state and the right one corresponds to the S2 state. The white dots correspond to the triple bond distances at which the jump between the S2 and
S1 states occurs over the 100 different Tully dynamics. The black circle corresponds to the minimum of the S0 surface, the black triangle is the minimum
of the S1 surface and the black square is the minimum of the S2 surface.
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(Figure 9). These adiabatic potential energy surfaces are
obtained as an average over all the ethynylene bond length and
electronic excited state energies collected during the ESMD
simulations, which effectively makes them free energy surfaces.
The S2 minimum energy well is located at the triple bond lengths
of 1.23 Å and 1.20 Å for the two-ring and three-ringm-PPE units,
respectively, while the S1 well is the opposite situation, i.e., 1.20 Å
and 1.22 Å. For the case of S0 the well is located at 1.20 Å and 1.20
Å, respectively. In order to analyze the energy transfer processes
that take place through S1−S2 conical intersections, 100 non-
adiabatic excited state molecular dynamics (NAESMD)
simulations were performed and the triple bond distances at
which the system goes from S2 to S1 were plotted on the contour
surface energy plots. It is possible to observe that the hops take
place close to the minimum of the S2 surface. Therefore, the
minimum of the S2 potential surface corresponds to a region of
strong non-adiabatic coupling with the S1 state. After the vertical
excitation, the system evolves in the S2 surface, i.e., two-ring
subsystem, until it reaches the minimum. At this point, a S2→S1
hop takes place, with the S1 state characterized by its localization
in the three-ring subsystem, where the system remains until the
photon emission is observed from S1 to S0. All the process could
be monitored using IR spectroscopy, where the characteristic
peak at 2150 cm−1 can be used as a signal that the S1 state is
populated.

■ CONCLUSIONS
Several differences have been found between the o- and m-PPE
excited states, especially the localization of the excitation. The
meta substituted system seems to differentiate regions in the
molecule that are correlated to each excited state, the three-ring
system being associated with the S1 state while the two-ring
subsystem is associated with the S2 state. This phenomenon can
be attributed to the break in the π-conjugation of this molecule,
and is of great importance to guarantee unidirectional energy
transfer in potential applications.
On the basis of the IR results that we obtained and the analysis

of the transition density matrices, for m-PPE, it is possible to
affirm that the phenomenon observed is directly related to the
CC distances, and that the presence of the sharp peak at 2150
cm−1 in the S1 spectrum is due to a change in the frequency of the
normal mode associated with these bonds. Therefore the IVR
appears to play an important role in the hop process between the
S2 and S1 state for m-PPE, where the coupling between the
antisymmetric and the symmetric S0 bands gives rise to a new
band around 2150 cm−1 which is IR active. The importance of
identifying the S1 state resides in the fact that it will be the last
excited state reached in an energy transfer process. A particular
characterization of this state is crucial for m-PPE, since this type
of molecule appears to be the best candidate to act as a building
block in the design of energy transfer molecules.9,20
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