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ABSTRACT

Understanding and characterizing very low-energy (�eV) background sources is a must in rare-event searches. Oscura, an experiment
aiming to probe electron recoils from sub-GeV dark matter using a 10 kg skipper-CCD detector, has recently fabricated its first two batches
of sensors. In this work, we present the characterization of defects/contaminants identified in the buried-channel region of these newly fab-
ricated skipper-CCDs. These defects/contaminants produce deferred charge from trap emission in the images next to particle tracks, which
can be spatially resolved due to the sub-electron resolution achieved with these sensors. Using the trap-pumping technique, we measured
the energy and cross section associated with these traps in three Oscura prototype sensors from different fabrication batches which under-
went different gettering methods during fabrication. Results suggest that the type of defects/contaminants is more closely linked to the fabri-
cation batch rather than to the gettering method used. The exposure-dependent single-electron rate (SER) of one of these sensors was
measured �100 m underground, yielding (1:8+ 0:3)� 10�3 e�/pix/day at 131 K. The impact of the identified traps on the measured expo-
sure-dependent SER is evaluated via a Monte Carlo simulation. Results suggest that the exposure-dependent SER of Oscura prototype
sensors would be lower in lower background environments as expected.

© 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(https://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0232693

I. INTRODUCTION

Since their invention in 1969, charge-coupled devices (CCDs)
have been widely adopted in space and ground based astronomical
surveys. They possess appealing characteristics such as a spatial
resolution as low as a few μm, low readout noise, and a low dark-
count rate. Recently, the skipper-CCD,1,2 with enhanced sensitiv-
ity to low-energy signals, has become one of the most promising
technologies for dark matter (DM) and rare-event searches. In
these applications, the discovery potential is highly constrained
by the one-electron background rate.3 Currently, dedicated DM
skipper-CCD experiments, reporting single-electron rates (SERs)
as low as 10�4 e�/pix/day, have set the best limits on sub-GeV

DM-electron interactions.4–6 One of the objectives of future
experimental efforts is to further reduce this rate by up to two
orders of magnitude.7

Many background sources of single-electron events (SEEs) in
skipper-CCD detectors have been identified and characterized,
including temperature fluctuations, radiative processes from exter-
nal radiation interactions, low-energy photons from the amplifiers
and clock-induced charge.8–10 However, we have recently identi-
fied another source of SEEs in the newly fabricated skipper-CCDs
for Oscura,7,11 a multi-kilogram experiment aiming to probe elec-
tron recoils from sub-GeV DM. We associate this source with
defects/contaminants within the CCD buried-channel that create
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single-electron traps with release times comparable to consecutive
pixel-readout time, causing a “tail” of deferred single-electron
depositions after particle tracks. In some cases, this charge can
spread within the image, leading to an apparent increase in the
exposure-dependent single-electron rate, which might be mistaken
for the sensor’s intrinsic dark current (DC).

In this work, we perform the established trap pumping
technique8,12–14 to three different Oscura prototype sensors to char-
acterize their buried-channel single-electron traps. We measure the
energy and cross section of the main trap species found in the pro-
totype sensors and verify the effect of deferred charge from trap
emission on the measured exposure-dependent SER through a
Monte Carlo simulation.

II. CHARGE TRAPPING CHARACTERIZATION IN CCDS

A. Shockley–Read–Hall theory

Traps associated with intermediate energy levels within the Si
bandgap are usually modeled using the Shockley–Read–Hall model
for carrier generation and recombination.15 The traps lying within
the CCD charge-transfer region could capture charge carriers from
charge packets as they are transferred through the device and
release them at a later time. The probability of a trap to capture (c)
or emit (e) one charge carrier within the time interval [t1, t2] is
given by

Pc,e ¼ e�t1=τc,e � e�t2=τc,e , (1)

with τc,e being the characteristic capture (emission) time constant,
which can be expressed as

τc ¼ 1
σvthn

and τe ¼ 1
σvthNc

e
Et
kBT : (2)

Here, T is temperature (K), Et is the trap energy level (eV), σ is the
trap cross section (cm2), vth is the charge-carrier’s thermal velocity
(cm/s), n is the charge-carrier concentration in the vicinity of
the trap (cm�3), and Nc is the effective density of states in the con-
duction band (cm�3). vth and Nc depend on T and on the charge-
carrier’s effective mass for conductivity mcond and for density of
states mdens calculations as

vth ¼
ffiffiffiffiffiffiffiffiffiffiffi
3kBT
mcond

s
and Nc ¼ 2 2πmdens

kBT
h2

� �3=2
: (3)

In p-channel CCDs, charge carriers are holes for which
mh

cond ≃ 0:41me and mh
dens ≃ 0:94me between 100 and 200 K,16

with me being the free electron rest mass.

B. Pocket-pumping technique

The technique of pocket pumping8,12–14 has proved to be a
powerful tool to spatially localize and measure the characteristic
parameters of charge traps lying within the CCD charge-transfer
region. This method consists of filling the traps by “uniformly” illu-
minating the active area of the CCD and allowing them to emit the
trapped charge into their neighbor pixel multiple times. This is

done by repeatedly moving the charge back and forth, between
pixel phases, creating “dipole” signals relative to the flat back-
ground. The method is illustrated in Fig. 1. The sequence of states
in this figure is useful to detect traps located below phases f1 and
f3 in a three-phase device.

Within the trap pumping sequence, charge capture occurs
during the state in which charge remains under the phase with the
trap. Assuming a 100% probability of capture, the emission clock
starts running just after charge is moved from the phase with the
trap, going through the “transient” phase(s). The state in which
trap emission takes place corresponds to the one in which charge
from the adjacent pixel to the pixel with the trap lies in the adja-
cent phase to the phase with the trap. The effective time spent in
this state can be considered to be a multiple integer of t ph, which is
the time spent under the “transient” phase(s). Particularly, for the
pumping sequence shown in Fig. 1, the time interval spent in this
state is t ph, nt ph

� �
and the probability of emission is given by

Eq. (1) evaluated within this time interval. The emission clock
resets after each pumping cycle, when charge passes again through
the trap.

After completing a given number of pumping cycles Npumps,
the intensity of the dipole signal, composed of a bright (b) and a
dark (d) pixel with Sb and Sd charge carriers, respectively, can be
expressed as

Idip ¼ 1
2
jSb � Sdj ¼ N pumpsDtPcPe , (4)

where Dt is the trap depth. Here, the probability of the trap to
capture a charge carrier Pc has been incorporated as a linear scaling
factor.13 The time spent in the state in which trap emission takes
place can be optimized to minimize the total time of the pumping
sequence to achieve the maximum dipole intensity TjImax

dip
. In the

case of the three-phase pumping sequence illustrated in Fig. 1,
T ¼ 2nt phNpumps. From Eq. (4) and assuming Idip / Pe, the
maximum intensity Imax

dip occurs at t phjImax
dip

¼ τe ln n=(n� 1); note

that for higher values of n, Imax
dip happens at lower t ph. Given Imax

dip ,
NpumpsjImax

dip
/ nn=(n�1)=(n� 1). Hence, the minimum of TjImax

dip
is

FIG. 1. Sub-sequence of states of a three-phase pumping sequence to identify
traps under phases f1 and f3. Here, closed white (purple) circles represent an
empty (filled) trap, purple rectangles represent charge packets, with their inten-
sity associated with their amount of charge, and arrows represent trap emission.
The figure on the left (right) shows a trap under phase f1 (f3) that is being
filled multiple times. In this sequence, f2 would be the “transient” phase.
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achieved when n ¼ 8.14 Using the optimization described above,
for a given t ph Eq. (4) takes the form

Idip ¼ N pumpsDtPc e�
t ph
τe � e�8

t ph
τe

� �
: (5)

By fitting Idip as a function of t ph, the emission constant of an
individual trap can be extracted. Furthermore, if data are taken at
different temperatures, from the fit of τe(T), given by Eq. (2), the
energy level and cross section of the trap can be obtained.

C. Effects of charge traps in electron-counting CCDs

Typical images from CCDs used for DM and rare-event
searches are dark exposures containing tracks of different particles.
In a sensor containing traps within the sensor charge-transfer
region, depending on the ratio of the traps characteristic emission
time and the readout time between two consecutive pixels t pix ,
trapped charge from these tracks can be emitted: (1) within the
pixels of the event, when τe=t pix � 1; (2) in a highly localized
region in the readout direction next to the event, when τe=t pix ≃ 1;
or (3) after several pixels, when τe=t pix � 1. Because of the depen-
dence of τe with T , i.e., Eq. (2), the “tail” of deferred charge from
trap emission next to an event is expected to span more pixels at
lower temperatures.

Skipper-CCDs provide a unique tool to resolve unequivocally
the spatial distribution of depositions coming from emissions of
single-electron traps, due to their sub-electron resolution. This is
evident in Fig. 2, where dark exposure images at different tempera-
tures from a skipper-CCD with traps within the sensor charge-
transfer region are shown. As these images were taken with multi-
ple samples per pixel, achieving sub-electron noise levels, the
spatial distribution of the deferred charge next to particle tracks is
resolved.

The identification and subsequent masking of pixels with
deferred charge from trap emission is trivial when τe=t pix � 1 as
the deferred charge remains near the main event. However,

deferred charge from traps with τe=t pix � 1 cannot be easily iden-
tified because of the spatial separation of the deferred charge from
the original pixel, and taking a conservative masking approach
could lead to a significant loss in exposure. To minimize the span
of the deferred charge, τe can be decreased by going to higher tem-
peratures and/or t pix can be increased. With skipper-CCDs, the
latter can be done by increasing the number of samples per pixel.
However, these approaches lead to a background increase from
other temperature and/or exposure-dependent sources, which is
not desirable in some cases.

III. POCKET-PUMPING MEASUREMENTS ON OSCURA
SKIPPER-CCDS

A. Oscura skipper-CCDs

The newly fabricated skipper-CCDs for Oscura are 1.35 MPix
p-channel CCDs with 15� 15 μm2 three-phase pixels and a thick-
ness of standard 200-mm silicon wafers (725 μm).11 During the
Oscura R&D phase, two batches of sensors were fabricated using
two different extrinsic gettering techniques.17,18 All wafers from the
first batch and one half of the wafers from the second batch under-
went a P ion-implantation induced gettering.19 The second half of
wafers from the second batch underwent a POCl3 induced getter-
ing.19 In this work, we characterize single-electron traps from three
different Oscura prototype sensors, labeled A, B, and C in Table I,
from the two fabricated batches and gettering processes.

B. Data taking

The sensors were packaged at the Silicon Detector Facility in
the Fermi National Accelerator Laboratory (FNAL) and installed in
an experimental setup at the surface. As shown in Fig. 3, the sensor
is placed inside a stainless-steel vacuum chamber and cooled using
a cryocooler; the temperature is controlled with a heater located
near the sensor. The Low Threshold Acquisition (LTA) electronics
board,20 connected to an external computer, is used for data acqui-
sition and CCD control. We use the pocket-pumping technique
discussed in Sec. II B to localize and characterize traps in the
Oscura prototype skipper-CCDs. First, using a violet LED exter-
nally controlled by an Arduino Nano, we illuminate the active area
of the sensors, which is loosely covered with a Cu plate to increase
uniformity in the illumination profile. The median charge per pixel
after illumination lies between 1500 and 2000 e�.

Then, we perform a pocket-pumping sequence to probe traps
below pixel phases f1 and f3, such as the one illustrated in Fig. 1,
including the TjImax

minimization discussed in Sec. II B. We col-
lected images with Npumps ≃ 3000, varying t ph from 6.6 μs to 1.3 s

FIG. 2. Dark exposure images at different temperatures from the same
skipper-CCD with traps within the sensor’s charge-transfer region. Tracks from
different particles can be seen in the sensor’s active area followed by a “tail” of
deferred charge from trap emission. Pink boxes enclose one event and its tail
per image. The sub-electron noise of the image (0.2 e� with 225 samples/pix)
allows to identify deferred single-electron depositions.

TABLE I. Fabrication details of the Oscura skipper-CCDs used for single-electron
trap characterization.

Prototype Gettering type Batch

A Ion implantation First
B Ion implantation Second
C POCl3 Second
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and T from 150 to 190 K. Figure 4 shows a section of the images
from the pocket-pumping measurements of prototype sensor A at
150 K, for two different t ph. The right image in this figure reveals a
higher density of traps with τe � O(ms). We found a uniform
spatial distribution of traps through the whole active area of the
sensors.

C. Analysis and results

With the most efficient dipole-detection algorithm discussed
in the Appendix, we identify dipoles and track their position in
each of the images. Using sets of images from the same sensor
acquired at a fixed temperature, we compute Idip as a function of
t ph for each dipole found. We fit this curve with the function given
by Eq. (5) and extract the trap emission-time constant τe associated
with that dipole. As a quality selection criteria to the dipole intensi-
ties, we require a coefficient of determination greater than 0.7 and
a relative error on τe below 50%. With this criteria, we reject
between 2% and 20% of dipoles, depending on the dataset. From
now on, we will refer as “detected traps” to those probed below
pixel phases f1 and f3 that were found with the trap-detection

algorithm, were not rejected by the selection criteria, and are not
overlapped dipoles. Figure 5(left) shows the intensity as a function
of t ph of a detected trap fitted by Eq. (5). For each set of images
from the same sensor at a given temperature, we build a trap map
with the position and the emission-time constant of each detected
trap. One of these maps, from a 50 pix � 50 pix region of the
active area of Oscura prototype sensor A at 150 K, is shown in
Fig. 5(right).

The histograms in Fig. 6(top) show the τe distributions at
190 K of the detected traps for the Oscura prototype sensors A and
B, which are from different fabrication batches but underwent the
same gettering process (ion implantation). The histograms in Fig. 6
(bottom) show the τe distributions at different temperatures of the
detected traps for the Oscura prototype sensor C, with the POCl3
gettering.

In all the τe distributions in Fig. 6, a primary peak can be
seen, which is associated with the largest population of traps within
the sensors’ buried-channel region. Also, in Fig. 6(bottom) the
peaks in the distributions move toward higher values of τe at lower
temperatures, which is expected from the dependence of τe with T ,
i.e., Eq. (2). Comparing the τe distributions from prototype sensors
A and B in Fig. 6(top), both with the ion-implantation gettering,
we see a larger population of traps with τe . 0:1 s for T . 170 K
in the distributions from prototype sensor A, forming a secondary
peak. We associate the presence of this peak with the fabrication
batch as none of the distributions from sensors from the second
batch, i.e., B and C, show a significant trap population at those τe.

For each detected trap, we plot τe as a function of T and fit it
with the function in Eq. (2). We perform a chi-squared test on the
fits and rejected those with a p-value below 0.05. From each of
those fits, we extract the energy Et and cross section σ associated
with each trap, shown as dots in the scatterplot in Fig. 7(top). The
distributions of these variables of the detected traps in each of the
Oscura prototype sensors are shown in Fig. 8. The maximum value
of each of these histograms and its associated error, computed as
the full width at half maximum, is shown in Table II [Hist. max.].

FIG. 4. Left (right): section of an image from Oscura prototype sensor A after
performing pocket pumping at 150 K, for t ph ¼ 66 μs (ms). Dipoles correspond-
ing to charge traps under pixel phases f1 and f3 are present in both images,
but a higher density is evident in the right one.

FIG. 3. Left: schematic diagram of the experimental setup for the pocket-
pumping measurements. Right: Photograph of the real setup, showing the LED
and the packaged sensor inside the chamber.

FIG. 5. Left: measurements of the dipole intensity vs t ph of a detected trap and
their fit with Eq. (5), which leads to τe ¼ (0:42+ 0:01) s. The errors on the
measurements are dominated by Poissonian fluctuations on the pixels’ charge.
This particular dipole corresponds to the highlighted dipole in the trap map on
the right. Right: Map showing the position and the emission-time constant of
each detected trap within a region of the active area of the Oscura prototype
sensor A at 150 K.
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Moreover, from the τe distributions at different temperatures
associated with each sensor, i.e., histograms in Fig. 6, we plot the
emission-time constants associated with the primary peaks τpeake
against T , with an error given by its full width at half maximum, as
shown in Fig. 7 (bottom). We fit the data points with the function
in Eq. (2) and extract from it the energy Et and cross section σ
associated with the largest population of traps. The value of these
variables and its associated error are shown in Table II [τpeake (T)
fit] and plotted as stars in Fig. 7(top).

As can be seen from Table II, the values of the trap parame-
ters extracted from the primary peaks of the distributions in Fig. 8
[Hist. max.] and from the fits in Fig. 7 (bottom) [τpeake (T)] are
mutually consistent within errors. Furthermore, the parameters

from prototype sensors B and C, both from the second fabrication
batch, are also mutually consistent. This suggests that the kind of
defects/contaminants inducing charge traps is related to the fabri-
cation batch. It is worth noting that while the relative errors for
energies are small, below 3%, those for cross sections are signifi-
cantly higher, ranging from 26% in the best case to 53% in the
worst case. This uncertainty is reflected in the spread of points in
the cross section axis of Fig. 7(top) which could be associated with
the change in the capture probability depending on the location of
the trap. For example, a trap located near the center of the charge
packet could have a different capture probability than one that is
near the edge, even if they belong to the same trap population,13 as
local dynamics within the silicon lattice might differ.

FIG. 6. Top: distributions of τe at 190 K of the detected traps for the Oscura
prototype sensors A and B, with the ion-implantation gettering. Bottom:
Distributions of τe at different temperatures of the detected traps for the Oscura
prototype sensor C, with the POCl3 gettering. The gray area indicates τe that
are comparable to the expected pixel/image readout time for Oscura, corre-
sponding to the traps that would leave a “tail” of deferred charge in the images.

FIG. 7. Top: scatterplot showing the energy and cross section of each detected
trap in the Oscura prototype sensor A (green), B (pink), and C (purple). The
values obtained from the fit on the bottom are plotted as stars. Bottom: depen-
dence on T of the primary peaks of the τe distributions in Fig. 6 and their fit
with Eq. (2).
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The trap energies and cross sections reported in Table II are
similar to those reported for hole traps associated with transition
metals in p-type silicon,21 which are common materials used in
semiconductor processing, for example: palladium (Pd), with

Et ¼ 0:31 eV and σ ¼ 0:8� 10�15 cm2, molybdenum (Mo), with
Et ¼ 0:31 eV and σ ¼ 0:43� 10�15 cm2, platinum (Pt), with
Et ¼ 0:32 eV and σ ¼ 1� 10�15 cm2, and silver (Ag), with
Et ¼ 0:34 eV and σ ¼ 0:87� 10�15 cm2. Although gettering tech-
niques are implemented during the fabrication process to capture
impurities, the use of the same equipment for productions involv-
ing transition metals could lead to unwanted metal contamination
in the sensors.

IV. EFFECT OF 1e− TRAPS ON DC MEASUREMENTS IN
SKIPPER-CCDS

Dark current (DC) is an irreducible exposure-dependent back-
ground for skipper-CCD detectors that originates from the thermal
excitation of electrons from the valence band to the conduction
band. As it constrains the lowest SER that can be achieved, estimat-
ing its value is important in applications where the science reach is
limited by the one-electron background rate.

Single-electron traps within the skipper-CCD buried-channel
constitute a source of SEEs, which can come from: (1) deferred
charge from trap emission, see discussion in Sec. II C, and (2)
charge carriers generated through excitation processes that are
enhanced by intermediate energy levels between the valence and
conduction bands (midband states) associated with the traps.15

SEEs coming from deferred charge from trap emission are a back-
ground for DC measurements. However, SEEs from carriers gener-
ated through midband states contribute to the sensor’s DC. The
generation rate of the latter (carriers cm�3 s�1), in a fully depleted
CCD, can be expressed as8

U � σvthniNt

2 cosh jEt�Ei j
kBT

, (6)

where Nt is the concentration of traps at energy level Et (cm�3), Ei
is the intrinsic (undoped) Fermi level (eV), and ni is the intrinsic
carrier concentration (cm�3).15 Ei and ni are computed as

Ei ¼ 1
2

Eg þ kBT ln
Nv

Nc

	 
� �
,

ni ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
NcNv exp � Eg

kBT

	 
s
,

assuming that the silicon bandgap depends on temperature as
Eg(T) ¼ 1:1557� T2[7:021� 10�4=(T þ 1108)].22 The tempera-
ture dependence of Nc(v) is as in Eq. (3) with mh(e)

dens ≃ 0:94(1:07)me

for p-channel CCDs between 100 and 200 K.16

Using the energy and cross section associated with the largest
population of traps found from the pocket-pumping measurements
(Table II), we computed the contribution to DC [Eq. (6)] from the
single-electron traps obtaining 1:05� 10�14 3:54� 10�10ð Þe�/pix/day
for 130 K (150 K); these numbers are several orders of magnitude
below the expected DC, see discussion in Sec. IV A. Here, we assumed
Nt ¼ 2:15 ntraps=Vbc

� �
with ntraps ¼ 8:5� 104 being the average

number of traps in the buried-channel region of one sensor identified
with the detection algorithm in the pocket-pumping measurements
before applying the selection criteria, and Vbc ¼ 1:095� 10�4 cm3

FIG. 8. Distributions of the energy Et (top) and cross section σ (bottom) of the
detected traps in Oscura prototype sensor A (green), B (pink), and C (purple).

TABLE II. Energy and cross section associated with the largest population of traps
in each of the Oscura prototype sensors computed as the maxima of the distribu-
tions in Fig. 8 [Hist. max.] and from the fits in Fig. 7 (bottom) [τpeake (T )].

Prototype

Energy (eV)
Cross section
(10−15 cm2)

Hist. max. τpeake (T) fit Hist. max. τpeake (T) fit

A 0.340 ± 0.006 0.341 ± 0.003 3.06 ± 1.23 3.49 ± 0.92
B 0.302 ± 0.008 0.305 ± 0.006 0.66 ± 0.29 0.85 ± 0.38
C 0.310 ± 0.009 0.313 ± 0.007 0.87 ± 0.46 0.98 ± 0.51
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the effective sensor’s volume that was probed with the pocket-
pumping technique; the factor 2.15 accounts for the traps in the
second phase that were not probed and for a conservative 30% dipole-
detection inefficiency.

A. DC measurements at surface and underground

A typical way to quantify dark current in skipper-CCDs is to
acquire dark images with different exposure times, mask events within
the images associated with any other source of background, compute
the SER as a function of exposure time, and extract the slope, i.e., the
dark single-electron rate, which represents an upper limit on the
sensor’s DC; see discussion in Ref. 9. Performing these measurements
underground allows us to minimize SEEs generated from external
radiation interactions, which constitute a dominant background at the
surface.10 Experiments using skipper-CCDs as particle detectors on
the surface have reported SERs above 1� 10�2e�/pix/day,23–25 while
underground experiments have reached lower SER levels.4–6,26 In fact,
the lowest single-electron rate ever achieved to date in a skipper-CCD
is 1:6� 10�4e�/pix/day,4 reported by the SENSEI Collaboration from
measurements in their setup at the MINOS cavern at FNAL, �100m
underground. Next-generation skipper-CCD DM experiments aim to
further reduce this rate. Oscura has a target SER of 1� 10�6 e�/pix/
day.7 Although Oscura could already constrain theoretically motivated
light DM models with SERs on the order of 10�3 e�/pix/day due to
its large mass, achieving a lower SER would further increase its sensi-
tivity at low DM masses.11

In Refs. 11 and 27, we presented DC measurements performed
in a dedicated setup with 2 in. of lead shield at the surface with a
Oscura prototype sensor from the same wafer as prototype A; these
correspond to the circles in black at 140, 150, and 160 K in Fig. 10.
The same setup was moved �100 m underground, to the MINOS
cavern at FNAL; see Fig. 9. In that setup, we performed DC mea-
surements with a Oscura prototype sensor from the same wafer as
prototype C, following the previously discussed method. We
acquired images varying the exposure time from 0 to 150 min, with
324 samples/pix. The exposure-dependent single-electron rates
were computed from images acquired at 131, 138, and 148 K; these
are shown in Fig. 10 as blue circles. The lowest value achieved was
(1:8+ 0:3)� 10�3e�/pix/day at 131 K.

The expected dark current in a CCD as a function of T can be
expressed as8

RDC(T) ¼ ApixD
T0
FM

qeT
3=2
0 e�Eg (T0)=2kBT0

T3=2 e�Eg (T)=2kBT � 86 400 s
1 day

, (7)

where Apix is the pixel surface area [cm2/pix], qe is the electron
charge (C) and DT0

FM is the “dark current figure of merit” at T0

(A=cm2). We fitted the measured DC at 160 K with Eq. (7) and
found D300K

FM ¼ 114 pA=cm2. The expected DC as a function of T
assuming this figure of merit is shown as a dashed line in Fig. 10;
at 130 K, the expected DC is 5:18� 10�6 e�/pix/day, three orders
of magnitude less than the measured DC with the Oscura prototype
sensors.

In the images taken underground with the Oscura prototype
sensors, the SEEs originating from deferred charge from trap emis-
sion constitute a significant background for the DC measurements.

To mitigate their impact, we implemented a “bleeding zone” mask
for pixels upstream in the horizontal and vertical directions of any
event with more than 20 e�, similar to what is done in
skipper-CCD experiments searching for DM to discard events from
charge-transfer inefficiencies;4,6 see Fig. 11.

To minimize the masked area of the images, we found the
minimum bleeding-mask lengths in which the “tails” of deferred
charge from trap emission did not impact the measured exposure-
dependent SER. We measured this rate varying the horizontal (ver-
tical) bleeding-mask length with a fixed vertical (horizontal) bleed-
ing mask of 200 (1250) pixels, see Fig. 12.

The optimal mask length was determined as the minimum value
after which the measured exposure-dependent SER becomes constant,
being 1250 (250) pixels in the horizontal (vertical) direction.

B. Monte Carlo simulations of deferred charge from
trap emission

We performed a Monte Carlo simulation to estimate the
impact of deferred charge from single-electron trap emission on

FIG. 9. Dedicated setup with 2 in. of lead shield to perform DC measurements
in the MINOS cavern at FNAL. The most important components of the setup
are indicated in red, the vessel houses the sensor which is cooled by the cryo-
cooler and the vacuum is maintained using the pump.
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the measured exposure-dependent SER for the Oscura prototype
sensors. For the simulation, we assumed that traps in the horizontal
register have similar density, energy and cross section distributions
as those in the vertical registers measured with the pocket-pumping

technique, that the spatial distribution of traps is uniform and that
sensors from the same fabrication batch have the same density and
kind of traps. We generated trap maps at different temperatures
with positions directly taken from the pocket-pumping measure-
ments and emission-time constants computed using Eq. (2), con-
sidering the trap parameters (Et , σ) obtained from the
measurements. Figure 13 shows a region of the detected trap maps
from prototype sensor A measurements corresponding to two dif-
ferent temperatures.

The simulation is based on two sets of images taken with the
Oscura prototype sensors: (1) underground, at 131 K, with exposure
times between 0 and 150min, and (2) at surface, at 150 K, with

FIG. 11. Track of a high-energy electron (yellow). Its “bleeding zone” mask is
highlighted in both the horizontal and vertical directions (violet). Single-pixel
events, both inside and outside the masked zone, correspond mostly to SEEs
from trap emission.

FIG. 10. DC measurements from Oscura prototype sensors: at the surface for
140, 150, and 160 K11,27 (black) and at �100 m underground at MINOS for
131, 138, and 148 K (blue). For completeness, DC measurements at the surface
with Oscura prototype A sensor in another testing setup for 166 and 177 K (black)
and the expected DC computed with Eq. (7) and D300K

FM ¼ 114 pA=cm2 (dashed)
are shown.

FIG. 12. Exposure-dependent single electron rate (SER) vs bleeding-mask
length in the horizontal (top) and vertical (bottom) direction. In both cases,
increasing the bleeding-mask length results in a decrease in the SER until it
reaches a constant value. At lower temperatures, trap emission times are
longer, resulting in a larger minimum bleeding-mask length for the SER to
become constant; this is evident in the top plot.
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exposure times from 0 to 15min. We simulated an “underground”
(“at surface”) set of images, with each image containing the events
with energy � 20e� of the acquired image, a uniformly distributed
exposure-independent SER of 1� 10�4(1� 10�2)e�/pix and charge
from a exposure-dependent SER of 1� 10�4(5� 10�2)e�/pix/day,
consistent with the exposure time of the acquired image.

Using these sets and the trap maps of prototype sensor C, we
simulated two new sets accounting for the effects due to traps. For
each event, we simulate the shifts of its constituting charge packets
toward the readout amplifier. If the packet encounters a trap, a
charge carrier is captured and released at a later time with a proba-
bility given by Eq. (1). For simplicity, we assume the same capture
probability for all traps and estimated the carrier density in its
vicinity as in Ref. 28. In the simulation, carriers released from trap
emission can be recaptured by subsequent traps and re-emitted at a
later time. This causes a larger spread of carriers from trap emis-
sion within the image, which is more evident in the horizontal
direction. In Fig. 14 we show a dark exposure image from one of
the data sets and its corresponding image generated with the
simulation.

We extracted the exposure-dependent SER on the simulated
sets of images following the recipe outlined in Sec. IV A, using the
optimal mask length. The extracted exposure-dependent SER in the
simulated images without the effects of traps matches the simulated
exposure-dependent SER of 1� 10�4(5� 10�2)e�/pix/day for the
“underground” (“at surface”) set. However, in the simulated images
accounting for deferred charge from trap emission, we extracted a
exposure-dependent SER of (0:60+ 0:06)e�/pix/day for the “at
surface” simulated set and (1:5+ 0:2)� 10�3e�/pix/day for the
“underground” simulated set. Both of these values are one order of
magnitude larger than the simulated exposure-dependent SER.

These results show that, in sensors with traps that have emis-
sion times comparable to the readout time of consecutive pixels,
depositions from trap emission can occur beyond the masked area,
even with a conservative masking approach. Additionally, multi-
electron events enhance trap capture. Overall, these factors can sig-
nificantly impact the measured exposure-dependent SER. In fact, in

the DC measurements at surface with Oscura prototype sensors, as
presented in Refs. 11 and 27, the impact was minimized by increas-
ing the image readout rate and selecting regions free of multi-
electron events.

V. CONCLUSIONS

We identified single-electron traps in the newly fabricated
skipper-CCDs for Oscura. These traps have emission-time con-
stants similar to the typical readout time of consecutive pixels, pro-
ducing a “tail” of deferred charge observed in the images next to
particle tracks. These “tails” consist mainly of single-electron depo-
sitions and can only be spatially resolved due to the sub-electron
noise that can be reached with skipper-CCDs. Otherwise, deferred
charge would only manifest as an increase in overall charge-transfer
inefficiency and dark counts. In this sense, skipper-CCDs continue
to provide insights into the understanding of dark-count sources.

We studied the buried-channel single-electron traps in three
Oscura prototype sensors from two different fabrication batches
and two different gettering methods, POCl3 and ion implantation.
The pocket-pumping technique was used to measure the position
and emission-time constants of defects/contaminants associated
with these traps at different temperatures. The trap characteristic
parameters’ cross section and energy level were measured by fitting
the temperature dependence of the emission times associated with
each individual trap and to the primary peak of the τe distributions.
Results from both analyses are consistent. The energy and cross
section associated with the largest population of traps in each
sensor are shown in Table II. These parameters are consistent
within sensors from the same fabrication batch. Moreover, a sec-
ondary peak associated with a trap population with τe . 0:1 s for
T . 170 K is only observed in the sensor from the first fabrication
batch. These results suggest that the type of defects/contaminants is
more closely related to the fabrication process than to the imple-
mented gettering.

The exposure-dependent SER was measured for a Oscura
prototype sensor at the MINOS cavern at FNAL, yielding
(1:8+ 0:3)� 10�3e�/pix/day at 131 K. A procedure for finding the

FIG. 13. Region of the trap map of prototype sensor A for T ¼ 130 K (left) and
T ¼ 150 K (right) used for simulating deferred charge from trap emission.

FIG. 14. Comparison between a dark exposure image (left) and its correspond-
ing simulated image (right). Deferred charge from multi-electron events can be
observed in both images; however, in the right image, it was simulated using
information from the detected trap map obtained through pocket-pumping
measurements.
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optimal bleeding-mask length to minimize the effect of charge
traps encountered within the sensors was described. To estimate
the impact of deferred charge from trap emission on exposure-
dependent SER measurements, a Monte Carlo simulation of the
trap capture and emission processes was implemented by using the
trap parameters found from the pocket-pumping measurements.
Results show that, even with a conservative masking approach,
deferred charge from these traps can occur beyond the masked area
and contribute to the measured exposure-dependent SER. More
importantly, it provides an explanation to the rate measured under-
ground of the Oscura prototype sensor. These results also suggest
that the exposure-dependent SER of these sensors might be lower
in lower background environments.
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APPENDIX: DIPOLE-DETECTION ALGORITHMS

Algorithms designed to detect dipole signals against a flat
background typically flag pixels with intensities that exceed or fall
below a certain threshold established by the flat field signal.
However, detecting dipoles becomes challenging when the dipole
density increases or if the background is not flat. In this work, two
different algorithms (A and B) were tested. Algorithm A subtracts
the median of each row and computes the “local” standard devia-
tion within a small window of pixels. The pixel intensity threshold

is defined as a multiple of the local standard deviation. This code
flags consecutive pixels if their absolute intensity is above the
threshold and if one is positive and the other is negative.
Algorithm B subtracts the median of each row and each column. It
then asks for two consecutive pixels to be one positive and one
negative, computes the dipole amplitude, scales it by a factor
between 0 and 1 accounting for symmetry, and asks for the scaled
amplitude to be above a certain threshold.

To select detection threshold values that yield the best dipole
identification in an image with a high density of traps, a Monte
Carlo simulation was made generating images with known
numbers and positions of dipoles. By comparing the dipoles identi-
fied by the algorithms with the simulated ones, we computed the
Precision and Recall detection metrics for each code and selected
the detection threshold that maximizes their performance.
Figure 15 shows one of the images with simulated dipoles (left)
and the Precision-Recall curve for each algorithm when varying the
detection threshold (right). The algorithm B, which accounts for
the dipole symmetry, was found to have the better performance.
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