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Abstract. Mesophase-particle mixtures are emerging functiomatkerial systems whose structure,

dynamics and formation through phase transitiope@ly understood. In this paper novel phase
transitions in a system of coupled conserved amdoomserved order parameters — a mixture of liquid
crystal and nanoparticles - are studied via phizsg-+inodelling, in conditions where an intermediate
phase, which is unstable to composition fluctuatjaran be formed between the initial supercooleseh

and the new stable phase . The paper analyzésrthation, stability and evolution of this internat

phase and how it impacts the transformation okatrépic phase when it is quenched with single and
double temperature jumps to form a calamitic neatase. It is found that the intermediate phase
forms through a front-splitting mechanism and grdavssome time but eventually decays through a
spinodal decomposition starting at the interfaag ropagating to the bulk, producing a moving
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oscillating front. It is found that this phenomeraam be triggered solely by the presence of thefante

even in absence of composition fluctuations inlthik. Spinodal decomposition initiated by thermal
fluctuations also generates a moving oscillatimgf(because the intermediate phase was formed by a
moving front). In consequence, the velocity of theving front changes from a small value at shareti
(interface-induced spinodal), to a large valueoats finite time (moving bulk spinodal). The effeta
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double quench was also analyzed and it is founidthieaoscillating front can be confined to a region

close to the interface (“mushy” region), and thetrispic phase (originally of infinite extension)nche
confined to a region close to the oscillating fraygnerating a very atypical phase morphology.

1. Introduction

Phase transformations play an important role intera

30
two phases (the supercooled phase A and the gihbke B) are
involved, phase separation proceeds through the-kweivn

mechanisms of nucleation and growth (NG) or spihoda

decomposition (SD), and different material morplyaéds can be
generated, typically droplets or co-continuousdtrees. Even in
this relatively simple case, more complex struguve patterns
can be produced by interfacial instabilities in thesence of
thermal or mass diffusion, leading to cellular stemes, dendritic
growth, and more. Complex non-equilibrium strucsucan also
be produced solely by the movement of the inteffacH the

existence of a third phase is possible, eveni# ihetastable and
not observed at equilibrium, it can be formed dyrihe process
and a more complex dynamics, leading to a richeretya of

structures which have been observed experimeffalgnd
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there is a metastable phase (M) intermediate betweand B
phases, and the A-to-B transformation proceedsutjirothe

science and engineerig In the most simple case where only

predicted in many simulatiofi¥. The most simple case is when

sequence A>M—B. Traditionally it was considered that the
higher nucleation rate of the M phase was resptnib this, but
s in the last decades a mechanism of “front splittinghere a
single B-A interface can spontaneously split intdiBand M-A
interfaces has been proposed and widely studied.th®o case
where the phase structure is described by a noseceed order
parameter (NCOP), it was found that a necessaryimrsbme
ss cases sufficient condition for this to happen waat the M-A
interface moves faster than the B-M interfate typical NCOP
relevant to this paper is the quadrupolar tensdemparameter
that describes order and orientation in nematigidicerystald’.
The interface splitting process is schematicallgvah in figure
eo 1(A) for the case where the different phases carepresented by
different values of a generic NCOP, here denote&/af a given
time “t". An interesting conclusion is that the metastaphase
grows unbounded with time. Similar analysis wadqrened for a
conserved order parameter (COP){pthe results were similar
es but in this case the metastable phase can eitbb@r gnbounded
or have a finite lifetime depending on the degreeralercooling;
a typical COP relevant to this paper is the corre¢ion of a
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species in a binary mixture. kinetics of both processes; see section 3.1 for tedhnical
In previous works, a system of coupled COP and RG@@s o details.
analyzed*** This last case corresponds for example to apinar  In this paper we extend these previous studiesomgidering
mixture (where the concentration is conserved énginse that it  the effects of thermal fluctuations (which are show have an
obeys mass conservation), with an ordered phaseditier is  important effect in the kinetics), and by considgria “double
described by a non-conserved variable as it camrbated or quench” (an initial quench followed by another qeleo lower
destroyed), and it has a more complex dynamic beh#han the e temperature). We chose a specific model, correspgntb a
cases of pure COPs (isotropic binary mixture) orQ®S (pure  mixture of a liquid crystals and nanoparticlesguid crystals are
nematic liquid crystal). The case where the meldestatate is a  better candidates to display this behavior thad soystals in
w0 local minimum with respect to the COP (metastabl&ropic- real life, because 1 — the higher latent heat lidi§cation would
isotropic phase separation) was previously analyaedifferent make it necessary to use very deep undercoolingd, 22 —
situations; depending on the temperature-concémtrdbcation o solidification is comparative slower than liquidsstallization, so
of the mixture in the equilibrium phase diagranffedent front- the observation of the metastable ordered phaseackwts
splitting mechanisms were observed (with kinetic or produced by a kinetic effect), might be more difftc
15 thermodynamic origin), leading to different phaswniation Nevertheless the general physics is in principlédvéor any
structures and different temporal dynamics. Theosjip case, other system that meets the thermodynamic and i&inet
where the metastable state is a local minimum vegipect to the s conditions required. A one dimensional system tdlanalyzed
NCOP (metastable homogeneous ordered phase), $mbe¢n in order to study the dynamic, kinetics and genstinictural
analyzed theoretically® In this situation, the metastable features, avoiding the added computational loacgaifing the
20 ordered phase is formed by a front-splitting me&ranbut then  dynamic equations in higher dimension and the cerigyl of
this metastable phase undergoes spinodal decomgogsit higher-dimensional structures.
generating a fine structure of alternating isottopnd ordered
phases. This structure emerges at the spatialidocatf the
original interface and moves towards the bulk asoaing front. A
25 S0 there is a “leading” front (the interface sefingaundercooled
isotropic and metastable ordered phase), and aaillaimg” Y
front (which separates the homogeneous metastabkeepand the
region of alternating isotropic and ordered phasd)ere the :
formation of the leading front precedes the ostilta front. A l//M A M B W
30 two-dimensional version of this is schematicalllpstrated in
figure 1(B) (here a planar front in two dimensidssllustrated,
so within the region of spinodal decomposition ordend
composition can fluctuate in the two directionskigure 1B
shows in detail the sequence of material procegégs thermal >
quench of the isotropic phase (black rectangleulte in (2) the so X
nucleation of the ordered phase ( left white patofg formation (B)
of the front (white-black interface), subsequentlg8) front 1) Isotropic Phase 2) Nucleation of Ordered Phase
splitting results with the emergence of the intediate ordered
phase (gray area) that grows (white right-pointmgpw) by the
40 motion of a leading front (gray-black interfacenda(4) the
instability of the intermediate phase generates dgeilibrium
(co-continuous black and white areas) phases widchhe
oscillating moving front region (white right-pointy arrow).
Previous works!® analyzed the effect of undercooling and
4s mobility on the formation of the metastable fromidathe
oscillating front in a generic phase-field model.
Note that the formation of the leading front isegular front- Fig. 1 (A) Schematic illustration of front splitting dag a phase
splitting process as observed in refs [8-14] ascbighavior was trans_format_ion for the case of one non—conservddrqma_ramete#/. The_
analyzed in those references. The key differendevésn the spatial profiles of the order parameter show twasecutive jumps (split

. . . . _ s interface), where the metastable phase M is gestttmtween A and B.
so previous and the present work is that the interatedphase is The inset shows the free energy as a functioW,afhere a local
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3) Formation of Intermediate 4) Spinodal Decomposition of
Ordered Phase Intermediate Phase

unstable and this leads to a different dynamics simdcture minimum corresponding to the metastable phase eaeén. (B)
formation. Note also that the situation analyzedafs [11-14] Schematic of the process studied in this workfoineation of an
can coexist with the situation considered heret theans, there intermediate phase which is unstable and decagghetequilibrium
can be a local minimum in the free energy with eesgo the ™ phases.

ss NCOP and another local minimum corresponding toQ#; a This paper is organized as follows. In sectionh2 tain

metastable phase separation and a metastable dean be  equations of the phase-field model used are britdiscribed. In
simultaneously possible from thermodynamic consitiens. The  section 3 simulation results are presented; twoesypf
occurrence of one or another will be controlledtbg relative  simulations were performed: (i) single quenchestige 3.1),
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and (ii) double quench (section 3.2). Finally, gett4 presents "

the conclusions.

2. Model

We consider a mixture of non-self-assembling spher
s hanoparticles and a nematic liquid crystal. Thisteyn is
described by two variables: concentration (volunaetfon ¢ and
nematic order parameterS)( The Flory-Huggins-Carnahan-
Starling theory is used for the mixing free eneiligygombination
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where Mg and M,, are the mobilities for ordering and mass

with the Maier-Saupe theory for nematic order. The gjffusion, andhs andn, are random thermal fluctuations given by

10 dimensionless bulk free energy density is:
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where “P” and ‘LC” stand for particle and liquid crystal

respectively,v and a are volume and surface-to-volume ratio

(non-dimensionalized with respect to the referengleime, vies,
1sand vie?d), ¢ is the area fractiony is the mixing interaction
parameter, /~ is a Maier-Saupe quadrupolar
parameterR is the gas constant afidis the temperature (non-
dimensionalized with respect to the nematic-isatrapansition
temperature of the pure liquid crystal). The fisgb terms are a
20 Flory-Huggins entropy of mixing, the third termtiee Carnahan-
Starling term accounting for hard-sphere excludemlume
effects, the fourth term is a binary interactiore (neglect here
anisotropic interactions arising for anchoring effeat the NP
surface) and the last two terms are the nematicdnergy, where
25 Z is the orientational partition function and it cée well
approximated by a polynomial expression in ordeapeter and
concentration. The specific details of the modet && found
elsewher& 8
lengthy repetitions. Note that the specific forhitwe free energy
so would not modify the physics of the process, asggl@s the
thermodynamic conditions (local minimum with respeo
NCOP, metastable phase in spinodal conditions)yete

The free energy density of a non-uniform systemiien by?*
14.

35 2)

f=f,+f,

interaction

and will not be analyzed in detail here to avoid

the fluctuation-dissipation theorem (a representatemperature
so of 300K was used to calculate these terms), any te
implemented as described in ref. [19]. Time anditjurs are
expressed in units of the characteristic times &mgth, 7
=Vied(MoRTy) and | = [vied J(RT)]Y2 respectively. Comsol
Multiphysics® was used to solve egs. (4a,4b), g/ niethod of
ss finite elements; standard numerical techniques wesed to
ensure convergence and stability. The initial cbod$ are soft
step functions in concentration and order parameteere the
concentration of the bulk isotropic phasg)(and T are varied,
and the initial composition and order parametethi@ nematic
phase correspond to the equilibrium nematic phaseagh
temperature, representing a nucleus of equilibma@matic phase
in an undercooled isotropic bulk (except in a pattr set of
simulations, where the bulk phase is the metasiatidse, as will
be specified below). The following representatiwdues for the
es physical parameters were used=3, Vv, =268, a =4.667,
ap=0.75, x=1.9, /=454, IdlFlsfl=1.The values of
V. anda, c correspond to a prism of square section and aspect
ratio 3, (where the reference volume is a cube wiile equal to
the smallest side of the prism). As a referencecar consider
7o the liquid crystal 5CB, which has a molecular aspetio of
aproximatley 3-3.5. The values @f anda, would correspond to
nanospheres with a diameter of 8 nm (which is withie range
of typical gold nanoparticles functionalized withost ligands).
With the reported values of the physical paramea€BCE° 1 /7
7510° s andI/1 nm. Simulations for each initial condition were
performed using different values of relative mdhjliM, =

M/ (Mgl?).

60

3. Results and Discussion

Figure 2 shows the phase diagram used in this ,van# the

where the bulk contributiofy is given by eq 1, and the gradiento initial conditions of g and T used in different simulations are

contribution,fy, is given by:

f =l (a‘pjz +IS(aSj2+|
¢ o ox

wherel, Isandlg,are gradient energy coefficients.

2905

® 9xdx
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40
considering the dynamics of a non-conserved ordeameter
coupled with a conserved variable (Allen-Cahn-diit
equations, also known as model*f The dynamic equations
are:

indicated with black circles. Equilibrium phase hdaries are
shown as full lines, and the nematic-isotropic s$iton (NIT)
line and the nematic spinodal are shown as dashes! The NIT
represents the nematic-isotropic transition of anbgeneous
ss phase; below this line a nematic phase has a Iéwerenergy
than the isotropic phase, although the state hiéhlowest free

The dynamics of phase transitions can be simulatedenergy within the biphasic region is always a prsegsarated

state; a homogeneous nematic phase is metastaties iregion.
The nematic spinodal is the stability limit of anmetic phase, if

9 the concentration of a nematic phase is lower ertémperature
is higher than the nematic spinodal, it becomestalhs to
concentration fluctuations and undergoes spinodal
decompositioff?> Note that the phase diagram is different from
the one in ref [14], specifically in this work tkeeis no isotropic-

This journal is © The Royal Society of Chemistry [year]
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isotropic phase coexistence. This was adjusted dgifging the

Ficks's diffusion law. The critical value of relai mobility

value of x, and the reason of doing so is to avoid further required for front splittingM, ., is a function of the position in

complexity arising from a possible isotropic-isqi® phase
separation, so we can isolate the process we agtudly.

s Two different kinds of simulations were performeg)
standard single quenches (cases a-d), where ttamilg: and the
effect of thermal fluctuations was analyzed, arijl &i double
quench (e), where the simulation was run for a rgiviene
isothermically, then a second quench was performed the

10 Simulation was continued using the new temperatline. dashed
lines in figure 2 represent the second quenchhtr&ontal line
connects the bulk concentration with the equilibriu
concentration of the isotropic phase (concentratan the
interface during the first quench). The verticaloars represents

15 the second temperature quench, so the tip or tieevandicates
the position of the bulk and the interface after guench.

0.85

0.8

0.75

Fig. 2 Computed phase diagram based on eqn. 1yfe8, v, =268,
a,c=4.667,a-=0.75,x=1.9/T, /=4.611. | and N represent the stable
20 phases, | + N indicates phase coexistence. Fek lindicate equilibrium
binodal lines, dashed lines indicate the NIT line ¢he nematic spinodal.
The positions a, b, ¢, d and e indicate the ing¢@iditions used in the
simulations.

3.1 Single quenches (cases a-d)

In all these cases, the initial conditions are jposed between
the NIT line and the nematic spinodal. In this cegia nematic
phase is metastable, in the sense that it is ntaldesthan the
isotropic phase, but it is unstable with respectaacentration
fluctuations, so the conditions for the formatidnaa oscillating
30 front, characteristic of spinodal decompositior mret. The main

goal of this section is to analyze how the evohlutiof this

fluctuating front is affected by thermodynamic (pios in the
equilibrium phase diagram ( Fig.2) ) and kinetidtive mobility

M,) factors, and specially how thermal fluctuatiorfiet this
35 evolution.

The intermediate homogeneous nematic phase istbby a
kinetic front-splitting mechanism, as described pmevious
works'?* when the relative mobilityM, is small enough, the
original interface spontaneous splits in two and thetastable

10 phase appears between the equilibrium nematic phadethe
undercooled bulk isotropic phase. This processiy gimilar to
| that described in refs. [8-13] (the differencehattin refs. [8,9]
no conserved variable was involved, and in ref.,J2P the
intermediate phase was isotropic). If the relatwebility M, =
4 M(,/(MSIZ) is larger, no front-splitting is observed and fystem
evolves as a regular diffusional phase transitiescdbed by

25

the phase diagram: it decreases as the NIT liappsoached, and
so obviously at and above the NIT line front splittidges not takes
place so M, = 0. It was found thatV,. follows a linear
functionality with ¢ @1, where gt is the concentration of the
NIT line at the simulation temperature. This iswhan figure 3.

60 - [ ]
Mr,c ‘
40 -
mb
20 -  d
Ha

O T T T 1

0 0.05 0.1 0.15 0.2

P Gur

ss  Fig 3 Critical value of relative mobility for the formiah of the split-

front, as a function ofp g r. Cases a-d are indicated.

As described above, the intermediate nematic pisasestable
to concentration fluctuations. The existence oharg interface
itself, (which can be viewed as a large, localizetepwise

eo fluctuation) is enough to trigger spinodal deconifa@s even in
the absence of random thermal fluctuations. Thigosial
decomposition is initiated at the interface, andpagates
towards the bulk producing the oscillating fronghti after the
metastable phase is formed, as shown in figurend.vElocity of
es the oscillating front produced by this mechanisnretatively
small, and independent of the velocity of the lagd-I front as
described in refs. 15,16. In addition, in the pneseof thermal
fluctuations, regular bulk spinodal decompositiafi take place.
But as the nematic phase is formed through a mofrong, the
70 bulk spinodal will also evolve as a moving fronithwthe same
velocity as the leading front. In addition, it takeome time until
the fluctuations (initially very small in amplitufeggrow to a
significant value and the oscillating structuredrees noticeable.
Consequently, it can be considered that therélsency period”
75 until the bulk spinodal becomes noticeable (thierlay period
depends on the amplitude of thermal fluctuatioaft®r which the
oscillating front moves at the same velocity as |dagling front.
So two different mechanisms for the formation & tiscillating
front can be identified: an interface-induced spmloand a
80 moving bulk spinodal.

4 | Journal Name, [year], [vol], 00—00
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Fig. 4 Order parameter profiles for case “a” as a fumctd
dimensionless position amd,=5, at dimensionless tinte20000,
showing the intermediate phase and the oscilldtry.

s Figures 5 (a) and (b) show the velocities of theilating front
produced by the interfacial-induced spinodal andh®y moving

35

Fig. 5 (a) Velocity of the oscillating front produced the interface-
induced spinodal decomposition. (b) Velocity of tbading front, which
is equal to the velocity of the oscillating frombduced by the moving
bulk spinodal.

The explanation of why the velocity decreases witiea

bulk spinodal (which is equal to the velocity oétieading front), 4 relative mobility increases is less obvious, but ba understood

respectively. These velocities were calculated fagking the
position of the oscillating front, which was defihas the point
10 where the envelope of the oscillating structure &asnflection
point. In order to observe the interfacial-induspthodal without
interference of the second mechanism, simulationghowt
thermal fluctuations were performed, and using netastable
nematic phase as bulk phase in the initial conastigihis reduces
15 pseudo-fluctuations produced by numerical erroat ttan also
| trigger bulk spinodal decomposition).
The velocity of the interface-induced oscillatifgont is
directly proportional to the mobility and an incse®y function of

45

50

@ — @pin Where gpy is the concentration of the nematic

20 spinodal, while the velocity of the moving bulk spdal front is a
linear decreasing function of the relative mobjlitend a

monotonic decreasing function gf— g@,r. As can be seen, thess

velocity of the front produced by the first mechani has the
same variable dependences as the regular bulkdgdinghile the

25 second mechanism, which is a true bulk spinodal,ahdifferent
behaviour. This can be understood considering #stescribed
before, the velocity of the moving bulk spinodairit is actually
controlled by the leading front, which is a regulaterface
separating two bulk phases. The velocity of thisnfr is

30 controlled by the degree of undercooling or supgarasion,
hence the dependence @r ¢, and not ongp.

0.125 y (a)
VOS 0.1 4
M Casea
[ ]
0.075 - Caseb
X ACasec
0.05 - X Cased
[
0.025 4 X A
]
X" @
0 A : : :
0 20 40 60
M,

60

75

as follows. This front is an interface separatingoadered phase
and an isotropic phase, both with the same coniposifAs no
mass diffusion seem to be involved, this processulsh in
principle not be affected by the relative mobilitgcall that the
characteristic time is defined in terms of the oirte mobility, so
the relative mobility is significant only in the gmence of
diffusion). But actually, at the interface, a smaleak in
concentration is formed (due to the coupling temnthie gradient
free energy), so there is a small coupling betwerlering and
diffusion. As the diffusivity increases, the infhee of diffusion,
although it remains small, increases, thus havistganger effect
on the dynamics of this front. As diffusion is thiew process,
this stronger coupling implies a slower front. Retteat when the
relative mobility is large enougM¢ > M, (), front splitting does
not take place and the whole process is contrdilediiffusion
(and it is much slower).

Considering the two mechanisms described, at \srgrt
times, the oscillating front is produced by an ifgee-induced
spinodal decomposition mechanism, and it moves stowly,
but after some time (latency period), the movindkkapinodal
mechanism is observed and the oscillating front esoat the
same velocity as the leading front. Note that thiera single
oscillating front, but two different kinetic regimeorresponding
to each mechanism. This is shown in Fig. 6, whieeepbsition of
the oscillating front for case d and Mr = 3.3 iotf#d as a
function of time. The two limiting cases of interéa induced
oscillating front,x = v,¢ at short times, and the moving bulk
spinodal frontx = vy(t - t5) at long times are also plottetl,(is
the latency time, chosen dg; 9100 to fit the observed
velocity). As a consequence of this (the oscillgtiront moving
at the same velocity as the leading front after esdime), the
metastable region reaches a maximum size and theamains
constant, unlike the cases studied in ref [14] fehi¢é grows
unbounded), and refs [12,13] (where it grows andinkh,
displaying a finite lifetime). The position of theading front is
also plotted in figure 6 to illustrate this fact.

This journal is © The Royal Society of Chemistry [year]
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Fig. 6 Position x of the two different fronts as a fuoatiof time. The
dotted lines represent the interface-induced s@ihfvdnt (smaller slope),
and moving spinodal front (larger slope). See text.

s In this paper we limited the study to the one-disienal case,
in higher dimensions there is a variety of struesuthat can be
formed. Some two dimensional simulations results foa found
in ref [15], where three main structures were olesgrconcentric
rings, dispersed droplets and radial branching. Afiythese

10 Structures can be expected as the higher dimerdmma of the
oscillating front (depending on the physical parters), but the
generic dynamic and kinetic features observed & @imension
should be the same in higher dimensions.

3.2 Double thermal quench (case e)

15 In case e, a double thermal quench was simulatkdrena first
quench is performed into the biphasic region of fitease
diagram, but above the NIT line (no front splitingnd after
some time, a second quench below the NIT line ifopmaed.
This double quench could be a better representatiomeal

20 experiments, where cooling is not instantaneousthadsystem
will spend a finite time in each region of the phatiagram
crossed by the cooling trajectory (so it would gougalitatively
the same results).

1 .
0.9 1
0.8 -
P .
0.7 _— .
nem. spinodal
0.6 -
-
0.5 NIT
0.4 T T 1
0 5 X 10 15

25 Fig. 7 Concentration profile for the first quench at 1&, right before the
second quench is applied. The concentrations quyneling to nematic
spinodal and NIT line for the temperature of theosel quench are also

shown.

As we are dealing with the case of small relativability, in
30 the first quench the process is kinetically coméablby diffusion,
so the concentration in the isotropic phase atMNHeinterface
will be given by the equilibrium concentration, acwhcentration
profiles as described by Fick's law are producéis & shown in
figure 7, which is a snapshot of this process at 1, right
35 before the second quench is introduced. The seqomedch is
performed such that the bulk phase is in the stabieatic region
of the phase region, while the interface lies betwthe NIT and
the nematic spinodal. This is indicated by theasrin figure 1,
and also the NIT and spinodal concentrations #fieiquench are
40 shown in fig. 7.

As now the whole isotropic phase is below the Nie, a
metastable nematic phase can be produced by arfacge
splitting mechanism as before. Close to the intexfthis phase is
in spinodal conditions so an oscillating front sliole produced,

45 but in the bulk, the nematic phase is the stalg®mreof the phase
diagram, so the spinodal front cannot propagatethis zone. As
a consequence, the oscillating front is producedi ranves until
it reaches a position where the concentration oseclto @p,
and then it stops, so that the oscillating streeciarconfined in a

s0 region close to the interface (“mushy region”). §8 shown in
figure 8, where figs 8(a)-(c) show concentrationd aorder
parameter profiles for different times, and fig B&hows the
position of the oscillating front as a functiontohe. Note again
that there is an increase of velocity at an appnaté time of

55 80000 (corresponding to the transition from inteidhinduced
spinodal to moving bulk spinodal), and then thenfrslows
down. Once the mushy region is fully developed,thier
evolution proceeds through a diffusive mechanismwik be
explained below.
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1.4.16 (c). (d) Position of the oscillating front as aftion of time.

The long-time evolution of the system leads teegy different
phase morphology from that of a typical phase ghoprocess,
and it is shown in figure 9. While the mushy regremains and
coarsens with time, the last composition “valleytowgs,
producing the isotropic phase, and the concentraticthe bulk
w0 slowly increases to the equilibrium value throughFigkian

diffusional process. The bulk, originally isotropis turned into

the nematic phase (without further nucleation ofrennematic

domains) while the isotropic phase is formed anowgrin a

region close to the original nematic nucleus. Nbw isotropic
15 phase grows into the nematic bulk, as opposed dootiginal
situation where the nematic phase was growing amtésotropic

bulk.
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Fig. 9 Concentration (solid, left axis) and order paranétashed, right

20 axis) profiles at very long time (t=1)after the second quench.

Conclusions

Phase transformation of a mixture of liquid cristand
nanoparticles, a thermodynamic system describeccdupled

COP and NCOP, was studied under conditions where an

25 oscillating front can be formed by a front-spliginnstability
followed by spinodal decomposition, by means ofhage-field
model based on the direct integration of the wstablished
Maier-Saupe and Flory-Huggins equations (Egs.(1-Ajhe
evolution of the oscillating front and the effect thermal

a0 fluctuations for different thermodynamic and kietionditions
were studied. Two mechanisms for the formationrobscillating
front were observed to coexist: an interface-indusginodal,
where the oscillating structure is generated atitierface and
propagates into the bulk, and a moving bulk spihoghich is a

35 regular bulk spinodal initiated by thermal fluctioats in a bulk
phase that is produced through a moving front.h&trstimes the
first mechanism prevails and the front moves withsraall
velocity, while at longer times the second one datgs and the
oscillating front moves at the same velocity as l#sling front

40 (Fig.6). This results in the metastable phase bemfined to
moving region of constant finite size, as opposgedther cases of
double front formation analyzed in the literatureentioned
above.
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The effect of performing a double quench was alsalyzed,
in the spirit of better representing a cooling ekpent in real life
where the material system will spend a finite timeach region
of the phase diagram. For adequate conditions ighiafter the
second quench bulk composition has to be higher ¢ha and
the concentration at the interface, bounded betwggn and
@pin), the oscillating front forms but it remains cordd to a
region close to the interface, while the bulk, oraly isotropic,
becomes nematic, and the equilibrium isotropic phiasformed
10 close to the initial nematic nucleus and grows tolwathe bulk

nematic phase (Figs.8,9). This is the oppositenefinitial (and

typical) growth where the nematic nucleus growso ithe

isotropic bulk (Fig.4).

In summary, the present work demonstrate sigmifiaaew

15 structural and dynamical features in phase transitions in

mixtures of mesogens and non-mesogen componenigiga

from generic thermodynamic and transport featuresnultiple

order parameter systems. In particular spinodabmaposition in

intermediate phases is a novel phenomenon to gtrict
20 mesogenic materials using simple quenching methods.
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